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“I envy the students who will have the opportu-
nity to take a microeconomics course based on
this brilliant textbook. Not only will they find it
fascinating. It will change their lives, in every way,
for the better.”

George Akerlof, Georgetown University,
Nobel Laureate in Economics

“In a thickwall of textbooks about rational agents
trading in perfect markets, Bowles and Halliday
open up a window through which students can
see economists at work as they seek answers
to market failures, behavioral biases and all the
obstacles that must be overcome to build a soci-
ety that is fair and efficient. This book can change
how economics is understood by students who
will go on to help us find the answers.”

Oriana Bandiera, Sir Anthony Atkinson
Professor of Economics, LSE,

winner of the Yrjo Jahnsson Award

“This text will make for an exciting course—and
one especially relevant to contemporary prob-
lems like inequality and climate change. Nor-
mally, students don’t see recent economic ideas
until they reach the end of the book. Here such
ideas are introduced starting in the first chapter.”

Eric Maskin, Harvard University,
Nobel Laureate in Economics

“Teaching from Bowles and Halliday is very
rewarding. Students are intrigued by coordina-
tion problems and enjoy the visual illustrations.”
Avanti Mukherjee, State University of New York

at Cortland

“Bowles’ and Halliday’s textbook unusually puts
at its core the key concepts of social sciences:
the interactions (competition, conflict, and coor-
dination) among individuals, groups, and firms.
You will come away from this riveting reading
understanding how economists deploy theory to
help design impactful public policies, and why
economics is essential to making this world a
better place.”

Jean Tirole, Toulouse School of Economics,
Nobel Laureate in Economics

“Bowles and Halliday is pure fun to teach and
highly motivating for students, a true gem in the
universe of microeconomics textbooks. It applies
economic theory to the most pressing challenges
of our time, including poverty, inequality, and
climate change.”

Martin Leroch, Pforzheim University

“The best possible textbook for intermediate
microeconomics. It deals with important real-
world issues such as inequality, incorporates
relevant political, sociological, and behavioural
insights, and appropriately places the topics
within their historical intellectual roots, while
providing rigorous economic analysis.”

Giorgos Galanis, Goldsmiths, University of
London

“I congratulate the authors on a job well done!
Bowles and Halliday integrate recent economic
insights into a classic curriculum of intermediate
microeconomics without sacrificing on the for-
malism. I particularly liked the efforts they have
gone to to make the book as pedagogical as pos-
sible.”

Amrish Patel, University of East Anglia
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PREFACE
To its eighteenth- and early nineteenth-century founders, the subject of
economics was the wealth of nations and people. This was no less true of
Karl Marx, the most famous critic of capitalism, than it was of Adam Smith,
whose The Wealth of Nations is considered the most powerful defense of
the then emerging capitalist economic system.
Economics was at the time called political economy, and it sought to

understand how and why society was being transformed as a result of
capitalism, a novel way of organizing how people produce, exchange, and
distribute the things we live on. Capitalism continues to change the world,
and the task of economics is to understand this process, and how our
economiesmight bemade towork better for people today and in the future.
Welcome to Microeconomics: Competition, Conflict, and Coordination,

and best wishes for your journey through its content. Let’s begin by saying
how we came to think that economics is important and then explaining our
strategy for how you can best learn to do economics.

ECONOMICS ENGAGED IN THE WORLD
Contrary to its reputation among students for being remote from reality,
economics has always been about changing the way the world works.
The earliest economists—the physiocrats in late eighteenth-century France
and the mercantilists before them—were advisers to kings and queens of
Europe. This tradition of real-world engagement is continued by today’s
central bank macroeconomic managers addressing the economic shock of
the Covid-19 pandemic, the economic development advisers and advocates
of competing policies concerning intellectual property rights, or the global
movements of goods and people. Economists have never been strangers to
policymaking, constitution building, and attempts at economic reform for
the betterment of people’s living conditions.
Alfred Marshall’s (1842–1924) Principles of Economics, initially published

in 1890, was the first great text in what came to be called neoclassical
economics. It opens with these lines:

Now at last we are setting ourselves seriously to inquire
whether . . . there need be large numbers of people doomed from
their birth to hard work in order to provide for others the
requisites of a refined and cultured life, while they themselves
are prevented by their poverty and toil from having any share or
part in that life. . . . [T]he answer depends in a great measure upon
facts and inferences, which are within the province of economics;
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and this is it which gives to economic studies their chief and their
highest interest.

The hope that economics might assist in alleviating poverty and securing
the conditions under which free people might flourish in a sustainable
global environment is at once economics’ most inspiring calling and its
greatest challenge. Like many, both of us were drawn to economics by this
hope.
One of us (Simon) grew up in Cape Town, South Africa, under the

system of racial segregation called apartheid. He vividly remembers the
demonstrations that finally brought that system down and the long lines of
people waiting to vote in South Africa’s first democratic elections in 1994.
He volunteered in the poor townships surrounding Cape Town teaching
critical thinking and debating, skills required to make the new democ-
racy work. Having initially followed his passion for theater and poetry, he
switched in to economics to gain the analytical tools to understand and
address his country’s challenges.
The other of your authors (Sam), having been a schoolboy in India and a

secondary school teacher in Nigeria before turning to economics, naturally
came to the field expecting that it would address the enduring problem of
global poverty and inequality.
At age 11 Sam had noticed how very average he was among his classmates

at the Delhi Public School—in sports, in school work, in just about every-
thing. A question that he then asked his mother has haunted him since:
“How does it come about that Indians are so much poorer than Americans,
given that as people we are so similar in our abilities?” And so he entered
graduate school hoping that economics might, for example, explain why
workers in the US produced as much in a month as those in India produce
in a year, and why the Indian population was correspondingly poor.

✓ FACT CHECK In a 1999
article in the Quarterly Journal
of Economics, economists
Robert Hall and Charles Jones
document this and other
productivity differences
among countries, attributing
them to what they term
differences in “social
infrastructure” including
“institutions and public
policies.” 1

We now know that the many conventional economic explanations for the
gap in standards of living between the two countries are part of the answer
but far from all of it: by any reasonable accounting, the difference in the
amount of machinery, land, and other capital goods per worker and in the
level of schooling of the US and Indian workforces explain much less than
half of the difference in output per hour of work.
It seems likely that much of the unexplained difference results from

causes that until recently have been less studied by economists but which
are a central theme of this book. Chief among these are differences in
institutions, that is, differences in how the activities of themillions of actors
in the two economies are coordinated by some combination of markets,
private property, social norms, and governments.
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WHAT SHOULD ECONOMICS BE ABOUT?
We do not think that we are atypical—either among our economics col-
leagues, or our students, or for that matter among people generally—
in our hope that economics can contribute to improving the way these
institutions work. The CORE Team—a global group of economic researchers
and teachers who have created an open access introductory economics
course (www.core-econ.org)—posed the following question to students
around the world on the first day of their introductory classes: “What is
the most pressing problem economists today should be addressing?” The
results are summarized in the word cloud in Figure 1.
The themes are remarkably consistent across universities and countries.

Unemployment, inflation, and growth, all important topics inmostmacroe-
conomics courses, are on the minds of students. But inequality (along with
“poverty”) is amuch greater concern, as is environmental sustainability (and
“climate change”). The future of work (robots, digitalization), globalization
and migration, innovation, financial instability, and how governments work
(“corruption,” “war”) are also present.
The microeconomic theory that you will learn has a lot to say about

these issues. Included are tried-and-true workhorse concepts that you
have probably already encountered, like opportunity costs, mutual gains
from exchange, constrained optimization, and trade-offs. Also essential in
understanding issues like those in the word cloud are concepts that have
more recently risen to prominence among economists. Examples include
the importance of cooperation and social (rather than entirely selfish)
motivations and modeling strategic interactions among people, including
conflicts over the distribution of the mutual gains from exchange.

“IF YOU ARE NOT DOING SOMETHING, YOU ARE
NOT LEARNING ANYTHING!”
This phrase is our motto when it comes to learning. Economics is not just
something you learn. It is something you do. Think of studying economics as
learning a new language. Mastering a large vocabulary and the grammatical
rules is essential, but it is not the same as speaking the language.
The test of what you have learned after studying this book is not just what

you know, but what you can do with it. Doing economics is what you can
say or write—the case you can make for or against a proposed economic
policy, the analysis of the reasons for some new development in the global
economy—in other words what you can do as a result of what you know.
Like mastering a new language, doing economics is essential to learning

the subject. And also like a language, you will learn to do economics more
readily if you have a clear need to know.
We begin each chapter with a real-world problem or example that can

be better understood using the concepts and models to be introduced in

https://www.core-econ.org
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Figure 1 Student replies to the question “What is the most pressing problem
economists today should be addressing?” The size of the font is proportional to
the frequency with which subjects mentioned the word or term. The top panel
records 3769 student responses from 10 countries and 20 universities. The bottom
panel is from 2019 based on 807 students in four universities in Colombia, the UK,
and the US. Surprisingly, professional economists at the New Zealand Treasury
and central bank and new hires at the Bank of England responded very similarly
to students. The less frequently mentioned—smaller font—topics are more
readable in the individual word clouds from each of the 25 samples of students
that you can access at https://tinyco.re/6235473
With permission from CORE Economics Education.

(a) Word cloud with a 2020 sample of students

(b) Word Cloud with topics consolidated over time

the chapter. These opening paragraphs suggest the need to know what is
to follow. The empirical examples also serve as a reminder that the point to
the model is to understand the world; and as we proceed through chapters
we will ask: How good a job does this particular model do in that respect?
You may be curious about the names we have given to the economic

actors in our models. Many are the actual names of members of the team
that worked with us to bring this book to you, from around the world
including China, India, Chile, Mexico, the US, Germany, and South Africa.
At the beginning of each chapter is a set of learning objectives phrased

as new capacities to do things that most likely you were unable to do
before. We place great emphasis on your ability to solve problems in which
there are right and wrong answers. But it is also important to learn how
to formulate arguments and hypotheses about questions that are thus far
unanswered, some of which may remain so, and to express economically

https://tinyco.re/6235473
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informed opinions on issues that will continue to be debated due to the
fact that people’s values differ.
Interspersed with the contents of the chapters, but offset by boxes, are

two important resources:

Mathematics notes M-notes contain the details of mathematical
derivations and other analyses as well as worked examples that
illustrate the mathematical models in the text. Many of the M-
Notes present analysis using calculus of points made in the body
of the text using verbal or graphical reasoning.

Checkpoints are self-tests to confirm that you understand the
content of the section. The first step in “doing economics” is by
checking your understanding of the passage you have just read.

At the end of each chapter, you will find the following:

Important ideas The main ideas in each chapter are provided in a
list. At the end of the book, youwill also find that all the definitions
of the book are included in the Glossary at the end of the book for
you to consult and improve your understanding.Mastering the use
of these terms is essential to doing economics. Try using each of
them in a complete sentence of your own.

Making connections Provides some guidance in seeing how the
ideas in each chapter are connected to each other and to other
themes in the book, so that you will be able to draw together the
‘big picture’ about the main messages and themes of the book. Try
restating these connections making use of the terms in important
ideas. Or better yet: make a mind map using the important ideas
and making connections features.

Mathematical notation The book contains a variety of important
mathematical tools to help model the various economic ideas in
the book. To assist you with your reading of each chapter and to
understand better each model you encounter, we provide a table
of the mathematical notation you will encounter in that chapter.

We use the margins of the book for a variety of purposes:

DefinitionWe define important terms in the margins where they
first are introduced. All of the definitions are collected in the
Glossary.

Reminder We put reminders in the text often to help you to see
the connections of ideas throughout the book.
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Example An example will often illustrate an idea with a relevant
example of a person, firm, or country making decisions that are
similar to those described in the text.

Fact checkWhen we need to verify or illustrate an idea with data
or an empirical example we will do so with a fact check.

History These introduce you to some of those people who have
contributed to economics or to relevant historical facts.

M-Check If an idea requires a brief mathematical clarification that
does not require its own M-Note, then we may convey that in a
margin note.

As is the case with any first edition of a text there inevitably will typo-
graphical errors and other things we would like to correct, and that oth-
ers using the book should know about. Refer to our list of errata at
https://tinyurl.com/bhmicro for the current list. If you find what you think
is a mistake, do please add the error you’ve found and your name. If we add
your suggested error to our list we will acknowledge the first person to
point it out to us.
Economics is an integrated body of knowledge, and it is best learned in

a cumulative way, mastering a set of concepts and going on to use those
concepts in mastering additional concepts. What this means, practically,
is that it is best to study earlier chapters before moving on to later ones.
Sections labeled “application” however provide illustrations of how the
ideas andmodels being taught in a particular chapter can be used, and these
do not introduce new material that is essential to the chapters that follow.
Microeconomics is waiting for you. Just do it!

Samuel Bowles and Simon D. Halliday
Santa Fe Institute, Santa Fe, New Mexico, US, and

University of Bristol, Bristol, UK.



GUIDE TO THE ONLINE RESOURCES
As well as the boxes and features presented in the chapters to aid you in doing economics, we
have a wealth of online resources to support your learning.
Our interactive graphs allow you to explore key models in a dynamic way, and we have

also provided video material and a Mathematics Appendix to further explain figures and
mathematics.
Test your knowledge with interactive multiple-choice questions and push your understand-

ing of economic problems further with mathematical questions.
Discussion questions and further-reading recommendations prompt you to think around

the issues.

Access the online resources by going to: www.oup.com/he/bowles-halliday1e
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“The man . . . enamored of . . . his own ideal plan of
government, . . . seems to imagine that he can arrange the different
members of a great society with as much ease as the hand arranges
the different pieces upon a chess-board . . . but . . . in the great
chess-board of human society, every single piece has a principle of
motion of its own, altogether different from that which the
legislature might choose to impress upon it.

If those two principles coincide and act in the same direction,
the game of human society will go on easily and harmoniously, and is
very likely to be happy and successful. If they are opposite or
different, the game will go on miserably, and the society must be at
all times in the highest degree of disorder.”

Adam Smith,
Theory of Moral Sentiments (1759, Part VI, Section 2, Ch 2)1
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PART

1PEOPLE, ECONOMY,
AND SOCIETY
❯As people, our physical capacities are hardly remarkable compared to other animals. But

by coordinating with others—finding ways that our individual efforts can add up to a whole
that is more than the sum of its parts—humans are unique as a species, engaging in common
pursuits on a global scale and, for better or worse, transforming nature and inventing previously
unimagined devices and ways of life. Economics provides a lens for studying this social aspect
of human uniqueness by analyzing how people interact with each other and with our natural
surroundings to produce and acquire our livelihoods.
We begin (in Chapter 1) by developing a common framework for studying the various types

of social interactions, using game theory to pose a question older than economics. This is:
How can a society’s institutions—its laws, unwritten rules, and social norms—harness people’s

HISTORY What makes
humans unique among all
the animals is our capacity to
cooperate in very large
numbers and to adjust the
ways that we cooperate to
changing circumstances. Here
(https://tinyurl.com/
y3bpy4px) the Israeli historian
Yuval Noah Harari explains
why this is so.

pursuit of their own objectives to generate common benefits and to avoid outcomes that none
would have chosen? The challenge is how to combine freedom—individuals’ pursuit of their
own objectives—with the common good, improving the livelihoods of all members of society.
This is called the problem of societal coordination: How can we coordinate—that is, jointly

with others organize—our actions to yield desirable results for all the members of society? The
example of societal coordination we use in Chapter 1 to illustrate this challenge is about the
other aspect of economics: how we relate to our natural surroundings, illustrated by a problem
of overexploiting an environmental resource.
Adam Smith, considered by many to be the founder of economics, understood the challenge

well. And he understood that economics—or “political economy” as it was then called—is
fundamentally a social science: it is about how people interact. Smith warned (in the head
quote) about the disastrous consequences of treating people as if they were simply chess
pieces who could be moved around on the chessboard of life at the will of a government, more
or less like an engineer might design a machine.
An adequate response to the challenge of combining freedom and the common good must

therefore be based on knowledge of how people act depending on the situation they are in,
and how changing the situation will change how they act. We therefore (Chapter 2) turn to
people and their motives—whether self-regarding or generous, opportunistic or ethical—and
we use the game theory concepts you will have learned in Chapter 1 to illustrate some of the
challenges that we face in coordinating our actions.
A key idea in these first two chapters is that people do the best they can in given situations.

In Chapter 3 we introduce the mathematics of constrained optimization as a method to better
understand this process. In this chapter we consider individuals in situations where they act
in isolation rather than interacting with other individuals.
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But people rarely act in isolation: economics allows us to understand the sometimes
surprising or unintended society-wide effects of when we interact with others, whether it
be directly with our own employer or indirectly with literally millions of people involved in
producing and distributing the goods making up our livelihoods.
A basic insight for this understanding is that we are better off by interacting with others.

But our interactions also give rise to conflicts. When people engage with others in buying and
selling, working and investing there are mutual benefits potentially available to all parties
involved. This must be the case if participation in these and other economic activities is
voluntary. But unavoidably there are also conflicts over how these mutual gains are divided
(Chapters 4 and 5).
In our interactions with each other and with nature we frequently fail to exploit all of the

potential mutual gains. An example is when a person with the capacity and desire to produce
goods and services needed by others cannot find a job. Another is overexploitation of a fishery
or some other environmental resource. These are called coordination failures because they
result from inadequacies in the ways that our institutions allow us to coordinate the ways that
we interact.
Coordination failures are often due to our conflicts over the distribution of potential mutual

gains or to the fact that when we act we do not take account of the effects of our actions on
others. In Chapter 5 we show how differing institutions—differing rules of the game—can help
address these coordination failures so that no potential mutual gains remain unexploited. We
also show how differing rules of the game, by conferring differential advantages on people,
will result in differing levels of inequality.
The problems of inequality and environmental impacts will be taken up to illustrate the

concepts we teach throughout the book.



CHAPTER

1SOCIETY
COORDINATION PROBLEMS AND ECONOMIC
INSTITUTIONS

Two neighbors may agree to drain a meadow, which they possess in common; because
’tis easy for them to know each others mind; and each must perceive, that the immediate
consequence of his failing in his part, is the abandoning of the whole project.
But ’tis very difficult and indeed impossible, that a thousand persons shou’d agree in

any such action; it being difficult for them to concert so complicated a design, and still
more difficult for them to execute it; while each seeks a pretext to free himself of the
trouble and expense, and wou’d lay the whole burden on others.

David Hume
A Treatise of Human Nature ([1742] 1967)1

DOING ECONOMICS

This chapter will enable you to:

• Use game theory to analyze how people interact in the economy, each affecting the
conditions under which the others decide how to act.

• Understand why the outcomes of interactions are often worse than they could be when
people fail to coordinate with each other and to take account of the effect of their own
actions on others.

• Explain how problems like environmental damage and global poverty can be the result of
failed coordination.

• Represent institutions as “the rules of the game” and see how changing these rules will
change outcomes.

• See that economic institutions determine incentives for people’s behavior and can affect
how successfully we address coordination problems.

• Explain why when people have limited information and conflicts of interest they often fail
to implement “win-win” outcomes.
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1.1 INTRODUCTION: POOR ECONOMICS
At the turn of the present century, the process of economic development
had bypassed almost all of the 200 or so families that made up the village of
Palanpur in the Indian state of Uttar Pradesh. But for the occasional watch,
bicycle, or irrigation pump, Palanpur appeared to be a timeless backwater,
untouched by India’s cutting-edge software industry and booming agricul-
tural regions. Less than one-third of the adults were literate, and most had
endured the loss of a child tomalnutrition or to illnesses that had long been
forgotten in other parts of the world.

Figure 1.1 Palanpur farmers
threshing and winnowing
grain (separating grain from
chaff).
Photo courtesy of the Palanpur
project photo archives. First
published in London School of
Economics (LSE). India’s economic
“revolution”: a perspective from six
decades of economic development
in Palanpur, a north Indian village.
London School of Economics (LSE),
London, UK (2011) 428 pp.

HISTORY In his address
accepting the Nobel Prize for
economics in 1979, University
of Chicago economist T. W.
Schultz said: “Most of the
people in the world are poor,
so if we knew the economics
of being poor, we would know
much of the economics that
really matters.” He was right
then and he is right now. What
is called the Nobel Prize in
economics, officially is the
Nobel Memorial Prize in
Economic Sciences.2

❯ EXAMPLE In this video
(tinyurl.com/y5fg3whx)
Thomas Piketty and James
Heckman explain why data is
fundamental to their work
(from the CORE project.
www.core-econ.org).

A visitor to the village approached a farmer and his three daughters
weeding a small plot of land. The conversation turned to the fact that
Palanpur farmers plant their winter crops several weeks after the date that
would maximize the amount of grain they could get at harvest time. The
farmers knew that planting earlier would produce larger harvests, but no
one, the farmer explained, wants to be the first farmer to plant, as the seeds
on any lone plot would be quickly eaten by birds.
Curious, the visitor asked if a large group of farmers, perhaps members

of the same extended family, had ever agreed to plant their seeds earlier,
perhaps on the same day to minimize the individual losses. The farmer
looked up from his hoe and made eye contact with the visitor for the first
time “If we knew how to do that,” he said, addressing the visitor as “bhai” or
brother, “we would not be poor.”3

1.2 SOCIETAL COORDINATION: THE CLASSICAL
INSTITUTIONAL CHALLENGE
For the Palanpur farmers, the decision when to plant is a coordination
problem. A coordination problem is a situation in which people could all
be better off, or at least some be better of and none be worse off, if they all
jointly decided how to act—that is, if they coordinated their actions—than if
they act individually.
The planting choice is a coordination problem because:

• the farmer does better or worse depending on what other farmers do;

• all the farmers would do better if they could coordinate their actions
by jointly agreeing to all do what would be mutually beneficial namely,
planting early; but

COORDINATION PROBLEM A coordination problem is a situation in which
people could all be better off (or at least one be better of and none be worse off)
if they jointly decide how to act—that is, if they coordinate their actions—than if
they act independently.

https://tinyurl.com/y5fg3whx
https://www.core-econ.org
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• it is a problem because the farmers may not be able to coordinate; and as
a result

• if they do not coordinate and plant late, then all of the farmers will do
worse than they all could have done (that is, had they all planted early).

To stress the fact that coordination problems often affect an entire
population (even though we explain them using two-person examples) we
sometimes use the expression societal coordination problems. Notice that
one farmer cannot dictate the actions of the other farmers, nor can they
come to a common agreement about what to do (“if we knew how to do
that, we would not be poor”)—the inability to come together and coordinate
is at the heart of coordination problems.

Figure 1.2 Poor economics.
Esther Duflo and Abhijit
Banerjee founded the
Massachusetts Institute of
Technology’s Poverty Action
Lab to bring the best minds in
economics to bear on
eradicating global poverty.
Their 2011 book is titled Poor
Economics.4 In 2019 the two
MIT professors were awarded
the Nobel Prize in economics
along with Michael Kremer for
their research on the causes
of poverty and methods to
raise the living standards of
poor people.
Photo © Bryce Vickmark

❯ EXAMPLE In this video
(tinyurl.com/yxpf72hm) Esther
Duflo explains what happened
when it was mandated that
randomly selected villages
elect a woman to head their
local council (from the CORE
project. www.core-econ.org).

David Hume (the eighteenth-century British philosopher and economist
quoted at the start of this chapter) used an example—two landowners
considering draining a meadow—to pose what he considered the most
important problem facing society, namely, devising institutions that would
reconcile the pursuit of individual objectives (avoiding the “trouble and
expense” in his example of the meadow) with getting desired societal
outcomes (improving the value of the meadow by draining it). His simple
two-person example was meant to illustrate the need (in a society of
“a thousand persons”) for a government to address the broader societal
coordination problems of his day.
Though the term was invented only two centuries after Hume, he was

using what we now call game theory to make his case. Let’s apply his
reasoning to the farmers of Palanpur. Like Hume we will consider just two
farmers as a way of representing the institutional challenge faced by the
entire village.
Figure 1.3 shows the outcomes for two players, Aram and Bina, choosing

when to plant their grain. The figure illustrates the values of the farmers’
crops, whether they consume the crop themselves, or sell it for money to
spend on other things.
Each farmer can either plant early or plant late, and while (also as in

Hume’s example) two people could probably come to some agreement
about what to do, remember that we are using this two-person example to
illustrate the entire village of about 200 families of farmers. So we assume
that they cannot coordinate on some agreed upon actions for the two
jointly. There are four possible outcomes:

• If both players plant early, they each achieve their best possible harvest,
because they grow themost grain through sharing the risk of having their
seeds eaten by birds (outcome (c) in Figure 1.3).

• If Aram plants early while Bina plants late, Aram has his seeds eaten by
birds and gets no harvest (the worst outcome for him), whereas the late
planter gets a good (but not the best) harvest. While none of her seeds
are eaten by the birds, planting late is not the best for growing the most

https://tinyurl.com/yxpf72hm
https://www.core-econ.org
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Figure 1.3 Planting in Palanpur. This figure shows “what-if” outcomes for planting
in Palanpur. Each column represents a possible combination of Aram planting
early or late and Bina planting early or late with the corresponding outcomes
being worst, bad, good, or best in terms of how much grain they grow.
Illustration by Anmei Zhi.

grain (outcomes (b) and (d) in Figure 1.3). The same is true if Aram planted
late when Bina planted early.

• If both plant late, they harvest a smaller crop while also sharing the risk
of their seeds being eaten, a bad outcome, but not the worst (outcome (a)
in Figure 1.3).

The people of Palanpur are stuck in the bad outcome even though they
would all be better off if they all planted early (they would bothmove from a
“bad” outcome to the “best” outcome in the figure). They are experiencing a
coordination failure, namely a coordination problem that is not addressed

COORDINATION FAILURE A coordination failure occurs when the non-cooperative
interaction of two or more people results in an outcome that is worse for at least
one of those involved and not better for any.
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by appropriate institutions. Amodern-dayDavidHumewould point out that
a government could simply impose a sufficient tax on those planting late to
ensure that most farmers would plant early.
Adam Smith, a generation after Hume, would stress the value of the

exchange of privately owned goods on competitive markets as a way of
coordinating the actions of large numbers of people, who would be guided
(even without knowing it) by what he termed “an invisible hand.” Hume,
Smith, and the other founders of European political philosophy and political
economy posed what we call the classical institutional challenge.

HISTORY Adam Smith wrote:
“[E]very individual [. . .],
indeed, neither intends to
promote the public interest,
nor knows how much he is
promoting it [. . .] he intends
only his own security; . . . he
intends only his own gain, and
he is in this . . . led by an
invisible hand to promote an
end which was no part of his
intention . . . By pursuing his
own interest he frequently
promotes that of the society
more effectually than when he
really intends to promote it.”5

These philosophers and economists wanted to know how to design
institutions so that people could be left free to make their own decisions,
and at the same time avoid outcomes that were inferior for everyone. More
precisely, how do we design institutions which encourage coordination
by free choice while avoiding poor outcomes such as planting late in
Palanpur? The eighteenth- and nineteenth-century political economists
and philosophers who founded the field of economics were attempting to
provide solutions to coordination problems.

HISTORY Adam Smith, David
Hume, and the other founders
of classical economics sought
to solve coordination
problems in ways that were
fair according to their values,
and respected the liberty
(freedom of choice) and
dignity (self-respect and
social esteem) of all economic
actors.

CHECKPOINT 1.1 Planting in Palanpur: a coordination problem Imagine
that you are Bina in the figure above, and that you did not know whether
Aram would plant early or late. What would you do? Suppose, contrary to
what we have assumed, you and Aram were neighbors and you could talk
with him. What would you say?

1.3 THE INSTITUTIONAL CHALLENGE TODAY
The classical institutional challenge remains with us, although some of
the forms that it takes today were unknown to the great eighteenth- and
nineteenth-century thinkers.
Consider the following coordination problems:

• How do we sustain the global environment? To avoid damaging climate
change we need to coordinate our reduction of emissions. Many people
and firms would prefer that someone else reduce their carbon footprint.
How canwe address climate change in a way that is both fair and imposes
the least possible costs?

• How do wemake the best use of our ability to create and use knowledge?
If we all agree to share the knowledge we have with others we may all be
better off: when I transfer my knowledge to you I do not lose the ability
to continue using it. But each of us may profit by restricting others’ use
of our knowledge by means of patents, copyrights, and other intellectual
property rights.

• How dowemove around a city without overcrowding streets and causing
delays? My decision whether to drive, walk, or take public transport
affects not only my own travel time, but also the degree of traffic
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congestion and delays experienced by everyone else. Everyone might be
better off if the use of private vehicles were substantially reduced, but
few will reduce their driving unless some way is found to implement a
general reduction by everyone.

Figure 1.4 Traffic headed out
of a major city.
Photo by Preillumination SeTh on
Unsplash.

These are all coordination problems because an outcome that is better
for all is possible if people find a way to jointly agree to a course of action.
But, for reasons we will explain in detail, people routinely fail to coordinate
and suffer bad consequences as a result, including the following:

• overuse of some resources illustrated by pollution, overgrazing, traffic
congestion, and climate change; and

• underuse of other resources such as the productive capacities and cre-
ativity of people and the knowledge that we have created, illustrated by
unemployment and the enduring poverty of the people of Palanpur and
villages like it around the world.

CHECKPOINT 1.2 Coordination problems you have known Think of a
social interaction in which you have been involved that was a coordination
problem, and, using the description of why planting in Palanpur is a
coordination problem (the bulleted points above), explain why it was a
problem and how coordination might have (or did) address the problem.

1.4 ANATOMY OF A COORDINATION PROBLEM:
THE TRAGEDY OF THE COMMONS
The overuse of environmental resources provides a good illustration of why
coordination problems arise.
In 1968, Garrett Hardin, an ecologist, famously described what he called

the tragedy of the commons, an example of a coordination failure.6 He told
a story about a group of herders who share a pasture. The pasture was
common land—hence a “commons”—shared by many herders. But why was
his story a tragedy?
Each herder could put as many animals in the pasture as they wished,

and overgrazing will lead to erosion and the ruin of the pasture. Hardin
reasoned that if the land is common to all and no one herder owns it, each
herder has no interest in limiting howmany animals they put in the common
pasture. A ruined pasture is of no value to any of the herders. But each
herder’s self-interest leads them to neglect the effect their actions have on
others. The outcome is a tragedy.

TRAGEDY OF THE COMMONS The tragedy of the commons is a term used to
describe a coordination problem in which self-interested individuals acting
independently deplete a common property resource, lowering the payoffs of all.
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With the term tragedy of the commons, Hardin gave social science one
of the most evocative metaphors since Adam Smith’s “invisible hand.”
Indeed Hardin called his tragedy a “rebuttal to the invisible hand.” The two
metaphors are powerful because they capture two essential yet contrasting
social insights. When guided by an invisible hand, social interactions
reconcile individual choice and socially desirable outcomes. By contrast,
the actors in the tragedy of the commons pursue their private objectives
to tragic consequences for themselves and others.
The natural setting for Hardin’s tragedy was chosen for its imagery.

The underlying problem applies to many situations where people typically
cannot or do not take account of the effects of their actions on the well-
being of others. You can think of a city’s streets as a commons, and people
deciding to drive rather than walk, bike, or use public transport as similar
to the herders putting cattle on the common. Amodern-day “tragedy of the
roadways” is a traffic jam.
What are the common elements in Hume’s drain-the-meadow problem,

the farmers in Palanpur planting late, Hardin’s herders overgrazing their
pasture, and our modern city dwellers clogging the streets with their
vehicles?
In each of these three cases, the reason why uncoordinated activities of

people pursuing their own ends produce outcomes that are worse for all
is that each participant’s actions affect the well-being of others, but these
effects are not taken into account by the individual actors when they decide
how to act. These impacts of our actions on others that we do not take
account of in deciding what to do are termed external effects.
Here are the external effects (italicized in the list below) that actors in

our four examples do not take into account when deciding what to do:

• The person who lives in a city who drives to work, adds congestion to the
streets, and therefore increases the travel time of others.

• Hume’s farmer who does not drain the swamp and imposes the cost of
doing so on the other farmer.

• The Palanpur farmer who plants late, imposes a cost on the other farmer
who will have his seeds devoured by birds if he plants early.

• Likewise the farmerwho plants early confers a benefit on the other farmer
who can benefit by planting at the right time (early) without severe losses
of seed to the birds.

EXTERNAL EFFECT An external effect occurs when a person’s action confers a
benefit or imposes a cost on others and this cost or benefit is not taken into
account by the individual taking the action. External effects are also called
externalities.
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• The herder who places additional cattle on the common pasture reduces
the grass available to the other herders’ stock.

Addressing coordination problems by internalizing external
effects
Simply abolishing these and other external effects that are the root of
coordination problems is not an option. There is no way to organize society
so that nothing that we do would affect others, each person on his or her
self-sufficient island.
Apart from not being much fun, life would be impossible in a society of

total social isolates (just think about how the next generationwould be born
and raised!). So, to address the classical institutional challenge to prevent
or at least minimize coordination failures we need to find ways of inducing
each participant to take adequate account of the effects of their actions on
others.
This is called internalizing an external effect. We use the term external

effect because the effect is outside of the individual’s process of decision-
making when taking the action. To internalize the external effect, you
ensure that the person who acts bears the costs of their negative effects on
others and reaps the rewards of their positive effects on others. In this way
the otherwise “external” costs and benefits become part of the individual’s
decision-making process, leading them to “take adequate account of the
effects of her actions on others.”
If the “others” are our family, our neighbors, or our friends, our concern

for their well-being or our desire to be well regarded by others might get
us to take account of the effects of our actions on them. Reflecting this

HISTORY The “golden rule”
is “to do unto others as you
would have them do unto
you” (Matthew, 7: 12). Or, treat
others as you would like to be
treated yourself. The same
ethical principle is found in
Islamic scriptures and in the
teaching of other religions.

fact, an important response to the classical institutional challenge—one that
long predates the classical economists—is that caring for the well-being of
others need not be confined to friends and relatives but may extend to all
of those with whom we interact. Ethical guides such as the “golden rule”
are ways that people often internalize the effects of our actions on others,
even when the others are total strangers to us.
But, over the past five centuries, people have come to interact not with

just a few dozen people, as humans have for most of our history and prehis-
tory, but directly with hundreds and indirectly with millions of strangers.
The classical economists in the eighteenth century were responding to the
fact that the generosity or ethical motivations that one might feel towards
one’s family or neighbors would not be sufficient to induce people to take
account of the effect of their actions on others, once these external effects
spread across the entire network of global interactions.
From its eighteenth-century origins up to today, an objective that eco-

nomics has set for itself, therefore, has been to design and implement
institutions that would induce people to act as if they cared about those
who were affected by their actions even when that was not literally true.
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CHECKPOINT 1.3 External effects

a. Provide an example of a negative external effect that occurs in a social
interaction. Explain why it is negative and why it is external.

b. Provide an example of a positive external effect that occurs in a social
interaction. Explain why it is positive and why it is external.

1.5 INSTITUTIONS: GAMES AND THE RULES OF
THE GAME
Institutions
Institutions are the laws, informal rules, and mutual expectations which
regulate social interactions among people and between people and the
biosphere. Think about driving on the right or on the left as a coordi-
nation problem (not a very challenging one). People adopt the behaviors
prescribed by institutions (e.g. drive on the right if you are in the US)
because of some combination of:

• laws enforced by a government (you will be arrested and fined for driving
on the left in Brazil, the US, France, and other countries where driving on
the right is the law);

• social pressures—sometimes termed informal rules because they are not
enforced by governments (your friends andneighborswill disapprove and
think less of you if you drive on the left); and

• mutual expectations that you have about what others will do and have
about what you will do (you expect others to drive on the right because
they expect you to drive on the right, so you will avoid accidents by doing
the same).

We refer to institutions as the rules of the game. To see what this means
we now introduce an important conceptual approach for understanding
society. Game theory uses mathematical models and verbal arguments
to analyze how the outcomes of the interaction for the participants will
depend on the rules of the game and the objectives of the players. It has
been used extensively in economics and the other social sciences, biology,
and computer science.

INSTITUTIONS Institutions are the laws, informal rules, and mutual
expectations which regulate social interactions among people and between
people and the biosphere.

GAME THEORY Game theory is the branch of applied mathematics that studies
strategic interactions.
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Game theory focuses on strategic interactions where participants are
interdependent and are aware of this interdependence: one player’s out-
come depends on their own and other players’ actions and all players know
this. We can contrast strategic with nonstrategic situations in which the
effect of your actions on the outcomes you will experience is independent
of what others do. An example: your enjoyment of the program you are
streaming at home alone is substantially independent of what others may
be doing.
But many of our economic and social interactions are strategic:

• those considering driving to work know that their travel time will depend
on how others decided to get to work that morning;

• the Palanpur farmer knows that how his crop will fare if he plants early
will depend on how many others planted early.

CHECKPOINT 1.4 Institutions

a. Give an example of a strategic and a nonstrategic interaction.

b. Which of the three items on the list of reasons why people coordinate
on the side of the road on which to drive—laws, social pressures, and
mutual expectations—explain why the farmers in Palanpur plant late?

Games

Figure 1.5 John von Neumann
(1903–1957) was a
Hungarian-American
mathematician, computer
scientist, and physicist who is
regarded as the father of
game theory,7 which he hoped
would allow us to better
understand the anti-Semitism
and fascist political upheavals
that he had witnessed in the
early 20th century and provide
the basis for understanding
how groups interact.
Photo © Triad National Security, LLC.
All Rights Reserved.

When we model strategic interactions using game theory we call the
actors players. Players can be people, owners of firms, social movements,
governments, or a variety of other entities. In biology, where game theory
has been extensively used, even sub-individual entities are “players” such
as viruses “trying to” spread in a pandemic or genes “trying to” get as
many copies of themselves made as possible. Players may choose from a
list of possible strategies (called a strategy set). For example, a strategy
set might include “Purchase a bicycle for $350.” But the rules of the game
reflect institutions: if private property is an institution that is present and

STRATEGIC INTERACTION An interaction is strategic when participants’
outcomes—their profit, standard of living, or some other measure of their
well-being—depend on the actions that both they and others choose, and this
interdependence is known to the actors. A shorthand expression for the term
strategic is: mutual dependence, recognized.

SET A set (in mathematics) is a collection of objects defined either by
enumerating the objects, or by a rule for deciding whether any particular object is
in the set or not. For example, the set of positive, even integers less than or equal
to 10 is, {2,4,6,8, 10}.
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enforced, then the strategy set would not include “Pick up any available
bicycle,” without specifying the possible penalties for stealing.
The Palanpur farmers’ strategies are “Plant Early” or “Plant Late.” The

strategies could also include a strategy based on what others did in the
past (called a contingent strategy) such as: “Plant early as long as at least
five others planted early last season.” The description of a game requires us

❯ EXAMPLE People can
change these rules, so
institutions can themselves
be outcomes of games that
govern how the rules of the
game can be changed. FIFA
governs how football (soccer)
can be played by what are
called the Laws of the Game.
These institutions also
change: the corner kick was
introduced in 1872 when the
UK Football Association
changed the rules.

❯ EXAMPLE In 2020 under
the pressure of the popular
protests, the government of
Chile established a set of
rules governing how the
constitution of Chile would be
amended.8

to identify the following:

• Players: a list of every player in the game whether they be individuals
(like the farmers in Palanpur), an organization such as Amazon or Alibaba,
or some other entity that can be represented as a single actor choosing
between alternative courses of action.

• Strategy sets: a list for each player of every course of action available to
them at each point where theymustmake a choice (including actions that
depend on the actions taken by other players, or on chance events). The
strategies selected by each of the players—the outcome of the game—is
called the strategy profile.

• Order of play: a game can be simultaneous such that players make their
choices without knowing the choices of others, as in the game of rock-
paper-scissors. Or a game can be sequential such that players move in
sequence, one after the other, as in chess, so that each player knows and
responds to the choices of the previous players.

• Information: A game also specifies

❯ EXAMPLE When we model
the coordination problem of
the Palanpur farmers as a
game we assume they plant
simultaneously. But when we
model the interaction
between a bank and a
borrower we assume that the
banks first makes an offer
(the loan size, interest rate,
and schedule of repayment)
and the prospective borrower
responds.

– who “knows” what,

– when do they “know” it,

– if what they “know” is known to others as well,

– if what they “know” can be used in a court of law to enforce a contract,
and

– if what they “know” is true (this is why we use the quotation marks).

• Payoffs: Numbers are assigned to each possible outcome of the game
(each strategy profile) for each player; a player chooses a strategy with
the intention of bringing about the strategy profile with the highest
number.

It is often useful to consider payoffs as something that the players actually
get. For example, considering the farmers in Palanpur again, an outcome of
the game is a strategy profile indicating who plants early and who plants
late, and the payoffs could be the amount of grain each farmer harvests. We
say that the payoff associated with a particular outcome of a game is how
much the player values that outcome. But that means nothing more than
that a player will choose a strategy resulting in an outcome with a higher
payoff number if possible.
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An important distinction concerning strategy sets is whether or not one
of the strategies open to the players is to jointly agree on a strategy profile—
that is to deliberately coordinate their actions. This is possible in what is
called a cooperative game.
We use the set of players, their strategy sets, their payoffs, the order

of play, and the information the players have to describe the institutions
governing some economic interaction, whether it is between an employer
and an employee, or a central bank like the US Federal Reserve and a
commercial bank. But even this detailed description of the interaction
does not give us enough information to predict how the game will be
played.

❯ EXAMPLE Watch this video
(tinyurl.com/y2cosf8v) to see
how a sophisticated game
theorist brings an episode of
the show Golden Balls to
a surprising close (from
the CORE project www.
core-econ.org).

The outcome of a game—how it will be played, resulting in a particular
strategy profile—is called a solution. To determine the solution as a way
of predicting the outcome of a game we need what is called a solution
concept. A solution concept for a cooperative game would include some
rule for deciding on what the coordination would be, for example allowing
one player selected at random to dictate the outcome, or a particular
system of voting.
But by positing some way that people could jointly implement some out-

come, cooperative game theory assumes away the problem of coordination.
And the problem of how coordination is to be achieved is at the heart of the
classical institutional challenge whether it takes the form of climate change
or traffic jams.
So we need to see how players might coordinate in what is initially a

noncooperative setting—one in which coordination is not assumed at the
outset—let’s take a concrete example: people interacting in a way that
results in the over-exploitation of an environmental resource. We will
use this example to illustrate a basic solution concept for noncooperative
games: the Nash equilibrium.

CHECKPOINT 1.5 Games

a. What is a game?

b. How do you describe the outcome of a game?

COOPERATIVE GAME A strategic interaction in which the players’ choice of a
strategy is subject to a binding (enforceable) agreement.

SOLUTION CONCEPT A solution concept is a rule for predicting the outcome of
a game, that is, how a game will be played.

https://tinyurl.com/y2cosf8v
https://www.core-econ.org
https://www.core-econ.org
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1.6 OVEREXPLOITING NATURE: ILLUSTRATING
THE BASICS OF GAME THEORY

Figure 1.6 Elinor Ostrom
(1933–2012). Elinor Ostrom
was an American political
scientist who won the Nobel
Prize in economics for her
contributions to
understanding coordination
problems, such as that
encountered by Alfredo and
Bob in the Fishermen’s
Dilemma, and on the
institutions that promote
cooperation in groups.
Especially important are her
empirical studies showing
how people address the
coordination problems that
they encounter in seeking to
maintain their livelihoods,
such as grazing herds of
cattle, fishing, or managing
shared forests.
Photo © Holger Motzkau
2010/Wikipedia/Wikimedia
Commons/CC BY-SA 3.0.

People who fish for a living interact with each other regularly. Each of them
is aware that how much they benefit from fishing depends not only on
their own actions, but on the actions of others. This is because the more
others fish, themore difficult it will be for each to catch fish. The fishermen
therefore impose negative external effects on each other. And this, along
with the difficulty they face in agreeing on a common course of action, is
why they face a coordination problem. Given that they cannot jointly decide
on how much to fish, each faces a basic question: How much fishing to do
given the strategies adopted by others who are fishing the same waters?

The game setup
Specifically, we consider two fictional fishermen, Alfredo and Bob, who
share access to a lake, and catch fish, which they eat. There are no other
people affected by their actions.
Here we illustrate the basic concepts of game theory in a game we call

the Fishermen’s Dilemma. We chose the name because it is an example of
what is probably the most famous game, the Prisoners’ Dilemma.
The Fishermen’s Dilemma game is noncooperative, which for two people

fishing in the same lake may seem unrealistic because as neighbors they
might be able to come to some kind of agreement about what each will
do. We do not consider this option in the two-person case because the
model illustrates a large number of people interacting. When many people
interact, arriving at and enforcing such a cooperative agreement would
present serious challenges.
Here is the game.

• Players: Alfredo and Bob, two fishermen.

• Strategy sets: Each may fish for either 10 or 12 hours.

• Order of play: They simultaneously select a strategy, resulting in the
game’s strategy profile

• Payoffs: The players each catch and eat the amount of fish they caught,
given by the strategy profile they have implemented.

This ends the game.

Payoffs
The payoff of each player is composed of two parts:

• The amount of fish they are able to catch and consume, which they value
and would like to increase; and

• The amount of time they spend fishing, which they find tiring and would
like to decrease.
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Figure 1.7 Alfredo’s payoffs to fishing more or less depend on how much Bob
fishes. Alfredo’s payoffs are described using the words we used for the
coordination problem: Planting in Palanpur. Alfredo ranks his outcomes from best
to worst: Best > Good > Bad > Worst. Alfredo’s strategies and outcomes are
highlighted in blue. Bob’s strategies and outcomes are highlighted in red (but we
have not put the words to describe Bob’s outcomes in the figure).
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We can describe the fishermen’s interaction in the form of a payoff
matrix.
We first present a version of the payoff matrix with words to represent

Alfredo’s payoffs (but not yet Bob’s) in Figure 1.7. Read the table this way:
if Bob fishes 12 hours (the right-hand column) and Alfredo fishes 10 hours
(top row) this is the worst outcome for Alfredo. A payoff matrix presents
hypothetical ‘if–then’ information; it presents all of the possible sets of
payoffs, whether or not each is likely ever to occur.

M-CHECK A matrix is a
rectangular array of quantities
or other quantitative
information.

The complete payoff matrix for the Fishermen’s Dilemma is represented
in Figure 1.8 with numbers indicating the two fishermen’s evaluation of
how good the outcome indicated is. So for example the payoff to each if
they both fish 10 hours (3) is 50 percent greater than if they both fish 12
hours (2).
The conventionwewill use throughout this book is to list the row player’s

payoffs first and in the bottom-left corner of the cell and the column
player’s payoffs second in the top-right corner. So, in the Fishermen’s
Dilemma game, we list Alfredo’s payoffs first and Bob’s payoffs second. We
shade each player’s payoffs to make them easier to differentiate: blue for
the row player (Alfredo) and red for the column player (Bob).
Many of the games in this book involve two players and each player

has two possible strategies. We often call a game like this a “2 × 2” game
(a “two-by-two” game). We now have all the elements we need for the
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Figure 1.8 Payoffs of players in the Fishermen’s Dilemma. Alfredo’s payoffs are in
the bottom-left corner of each cell and are shaded blue. We include Alfredo’s
payoffs in panel (a) and panel (c). Bob’s payoffs are in the top-right corner of each
cell and are shaded red. We include Bob’s payoffs in panel (b) and panel (c).
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(a) A’s payoffs only

Al
fr
ed
o

10
 h

ou
rs

12
 h

ou
rs

Bob

10 hours 12 hours

3

1

4

2

(b) B’s payoffs only
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(c) Payoffs for both players

complete description of the Fishermen’s Dilemma and its strategy profiles
and associated payoffs.

• Alfredo fishes 12 hours, Bob fishes 12 hours: When both fishermen fish 12
hours, they each catch fewer fish per hour of work, while they also have
a higher cost of effort because they’ve spent a lot of time fishing. Each
fisherman ends up with 2.

• Alfredo fishes 10 hours, Bob fishes 10 hours: When both fishermen spend
less time fishing they catch a decent amount of fish and they haven’t
fished so long that the other fisherman catches fewer fish. They also
benefit from a lower cost of time spent fishing. Each gets a net benefit
of 3.

• Alfredo fishes 10 hours, Bob fishes 12 hours: Because Bob fishes 12 hours,
Al catches many fewer fish and because Bob still fishes for another two
hours, he catches a lot of fish while Al doesn’t fish. Consequently, with
the cost of time and catching fewer fish, Al ends up with net benefits of 1
and Bob ends up with net benefits of 4.

• Alfredo fishes 12 hours, Bob fishes 10 hours: This is symmetrical to the
previous description, so now Al gets net benefits of 4 and Bob gets net
benefits of 1.

CHECKPOINT 1.6 Payoff matrixes

a. Fill in the blank red triangles showing Bob’s payoffs in Figure 1.7 using
the payoffs shown in Figure 1.8.

b. You can now see that the cartoon in Figure 1.3 is a payoff matrix. What
are the main differences in the payoffs of the Planting in Palanpur game
and the Fishermen’s Dilemma in Figure 1.8?
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1.7 PREDICTING ECONOMIC OUTCOMES: THE
NASH EQUILIBRIUM
As you already know, to predict a game outcome—the strategy profile that
will result—we needmore than the description of the game alone.We need a
solution concept—a statement about how players will behave in the game—
that can be the basis of a prediction of the game’s outcome. Predicting
the outcome of a game—based on the rules of the game and the solution
concept—is especially important if we are evaluating policies to improve
the functioning of the economy by changing the rules of a game so as to
change the outcome of a game.

Figure 1.9 John F. Nash
(1928–2015) was an American
mathematician who
contributed the to the theory
of bargaining and to the
concept of equilibrium that
bears his name. He won the
Nobel Prize in economics in
1994. His life was documented
in the book and movie A
Beautiful Mind.9

Image courtesy of Peter
Badge/Typos1, CC-BY-SA-3.0.

Equilibrium and prediction
The key idea on which a solution concept is based is equilibrium. An
equilibrium is a state in which there is nothing in the situation that will
cause the state to change. A predicted outcomewill be an equilibrium, that is,
an outcome that is stationary (not changing). To understand why, imagine
this were not the case. You make a prediction, but then the outcome
changes. Your prediction would no longer be true because the outcome had
changed.
Applying this reasoning to games, if we were to predict the outcome of

a game to be a strategy profile under which one or more players would
have reason to change their strategy, then the prediction would be falsified
as soon as they carried out the change. So the status of stationarity—
changelessness—is a property of a prediction; and this is why equilibrium is
fundamental to making predictions about game outcomes.
Think of a concrete example. Suppose you want to predict where a

marble will be if all that you know is that it is going to be somewhere in a
round bottomed salad bowl sitting on a table. If I predicted that the marble
would be somewhere halfway up the side of the bowl you would doubt
my prediction. The reason is that any marble in that position would move
downward in the bowl; that is, its position would not be stationary, so, if it
ever were (for some reason) where I predicted it would be, it would not be
there any longer. It is not that the prediction would necessarily be wrong.
It could be true for a millisecond after I placed the marble in the bowl just
above my predicted spot, for example.
The only predicted position in the salad bowl that would not immediately

falsify itself in this sense is the bottom. So a reasonable prediction of the
location of the marble would be “the bottom of the bowl.”
There are some situations in which a prediction based on an equilibrium

would be likely to be incorrect. Change the marble-in-bowl example by

EQUILIBRIUM An equilibrium is a situation that is stationary (unchanging) in
the absence of a change external to the model.
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filling the bowl with very thick honey. Then if you were asked to predict
where the marble would be found, you would want to know how long it had
been in the bowl, did it have time to reach the bottom? If the marble had
been placed in the bowl just a millisecond ago, then you might be better
off predicting that it would be where it had been placed, rather than the
bottom of the bowl.
The marble-in-bowl-of-honey example is often a better illustration of

how economic processes work than the initial example. Markets are often
out of equilibrium. Predicting things in motion is a much more challenging
task than predicting themwhen they are stationary.We provide an example
in a model of residential segregation (section 1.15) where we follow the
process of change step by step. But for the most part we study equilibria
and how to change them so as to improve outcomes.
In the marble-in-bowl illustration (without the honey) what is the solu-

tion concept that lets us arrive at the “bottom of the bowl” prediction? It is
gravity, which is our understanding about a reasonable way for the marble
to “behave.” In modeling an economic interaction, the game structure is
analogous to the salad bowl. What is the analogy to gravity? The answer is
the player’s best response.

Best-response strategies
By far the most widely-used solution concept, the Nash equilibrium, is
based on the idea that players choose best-response strategies; they do
the best they can given the strategies adopted by everyone else.
To understand better what a best response is, think about Alfredo in

the Fisherman’s Dilemma and imagine each of the possible situations that
might occur and what would be best for him in each of these hypothetical
situations. Figure 1.10 Imagine Bob

playing Fish 10 hours to
assess which of Alfredo’s
strategies is a best response.
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First, what strategy should Alfredo adopt in order to gain the highest
payoff if Bob were hypothetically to play Fish 10 hours as shown in Figure
1.10.Wedonot askwhyBobwould do this.We aremapping all of the possible
situations that Alfredo might encounter.

• Against Bob playing Fish 10 hours, Alfredo can get a payoff of 3 for fishing
10 hours or a payoff of 4 for fishing 12 hours.

• 4 > 3 therefore Fish 12 hours is Alfredo’s best response to Bob playing Fish
10 hours.

• Place a solid dot in the cell (Alfredo plays Fish 12 hours, if Bob plays Fish
10 hours) to indicate that it is Alfredo’s best response. We will use this
“circle and dot” method to find the Nash equilibrium.

BEST RESPONSE A strategy is a player’s best response to the strategies adopted
by others if no other strategy available would result in higher payoffs.
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Figure 1.11 Imagine Bob
playing Fish 12 hours to
assess which of Alfredo’s
strategies is a best response.

Al
fr
ed
o

10
 h

ou
rs

12
 h

ou
rs

Bob

12 hours

1

4

2

2

Let’s repeat the analysis and imagine Bob playing Fish 12 hours, as shown
in Figure 1.11.

• Against Bob playing Fish 12 hours, Alfredo can get a payoff of 1 for playing
Fish 10 hours or a payoff of 2 for playing Fish 12 hours.

• 2 > 1 therefore Fish 12 hours is Alfredo’s best response to Bob playing Fish
10 hours.

• place a solid dot in the cell (Alfredo plays Fish 12 Hours, Bob plays Fish 12
hours) to indicate that it is Alfredo’s best response.

M-CHECK Strong and weak
best response. A best
response may be either
strong or weak. A strong (also
called strict) best response
yields higher payoffs than any
other: it is strictly “better”
than any other strategy. There
can be no strategy that is
better than a strong best
response but a weak best
response need not be better
than any other; it may be “as
good as” (the payoffs to the
strategy and some alternative
strategy being equal).

CHECKPOINT 1.7 A best response for Bob Repeat the process we went
through for Alfredo, but do it for Bob instead. Notice that when you do so,
you will blank out a row for Alfredo to imagine him playing the strategy in
the other row, whereas you blanked out a column for Bob. What are Bob’s
best responses? Show his best responses using a hollow circle.

Nash equilibrium and the outcome of a game

❯ EXAMPLE The
rock–paper–scissors game
(also called ro–sham–bo and
by many other names in other
languages) originated in China
about two thousand years
ago. It does not have a Nash
equilibrium.

Some games do not have a Nash equilibrium and you will see shortly that
some have more than one.
Using the best responses of the players we can now predict the outcome

of a game using as our solution concept the Nash equilibrium. A Nash
equilibrium is a profile of strategies—one for each player—each of which is
a best response to the strategies of the other players. A Nash equilibrium is
also called amutual best response. Because at a Nash equilibrium all players
are playing their best response to all of the others, it follows that no player
has a reason to change his or her strategy as long as the other players do not
change theirs. In Figure 1.12, Alfredo’s best responses are shown by the solid
black dot in the cell. Bob’s best responses are shown by the hollow circle.
Their best responses coincide at the Nash equilibrium (Fish 12 hours, Fish
12 hours) with payoffs (2, 2) shown in the cell where the solid dot is inside
the hollow circle. You can use the “dot and circle” method to find one or
more Nash equilibria (if they exist) for games that can be represented by a
payoff matrix like Figure 1.12.
The outcome demonstrates how Nash equilibrium can initially seem

counter-intuitive. Both would have had higher payoffs if they could have
agreed to restrict their fishing to 10 hours (they could have had 3 each if
they both fished 10 hours and 3 > 2). But suppose both were restricting
their fishing to 10 hours; then each would an incentive to fish for 12 hours
(because 4 > 3) and unless they had a binding agreement to continue fishing
less, each would choose to fish more.

NASH EQUILIBRIUM A Nash equilibrium is a profile of strategies—one strategy
for each player—each of which is a best response to the strategies of the other
players.
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Figure 1.12 Payoff matrix for the Fishermen’s Dilemma. The solid dots indicate
Alfredo’s best responses. The hollow circles indicate Bob’s best responses. A Nash
equilibrium is a cell that contains both. In this case there is just one Nash
equilibrium: both fishing 12 hours.
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The Fishermen’s Dilemma is therefore a coordination problem and it
returns us to the classical institutional challenge. Without institutions to
align the individual interest of the participants with their shared interest,
they get an outcome that is worse for both of them than other possible
outcomes. We will later show how a change in the institutions regulating
how Alfredo and Bob interact—that is, changing the rules of the game—
might address this coordination failure.

CHECKPOINT 1.8 Nash equilibrium

a. Explain why none of the other three outcomes (those that are not (Fish 12
hours, Fish 12 hours)) of the Fishermen’s Dilemma satisfy the definition
of Nash equilibrium.

b. At each of the other three outcomes, which player has an incentive to
change strategy and in what way? Explain.

c. Explain why a game like rock–paper–scissors would not be much fun if
there were a Nash equilibrium.

Dominant strategies
In the Fisherman’s Dilemma (and all Prisoners’ Dilemmas) there is a single
strategy that yields the highest payoffs to a player independently of which
of the strategies the other player adopts. A strategy is a player’s dominant
strategy if it is the player’s best response to all possible strategy profiles of

DOMINANT STRATEGY A strategy is dominant if it yields the highest payoff for a
player for any strategy chosen by the other players. Weak dominance refers to the
case where there are one or more other strategies yielding the same payoff.
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the other player or players. That is, a strategy is a dominant if by playing
it the player’s payoff is greater than or equal to the payoff they would get
by playing any other strategy for every one of the other player’s profiles of
strategies.
Likewise we say that strategy A is dominated by another strategy B

if the payoff to playing B is at least as great or greater than playing A
for every strategy profile of the other players. If there is a strategy that
dominates all of the other strategies that a player may choose, then it is a
dominant strategy. If each player in a game has a dominant strategy, then
the strategy profile in which all players adopt their dominant strategy is
called a dominant strategy equilibrium.
We can apply the concept of dominant strategy equilibrium to the Fisher-

men’s Dilemma. To do so, we need to understand whether each player has
a dominant strategy.

• When Alfredo fishes 10 hours, his payoff is 3 if Bob fishes 10 hours and 1
if Bob fishes 12 hours.

• When Alfredo fishes 12 hours, his payoff is 4 when Bob fishes 10 hours
and 2 when Bob fishes 12 hours.

• So, when Bob fishes 10 hours, fishing 12 hours gets Alfredo a higher payoff
(4 > 3) andwhen Bob fishes 12 hours, fishing 12 hours gets Alfredo a higher
payoff (2 > 1).

• Therefore, Alfredo gets a higher payoff from fishing 12 hours against each
of Bob’s strategies.

• Fish 12 hours is therefore Alfredo’s dominant strategy.

Fishing 12 hours is also Bob’s dominant strategy. Because each player has
a dominant strategy to fish 12 hours, the dominant strategy equilibrium is
(Fish 12 hours, Fish 12 hours) with payoffs (2, 2). The dominant strategy
equilibrium of a game is always a Nash equilibrium.
The fact that the Fishermen’s Dilemma has a dominant strategy equilib-

riummakes it a particularly simple problem for us, studying it. It also makes
it simpler for Bob andAlfredo becausewhat is best for each does not depend
on what the other does. But this does not mean that they will be happy with
the result.

CHECKPOINT 1.9 Dominance and Nash equilibrium

a. Repeat the analysis we did for Alfredo for Bob and confirm that Fish 12
hours is a dominant strategy for him too.

b. We said that a dominant strategy equilibrium is always a Nash equilib-
rium. But do you think that a Nash equilibrium is always a Dominant
Strategy equilibrium? Why or why not?

DOMINANT STRATEGY EQUILIBRIUM A dominant strategy equilibrium is a
strategy profile in which all players play a dominant strategy.
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1.8 EVALUATING OUTCOMES: PARETO
COMPARISONS AND PARETO EFFICIENCY
The Nash equilibrium can help us predict the result of an interaction. But
it does not tell us anything about whether some outcome is good by any
standard, or even better or worse than some other outcome. Economists,
policymakers and others would like to evaluate whether some outcomes
are better or worse. We do this so that we can try to work out which rules
of the gamewouldmake the better outcomesNash equilibria, and therefore
more likely to be what we observe as the real outcomes in the economy in
question.
The challenge in making these comparisons is that whether some out-

come is better than another depends on what you value. There is no agreed
upon standard of what makes one outcome better than another. Returning
to our fishermen, here are some of the values that we could use to evaluate
an outcome:

• Fairness in the distribution of payoffs among the players; is it fair that
Alfredo receives four times what Bob gets when Alfredo does not limit
his fishing hours and Bob does?

• Are the rules of the game itself fair? In the Fishermen’s Dilemma the same
rules applied to both players; but were the game a bit different, many
would think it unfair if Alfredo could simply order Bob to fish 10 hours, or
to hand over half of all the fish Bob caught.

• Setting aside fairness, is the outcome a reasonable use of available
resources including the working time of the two fishermen and the
sustainability of the lake itself and the living things that it supports.

There are many other standards that could be proposed.
A concept that is widely used to evaluate economic outcomes involving

two or more people is called Pareto efficiency. The idea is simple: an
objective of public policy and institutional design—the rules of the game—
should be to avoid those outcomes—like traffic jams, planting late in Palan-
pur, and overfishing the lake—that are worse for everyone, compared to an
alternative outcome that also would have been feasible.

Pareto comparisons
Pareto efficiency is based on Pareto comparisons of outcomes. Consider
two outcomes, A and B, with resulting payoffs for two or more players.

PARETO EFFICIENCY A Pareto-efficient allocation is an allocation with the
property that there is no alternative technically feasible allocation in which at
least one person would be better off and nobody would be worse off. If an
allocation is Pareto efficient, then there is no alternative allocation that is Pareto
superior to it.
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Outcome A is Pareto superior to outcome B if in outcome A at least one
player is better off than in outcome B without anyone being worse off. A
change in the outcome from a Pareto-inferior situation like B to a Pareto-
superior outcome like A is called a Pareto improvement. This is a Pareto
comparison. An outcome is Pareto efficient if no other feasible outcome is
Pareto superior to it.10

Figure 1.13 depicts the outcomes of the interaction between Alfredo and
Bob. Figure 1.13 (a) a is the Fishermen’s Dilemma payoff matrix with each
outcome given a label a, b, c, or d. These payoffs are indicated by points in
Figure 1.13 (b) where you can read on the vertical and horizontal axes the
payoffs to the two players that you see in the payoff matrix.
The Pareto comparison is easy to see in this type of plot. An outcome

A is Pareto superior to another outcome B if the point indicating the
payoffs from A lies to the “northeast” of point indicating the payoffs from B.
“Northeast” in this figure is “better for both.” So looking at the colored areas
whose lower-left corners are points a, b, c, and d, then a Pareto-efficient
point is one that has no other point in its “colored shadow” extending

Figure 1.13 Three Pareto-efficient outcomes of the Fishermen’s Dilemma. Panel
(a) is the same as Figure 1.12 except that each of the four squares in the payoff
matrix has been assigned a letter. In panel (b) we show the Fishermen’s Dilemma
indicated by the payoffs of the two at the four possible outcomes given by the
same letters that appear in each of the cells of the payoff matrix. We use shaded
colors indicating 90-degree angles to the northeast of the feasible outcomes
(each of the lettered points).
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(b) Analyzing points for Pareto efficiency

PARETO-SUPERIOR Outcome A is Pareto-superior to outcome B (it Pareto-
dominates outcome B) if, in outcome A, at least one player is better off than in
outcome B without anyone being worse off.
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upward and to the right of the point. By this standard, three of the points—b,
c, and d—are Pareto efficient, while a is not, because point c is in the yellow
“color shadow” of point a.

HISTORY Pareto efficiency
The idea is attributed to the
Italian economist and
sociologist Vilfredo Pareto (Pa
RAY to) but it was first
introduced by the British
economist, Francis Edgeworth.
However, an important
concept that we use
extensively in later chapters,
called the Edgeworth Box, was
actually invented by Pareto.11

We say that two outcomes can be Pareto compared, or Pareto ranked, if
one of them is Pareto superior to the other. But as you can see from the
figure Pareto comparisons (or rankings) are often not possible. Specifically,
when two outcomes are both Pareto efficient, they cannot be Pareto
compared or Pareto ranked. We could rank c above a because both players
were better off, but with b, c, and d we cannot move from one outcome to
another without worsening outcomes for at least one of the players.

CHECKPOINT 1.10 Pareto improvements in the Fishermen’s Dilemma
Referring to Figure 1.13 (b) do the following:

a. Is any point dominated by some other point? Say which, if any?

b. At which point is the total payoff of the two fishermen the greatest?

c. Would a change from any other point to that “total payoff maximum”
point be a Pareto improvement?

d. Explain what you think is the meaning of the expression “there is no
such thing as a free lunch” and say whether this saying is true in Figure
1.13 (at all of, some of, one of the, none of the points).

1.9 THE VALUE AND LIMITATIONS OF PARETO
EFFICIENCY
Pareto efficiency gives us a way to identify “lose-lose” outcomes we should
seek to avoid, namely those “that are worse for all than they could be.” But
except in special cases, Pareto efficiency does not provide a rule to select
what we might call “the best” outcome.
To see why this is true, suppose we have a cake and we are dividing it

among people, all of whom enjoy eating cake. An outcome in which one
person gets the entire cake is surely Pareto efficient because in any other
allocation that lucky person would get less. Likewise an allocation in which
everyone got the same sized slice of the cake is Pareto efficient, for in any
other allocation at least one person would have to get less.
Pareto efficiency is not about how something of value should be divided

up. All it says is “make sure there’s no cake left on the table!”
Most economic problems that we face are similar to the cake example

in that there are a great many Pareto efficient outcomes. Think about
the Fishermen’s Dilemma game: all of the possible outcomes of the game
except one are Pareto efficient. When there are many Pareto-efficient
outcomes there is a conflict of interest among players over which Pareto-
efficient outcome they would prefer. We cannot say that one is “more
Pareto efficient” than the other.
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It is also perfectly sensible to prefer an outcome that is not Pareto
efficient but is more fair over an alternative Pareto-efficient outcome that
is unfair. To continue the cake example, if there are two people between
whom the cake will be divided many people would reject the (Pareto-
efficient) outcome in which one person gets the entire cake in favor of
a Pareto-inefficient alternative in which each gets one-third of the cake
(the remaining one-third perhaps being thrown away or destroyed in the
conflict over its distribution). So we would prefer a Pareto-inefficient
outcome over a particular efficient outcome (one person gets the whole
cake). But the Pareto comparison would remind us that each person getting
half of the cake is preferable to each getting a third with the rest being
wasted.
Pareto efficiency is a useful device for screening out those outcomes

(like throwing away some of the cake in the above example, or planting
late in Palanpur, or over-fishing the lake) that should not be among the list
of candidate feasible outcomes among which the choice of better or best
should be made on grounds of fairness or other bases.

CHECKPOINT 1.11 Pareto efficiency Consider these questions about
Pareto efficiency.

a. True or false (and explain): “The fact that an outcome is Pareto efficient
does not imply that it is preferred by all the actors to all the other
outcomes.”

b. Can two Pareto-efficient outcomes be Pareto compared?Why or why not?
Explain.

c. Imagine you are an impartial observer evaluating the possible outcomes
that might occur for Bob and Alfredo. Are there any reasons why you
might judge the outcome a in the figure to be better than the Pareto-
efficient outcomes b and d, despite the fact that a is Pareto inefficient?

1.10 CONFLICT AND COMMON INTEREST IN A
PRISONERS’ DILEMMA
You know that the game the fishermen are playing is a particular case of the
Prisoners’ Dilemma. We now point out some of the general characteristics
of this particular kind of coordination problem.

PRISONERS’ DILEMMA A Prisoners’ Dilemma is a 2-by-2 social interaction in
which there is a unique Nash equilibrium (that is also a dominant strategy
equilibrium), but there is another outcome that gives a higher payoff to both
players (and a higher total sum of payoffs than any other outcome), so that the
Nash equilibrium is not Pareto efficient.



OUP CORRECTED PROOF – FINAL, 11/9/2021, SPi

Conflict and Common Interest in a Prisoners’ Dilemma 27

A Prisoners’ Dilemma is a two-person interaction in which there is a
unique Nash equilibrium (that is also a dominant strategy equilibrium), but
there is another outcome that gives a higher payoff to both players, so
that the Nash equilibrium is not Pareto efficient. This means that in the
Prisoners’ Dilemmaboth players get their second-worst payoffs in the game
by playing their strictly dominant best-response strategies.
In Figure 1.14 we show the familiar payoff matrix for the Fishermen’s

Dilemma, but instead of the numbers indicating the payoffs of the players
now we label the payoffs w,x,y, and z. We label the Fish 10 hours strategy
“Cooperate” because it is the mutually beneficial action the two fishermen
could take if they could coordinate their actions. The strategy Fish 12
hours is labeled “Defect” because choosing to fish 12 hours instead of 10
is deviating from a mutual cooperate outcome in which the two fishermen
might be able to coordinate.
The interaction is a Prisoners’ Dilemma if two conditions hold:

• y >w and z > xmeans that playing Defect is a strict dominant strategy

• w > zmeans that mutual cooperation is Pareto superior to mutual defec-
tion.

M-CHECK A third condition
is sometimes added, namely
x+ y < 2w which means that
the sum of payoffs when both
players cooperate is greater
than the sum of payoffs when
one cooperates and the other
defects. This condition makes
(Cooperate, Cooperate)
preferable to the outcome in
which one defects and the
other cooperates.

For Alfredo, 12 hours is a best response to Bob playing 10 hours because
y >w; 12 hours is also a best response to 12 hours because z > x (both best
responses are shown in Figure 1.14 by the solid dot). Similarly, for Bob,
12 hours is a best response to Alfredo playing 10 hours because y >w;
12 hours is also a best response to 12 hours because z > x (both best
responses are shownby the hollow circle). The dot inside circle in Figure 1.14
confirms that if the game is played noncooperatively theNash equilibrium is

Figure 1.14 A general Prisoners’ Dilemma. For the game to be a Prisoners’
Dilemma, we require y >w > z > x and 2w > y+ x (this is 4 > 3 > 2 > 1 and
2×3 > 4+ 1 in the numerical example).
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(12 hours, 12 hours) with payoffs (z,z) when by coordinating their choices
they could have each received (w,w) (where w > z).

CHECKPOINT 1.12 When is cooperation not the best they could do?
Show that if the condition x+ y < 2w is violated (i.e. if x+ y > 2w), then
the two players could do better by

a. one defecting on the other and then sharing their total payoffs equally
or

b. if the game is played many times, alternating who cooperates and who
defects.

Economic rent: The incentive to coordinate
Both players have a good reason to try to change the rules of the game so
that they can agree on both cooperating. How much more they would get
if they were to mutually cooperate than if they mutually defected—in this
casew− z—is called an economic rent, meaning the difference between the
payoff that theywould get if they cooperated and their next best alternative.
Their next best alternative to cooperating, in this case, is mutual defection,
also known as their fallback position.
Economic rents and the fallback position play a central role in microeco-

nomic theory, so it is a good idea to master them. The meaning of the term
fallback position is intuitive: it is what you fall back to if some particular
outcome is not possible, in this case if the mutual cooperation should not
work out. A player’s fallback position or fallback option is the payoff they
receive in their next best alternative.
The term “economic rent” may at first seem surprising, because the

word “rent” also means a payment for the temporary use of something,
for example, to a landlord or a car rental agency. The term economic
rent means something entirely different. A participant’s economic rent is
the payoff they receive in excess of what they would get in their fallback
position.
We shall use the idea of a fallback often, from social interactions like

the Prisoners’ Dilemma, toworker-employer relationshipswhere aworker’s
next best alternative may be unemployment so the rent she receives as an
employee is the difference between her wage and the government transfer
she would receive were she to lose her job. The next best alternative for a
person applying to a bank for a loan is trying to get money from friends

FALLBACK POSITION A player’s fallback position (or reservation option) is the
payoff they receive in their next best alternative.

ECONOMIC RENT A participant’s economic rent is the payoff they receive in
excess of what they would get in their fallback position.
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or family along with future obligations. As these examples indicate, the
fallback position will differ depending on the details of the situation and
what our modelling assumptions are designed to illuminate.

Impediments to coordination: Limited information and
conflicts of interest

❯ EXAMPLE The term
economic rent is what is
known in the study of
language as a “false friend,” a
term that you think you know
the meaning of but means
something entirely different in
the new language you are now
learning. “Sensible” in English
means “reasonable” but in
Italian it means “sensitive.”

If w− z is substantial—meaning substantial rents associated with cooper-
ation for each player—then it might seem a simple matter for the players
to agree to cooperate. But people often fail to reach or enforce such an
agreement, for two main reasons:

• Limited information: The participants may lack the information needed
to monitor and enforce an agreement. How can a participant know or
verify what other participants do?

• Conflict over distribution of the economic rents from cooperation: Dis-
agreement about who gets what—for example who gets to fishmore—may
make it impossible for the two to agree.

Concerning the information problem, the fishermen, for example, may have
no way of enforcing an agreement, or even knowing if the agreement has
been violated. While each may know how many hours the other has fished
on a day with clear and sunny weather, on a foggy day it may be impossible
to know. Even if one fisherman knows how much the other fished, that
knowledge may be insufficient to enforce an agreement through a third
party such as a court of law.
This is the problem of asymmetric information or non-verifiable infor-

mation. Information is asymmetric if people know different things, or if
what one person knows (for example how many hours he fished), the other
person does not know. Information is not verifiable if people cannot use
it to enforce an agreement or a contract. Asymmetric and non-verifiable
information will play a central role in our analysis of how the labor market,
the credit market, and other markets work. For example most courts will
not accept “hearsay” (meaning “second-hand”) information, so if one of the
fishermen had heard from someone else that the other had fished 12 hours,
this would be non-verifiable information.
Concerning the second problem for coordination, conflicts over the

distribution of the economic rents from cooperation, in the Fishermen’s

ASYMMETRIC INFORMATION Information is asymmetric if something that is
relevant to the parties in an economic interaction is known by one actor and is
not known by another.

VERIFIABLE INFORMATION Information that can be used in legal proceedings
to enforce a contract or other agreement is termed verifiable information.
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Dilemma, the agreement to restrict fishing to 10 hours a day divides the
benefits of restricting fishing in a particular way, namely equally. But the
fishermen need not agree on 10 hours each. Alfredomight insist that he will
fish 12 hours and Bob only 10 hours. Or Bob might insist on the opposite.
Or Bob might insist that both fish 10 hours, but that Alfredo give him

most of Alfredo’s catch, leaving Alfredo with just enough of his catch to
be no worse off than had they both fished 12 hours, namely with a payoff
of z. Which of these we will observe depends on rules of the game we have
not yet introduced, including differences in the bargaining power exercised
by the two. Unless they can find a mutually acceptable solution to the
distribution problem they may end up having no agreement at all, and then
simply fish at 12 hours each, as their fallback position.
The fishermen’s distribution conflict highlights a challenge that arises in

any voluntary economic interaction. Consider their possible agreement to
limit their fishing time:

• The agreement is voluntarily entered into. This means that neither player
can force the other to accept terms worse than their fallback position.

• The agreement therefore must allow each participant to achieve a payoff
greater than (or at least not worse than) what would have resulted had the
individual not agreed to cooperate. In other words, there must be some
economic rents made possible by a voluntary cooperative outcome.

• This being the case, the participants have to find away that the total rents
will be divided. If they are to agree to cooperate by restricting the total
time they spend fishing, they must also agree on how these economic
rents will be distributed.

• Conflict over the distribution of the economic rents (who gets what
amount of economic rent) may prevent the fishermen from coming to
an agreement.

✓ FACT CHECK In the next
chapter we will see that
across many cultures of the
world, people would rather
get nothing than get what
they consider to be an unfair
share of the economic rents,
and as a result cooperation
breaks down and nobody gets
any rent at all.

We sometimes think of cooperation and conflict as opposites, as for exam-
ple whenmembers of a team cooperate in their efforts to win some conflict
with another team. But the Prisoners’ Dilemma is a scenario of conflict and
cooperation among the very same people. They have common interests in
getting some share of the economic rents by cooperating; but they have
conflicting interests in how the total will be divided into the rents received
by each.

A catalog of games: And their challenges to coordination
Some interactions present greater impediments to coordination than oth-
ers; the Prisoners’ Dilemma is in some respects the most challenging of all.
We can classify coordination problems and the challenges they present

by the relation between Nash equilibria and Pareto-efficient outcomes of
the games that represent them.
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• In the Prisoners’ Dilemma, as you know, there is a unique Nash equilib-
rium that is Pareto inefficient. Because this outcome is also a dominant
strategy equilibrium, coordination on mutual cooperation will require
some change in the rules of the game (making it a cooperative game) or
a change in the players’ payoffs, for example, if they dislike harming the
other player by defecting on them.

• In interactions like Planting in Palanpur, which are often called Assurance
Games, there are two Nash equilibria, (both Plant Early and both Plant
Late) one of which (Plant Early) is Pareto superior to the other (Plant
Late). In these games if one of the players plays the strategy making
up the Pareto-superior equilibrium (Plant Early), then the best response
of the other will be to do the same. Finding institutions that will imple-
ment the preferred plant early outcome in a game like this will be a lot
less challenging than in a Prisoners’ Dilemma.

• Another important class of coordination problems arise in what we
call Disagreement Games where there are two Nash equilibria each of
which is Pareto efficient, so that they cannot be Pareto ranked, and
players disagree about which Nash equilibrium they would like to occur.
These are like the Planting in Palanpur game but with the additional
challenge stemming from a conflict over which Nash equilibrium will be
implemented.

We start with an even less challenging game in which players’ self-interests
lead them to a Pareto-efficient Nash equilibrium.

CHECKPOINT 1.13 Guilty prisoners Referring to Figure 1.13 (a), imagine
that both Bob and Alfredo have become ethical and now would feel guilt
if one defected when the other cooperated. Should they do this, their guilt
results in a subtraction from the payoff points shown in the figure.

a. What is the smallest value of this guilt that each feels that would make
Defect no longer be the dominant strategy?

b. If Alfredo but not Bob acquired this “defection guilt” so that for him
defecting on a cooperator was no longer a best response, but Bob
continued with the values (and payoffs) in the figure, is there a Nash
equilibrium of the game, and if so, what is it?

1.11 COORDINATION SUCCESSES: AN INVISIBLE
HAND GAME
The characteristic of what we call an Invisible Hand Game is that it has a
single Nash equilibrium that is Pareto efficient. Apologies to Adam Smith:
our game is much simpler than Smith’s reasoning and Smith did not use
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Figure 1.15 The Corn-Tomatoes Game: An Invisible Hand Game. The players’ best
responses are indicated by dots (Arkady) and hollow circles (Barbara). Arkady’s
payoffs are listed first in the bottom-left corner. Barbara’s are listed second in the
top-right corner. The game captures Adam Smith’s ideas of specialization and
gains from trade (that is, the opportunity to obtain economic rents from trade).
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ideas like Pareto efficiency. But our Invisible Hand Game illustrates Adam
Smith’s core insight that through the competitive buying and selling of
privately owned goods on competitive markets, self-interested people can
implement outcomes that are by some standards socially desirable (we spell
out what this means and the conditions under which it might come about
in Chapter 14).
Consider a 2-by-2 game with two players, Arkady and Barbara, both

farmers. Each player can choose one of two strategies: planting corn or
planting tomatoes. The payoffs that they assign to the various outcomes of
the game are provided in the matrix in Figure 1.15, which we call the Corn-
Tomatoes game.
The payoff matrix reflects two facts about the problem that the two

farmers face.

• Either because of their skills or the nature of the land they own, Arkady
is better at growing tomatoes; Barbara is better at growing corn.

• They both do poorly when they produce the same crop because the
increased supply of whichever good it is that they both produce drives
down the price.

INVISIBLE HAND GAME An Invisible Hand Game has a single Nash equilibrium
that is Pareto efficient.
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The Nash equilibrium of the Corn-Tomatoes game is (Tomatoes, Corn),
that is, Arkady plants tomatoes, and Barbara plants corn, at which the
players receive payoffs (4,4). The equilibrium (Tomatoes, Corn) is Pareto
efficient as there is no alternative outcome which is Pareto superior to it.
This is the best they could do. There was no need for them to explicitly
agree on how to coordinate to achieve this result.
Just as in Adam Smith’s reasoning about his invisible hand, Arkady and

Barbara, are in a situation in which by simply following their self-interest
they coordinate to their mutual benefit.

CHECKPOINT 1.14 Invisible Hand Game Which entries in the payoff
matrix would you have to compare in order to show the following:

a. They each do better when Arkady specializes in tomatoes and Barbara
specializes in corn then vice versa.

b. They each do worse when both produce the same crop.

c. Growing corn is Barbara’s dominant strategy.

d. Arkady growing tomatoes and Barbara growing corn is the dominant
strategy equilibrium.

e. Explain why the Nash equilibrium of the game is Pareto efficient.

1.12 ASSURANCE GAMES: WIN-WIN AND
LOSE-LOSE EQUILIBRIA
Return to the farmers in Palanpur. There are two Nash equilibria in this
game, one in which both participants Plant Early and one in which both
Plant Late. The best response to the other farmer’s planting early is also
to plant early, while the best response to the other farmer’s planting late
is also to plant late. The outcome where both farmers plant early is Pareto
superior to the outcome when both farmers plant late.
The players do not have any conflict of interest: both would share equally

in the gains from cooperation, should they find a way to coordinate on
planting early. The problem for the real-life farmers of that village is that
they are stuck in the Pareto-inefficient Nash equilibrium of what is called
an Assurance Game. Their challenge is how to move to the Pareto-superior
Nash equilibrium.
This could happen if all the participants had confidence (were assured)

that the other participants also play the strategy yielding superior outcome.
This is why it is an “Assurance Game.”
Figure 1.16 is the payoff matrix for two players, Aram and Bina, choosing

when to plant their millet in the village of Palanpur, India. (It is the same
as the earlier figure about the two farmers, except that we now have
numbers representing the farmers’ payoffs.) Coordination failures arise
in the Assurance Game because of positive feedbacks: if one plants late
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Figure 1.16 Planting in Palanpur: an Assurance Game. In panel (a), Aram’s payoffs
are listed first in the bottom-left corner. Bina’s payoffs are listed second in the
top-right corner. Aram’s best responses are shown by the solid point and Bina’s
are shown by the hollow circle. The Nash equilibria of the game are (Plant Early,
Plant Early) and (Plant Late, Plant Late), with payoffs (4,4) and (2,2). The Plant Early
Nash equilibrium is Pareto efficient. The Plant Late equilibrium is not. In panel (b),
the payoffs are plotted against each other. Aram’s payoffs are plotted on the
horizontal axis, increasing as you move rightward. Bina’s payoffs are plotted on
the vertical axis, increasing as you move upward.
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the more is the incentive for the other to plant late, and vice versa. The
strategies are strategic complements.

CHECKPOINT 1.15 Graphing Palanpur

a. Using the graphical method for identifying Pareto-efficient outcomes as
shown in Figure 1.16, show which outcomes in the Palanpur game are
Pareto efficient.

b. Can you explain why a and c are Nash equilibria?

STRATEGIC COMPLEMENTARITY Strategic complementarity exists when (a) a
strategy is a strategic complement to itself: the payoff to playing a particular
strategy increases as more people adopt that strategy as a result of some form of
positive feedbacks, or (b) one strategy and another are strategic complements to
each other. In this case, for two activities A and B, the more that A is performed,
the greater the benefits of performing B, and the more that B is performed, the
greater the benefits of performing A.
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Assurance game and strategic complementarity
Social media, dating platforms, and other matching services are examples
of strategic complementarities. They aremore valuable to everyone if many
people participate.
Strategic complementarity exists when either of two conditions hold.

1. A strategy is a strategic complement to itself: The payoff to playing a
particular strategy increases as more people adopt that strategy as a
result of some form of positive feedbacks. Plant Early in Palanpur is an
example. Dating platforms are another. The strategy could be “Open a
dating app account.” The positive feedback arises because the more that
other people are using the dating app the more people you will “meet”
(which is better for you and better for them). Tinder, Bumble, OkCupid,
Hinge, Grindr, and other dating apps are social platforms illustrating
what are called network externalities or network external effects which
occur when the benefits to members of a social or physical network
increase when more people join the network. In this case the strategy
of joining the network is a strategic complement to itself.

2. One strategy and another are strategic complements to each other: The
payoff to playing one strategy (say, A) is greater the more people adopt
the other (B). In this case we say that strategies A and B are strategic
complements. An example is the Invisible Hand Game shown in Figure
1.15. The payoff to Arkady from planting tomatoes is greater if Barbara
plants corn (instead of tomatoes), and the payoff to Barbara from plant-
ing corn is greater if Arkady plants tomatoes (instead of corn). Growing
corn and growing tomatoes are strategic complements.

We predict and evaluate the possible outcomes of the Planting in Palanpur
Game using the concept of best response (using the dot and circle method
introduced earlier). We see that the game has two Nash equilibria (Early,
Early) with payoffs (4, 4) and (Late, Late) with payoffs (2, 2). The outcome
(Early, Early) is Pareto superior to (Late, Late) and it is Pareto efficient
because no alternative outcome is Pareto superior to (Early, Early).
Even though there is a Pareto efficient Nash equilibrium, that does not

guarantee players will actually play it. A population—like the people of
Palanpur—may get stuck in the Pareto-inferior Nash equilibrium. From the
Assurance Game we have learned two things applicable across many kinds
of social interaction:

ASSURANCE GAME An Assurance Game is a two-person, symmetric, strategic
interaction with two strict Nash equilibria, one of which is Pareto superior to the
other.
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• the fact that a Pareto-efficient outcome is a Nash equilibrium does not
mean that it will be the one we observe; getting there is not assured; and

• in cases where there is more than one Nash equilibrium, we need
more information than is provided by the Nash equilibrium and Pareto-
efficiency concepts to make a prediction about the strategy profiles we
will see in practice.

The second requirement tomake a prediction—called equilibrium selection—
becomes a serious challenge in cases where, unlike the Assurance Game,
the players disagree about which equilibrium they would like to occur. This
is the case in the next game in our catalog.

CHECKPOINT 1.16 Assurance Game Which payoff table entries would
you have to compare in order to show that:

a. Planting early is Pareto efficient.

b. Planting late is a Nash equilibrium.

c. The best response to the other planting early is to plant early.

1.13 DISAGREEMENT GAMES: CONFLICT ABOUT
HOW TO COORDINATE
An example ofwhatwe call aDisagreementGame is illustrated in Figure 1.17.
In a Disagreement Game there are two Pareto-efficient Nash equilibria and

Figure 1.17 The Language Game: A Disagreement Game. The players need to
coordinate on an equilibrium, but each player prefers one equilibrium to the
other, so there is a conflict of interest. If they fail to coordinate on one of the Nash
equilibria because of the conflict of interest, the outcome will be a coordination
failure.
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DISAGREEMENT GAME A game in which there are two or more Pareto-efficient
Nash equilibria that are ranked differently by the players so that in the
two-person case the players prefer different equilibria is a Disagreement Game
(which also goes by other names).
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the players are in conflict over which Nash equilibrium each prefers. But
both of the players prefer both of the Nash equilibria to the other outcomes.
The players’ problem is to find a way to coordinate on one of the Nash
equilibria to ensure that no coordination failure results. They do not want
to end up with an outcome where both of them do worse than at one of the
Nash equilibria.
Consider two players, a home-language Swahili speaker (Aisha) and a

home-language English speaker (Ben) who have recently met. Each person
can speak the other language, but prefers to speak their home language.
They share many common interests but do not communicate as well as
they would like. Each has two strategies: Stick to your home language or
Improve the other language.
Among the possible outcomes are that he could learn better Swahili and

they could routinely converse in that language; or she could learn better
English and they could converse in English. They do not need to both be
fluent in both languages.
So for Aisha, if Ben becomes fluent in Swahili, then her best response is

not to take the time and trouble to improve her English. For Ben, similarly,
if Aisha were to become fluent in English, then he would see little point in
taking the Swahili courses.
The result is two Nash equilibria (Stick to Swahili, Improve Swahili) with

payoffs (4, 2) and (Improve English, Stick to English) with payoffs (2, 4).
The two Nash equilibria are both Pareto efficient because there are no
alternative outcomes which are Pareto-superior to these strategy profiles.
But, as shown in the payoffs in Figure 1.17, Aisha would prefer the (Stick

to Swahili, Improve Swahili) Nash equilibrium and Ben would prefer the
(Improve English, Stick to English) Nash equilibrium.
The Disagreement Game is similar to the Assurance Game in that:

• There are two Nash equilibria.

• Both players do better if they coordinate (that is, speak the same language
at one or the other of these equilibria).

The Disagreement Game differs from the Assurance Game because:

HISTORY One of the first
game theoretic studies of
coordination problems—by
David Lewis—was concerned
with how we coordinate on a
common language.

• each player in the Disagreement Game prefers one of the Nash equilibria
while the second player prefers the other, while both prefer the Pareto-
superior Nash equilibrium in the Assurance Game; so as a result

• the players in the Disagreement Game have a conflict of interest concern-
ing which equilibrium gets selected.

Disagreement Games highlight how there can be social interactions with
multiple Nash equilibria, each of which is Pareto efficient, but there may
be no ‘middle ground’ to coordinate on and as a result conflict over who
gets to benefit the most is unavoidable. Both players in the Disagreement
Game would both be worse off out of equilibrium than at one of the
Nash equilibria in the game. They have a common interest in coordinating
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somehow as opposed to not coordinating; but their interests conflict in how
they coordinate.

CHECKPOINT 1.17 Language Game Label the outcomes of the Language
Game (Figure 1.17) like we did for the Prisoners’ Dilemma Game in Figure
1.13. Plot the outcomes using axes with the players’ payoffs, and determine
which outcomes are Nash equilibria and which are Pareto efficient.

1.14 WHY HISTORY (SOMETIMES) MATTERS
Aswe have seen fromDisagreementGames and AssuranceGames, strategic
complementarities in games may give rise to more than one Nash equilib-
rium. When this is the case we cannot say which Nash equilibrium is our
prediction of how the game will be played. The best the Nash equilibrium
concept could do is to say that the outcome of the game is likely to be one
of the (perhaps many) Nash equilibria.
We need more information to make a prediction. Think about the Palan-

pur game, and imagine that all you know is the payoff matrix (not how the
farmers played the game in recent years). Though you would be on solid
ground predicting that it is likely that you’d see both farmers planting either
early or late, you would not have much confidence in which it would be.
But now suppose you were told that last year they planted late. Then,

unless they had discovered some way to coordinate a switch to planting
early, you would be correct when you predicted that they would both be
planting late this year too.
When history matters in this sense, we say that outcomes are path

dependent. When the outcome of a game is path dependent, knowing the
recent history of a social interaction is valuable information to predict
which equilibrium will occur. So, quite different equilibrium outcomes—
poverty or affluence, for example—are possible for different groups of
players with identical preferences, technologies, and resources but with
different histories. This is how “history matters.”
The Palanpur payoff matrix describes a poverty trap. A poverty trap

occurs when identical people in identical settings may experience either

PATH DEPENDENCE A process is path dependent if the most likely state of
something this period depends on its state in recent periods.

POVERTY TRAP A poverty trap occurs when identical people may experience
either an adequate living standard or poverty, depending only on chance events
of their histories. Poverty in this case is a result of a person’s circumstances, not
personal attributes.
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an adequate living standard or poverty, depending only on chance events
of their histories, for example were their parents rich or poor, or were they
citizens of Norway or Nigeria. The possibility of poverty traps alerts us to
the fact that people may be rich or poor not because of anything distinctive
about their skills, hard work, or other personal attributes, but because of
the situation they find themselves in. Poverty may be inherited as it is in
Palanpur not by anything that parents pass on to children but instead by
the inheritance of a common history.
The same is true about other aspects of how we interact in society, for

example in the ways our lives may be highly segregated in interacting with
people who differ in the groups with which they are identified, whether
that be ethnicity, or religion, or even loyalty in sports teams. Segregation
can be both a cause and effect of group inequalities, or economic differ-
ences between sets of people distinguished by some common attribute .

CHECKPOINT 1.18 Drain the meadow: name that game

a. Write down a payoff matrix for Hume’s “drain the meadow” game, with
the two actions open to farmers Adams and Brown being “drain” and
“do not drain,” and assuming that the value of the drained meadow (to
each farmer) is 5, the value of the undrained meadow is 3, and if the
two farmers jointly work on the draining it costs them 1 each, while if a
single farmer does the draining alone it costs him 3.

b. What kind of game is this? Explain how it might be solved if there were
just two farmers, and why with many farmers (as Hume wrote) it would
be “difficult and indeed impossible” for them to agree on a common
course of action to avoid a coordination failure.

Figure 1.18 Segregation in
Manhattan, the central
borough of New York City in
2018. The rectangle without
shading is Central Park
Source: Sethi and Somanathan
(2009) using updated 2018 block
data from the American Community
Survey, 2018.
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1.15 APPLICATION: SEGREGATION AS A NASH
EQUILIBRIUM AMONG PEOPLE WHO PREFER
INTEGRATION
Segregated communities—whether on grounds of ethnicity, race, religion,
or class—often cultivate intergroup prejudice and hostility and are the basis
for systematic denial of equal dignity to all citizens. The correlates of
segregation typically include systematic deprivation of adequate schooling,
health facilities, personal security, and other necessities of life to a politi-
cally subordinate demographic group. Racial segregation in New York City
is illustrated in Figure 1.18.

GROUP INEQUALITY Economic differences between sets of people
distinguished by some common attribute—men and women and people of
different nations, ethnic or racial groups—are called group inequalities.
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Segregation often results from deliberate policies of discrimination by
governments, banks, and homeowners. Examples are the apartheid system
of enforced racial separation in South Africa that persisted until 1994
and legally mandated housing segregation in the US—the so-called racial
covenants that were finally outlawed in 1968. Deliberate attempts to sustain
segregated communities continue to the present; in the US for example
in state laws—“single-family zoning”—that effectively make it impossible to
build inexpensive housing in high-income neighborhoods.

✓ FACT CHECK Two decades
into the twenty-first century in
Seattle, Washington,
unenforceable but still on the
books “racially restrictive
covenants” covering more
than 20,000 homes prohibit
sale or rental to particular
groups. One stipulated that,
“No person or persons of
Asiatic, African or Negro
blood, lineage, or extraction
shall be permitted to occupy a
portion of said property.”12

But segregation can also result from the uncoordinated decisions of
people who would actually prefer to live in integrated communities. This
counterintuitive result illustrates the use of the Nash equilibrium concept.
It also underlines the lesson already learned from the interaction among

the Palanpur farmers. The lesson is that there may be more than one Nash
equilibrium—one Pareto superior to the other—and a society can find it
difficult to escape the inferior equilibrium. The example of segregation is
also a reminder—like the case of the overfishing Nash equilibrium—that
the fact that an outcome is a Nash equilibrium does not mean that it is
something that the players would choose, if they could coordinate and
decide jointly on the outcome.

The setup of the model
Here is a model. There are two groups of people, Greens and Blues, and
they live in homes arrayed around a circle representing a neighborhood.
The homes are identical except that they may differ in the group identities
of the immediate neighbors. The neighborhood is the circle as a whole. A
household’s immediate neighborhood is made up of the two households on
either side of it.
If a citizen would like to live at some other location around the circle,

they can switch with some other person currently occupying that position,
as long as the other person iswilling. The homes just change occupantswith
no money changing hands. We would like to know what the neighborhood
will look like when all the switching that people can do has been carried
out, so that the neighborhood’s composition stops changing.
When no citizen is able to benefit by switching home the distribution of

homes among the groups around the circle is a Nash equilibrium.
Greens and Blues have identical preferences and they care only about

the group identity of their two immediate neighbors. All people in the

✓ FACT CHECK
Between-nation group
inequalities are much greater
than within-nations
inequalities as you can see
from this interactive data set
(https://jackblun.github.io/
Globalinc/), which is a link to
CORE global income
distribution data. Another
example of group inequality:
the most educated member of
upper-caste Brahmin
households in India has on
average twice the years of
schooling as the most
educated in lower-caste
households. And in all castes
women have much less
schooling then men.
Membership in all of these
groups—castes, genders,
nations—are accidents of
birth.13

neighborhood would prefer to have one neighbor of each group, as is
shown in Figure 1.19. But they are “satisfied” as long as they either have
an immediate neighbor of each group or if both are of their own group.
People are “dissatisfied” if both immediate neighbors are of the other group
An ideal neighborhood, then, is shown above in Figure 1.20 (c): Each person
has one neighbor of each group.

https://jackblun.github.io/Globalinc/
https://jackblun.github.io/Globalinc/
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Figure 1.19 The preferences of a household depending on the kinds of neighbors
that surrounds it. Household B will either be satisfied or dissatisfied depending
on the groups of neighbors they have. B’s choice to play Signal Dissatisfaction or
Do Nothing therefore depends on the composition of their immediate
neighborhood.

A B C

(a) Household B has one neighbor of
each group, their ideal situation, is not
dis-satisfied, and will play Do Nothing

A B C

(b) Household B has two neighbors  of
their own group, is not dis-satisfied,
and will play Do Nothing

A B C

(c) Household B has two neighbors
of the other group, is dissatisfied,
and will play Signal Dissatisfied

People have two strategies: “Do Nothing” or “Signal Dissatisfaction.” Sig-
naling dissatisfaction means being willing to switch positions with another
person—anywhere in the neighborhood—who has also “signaled dissatis-
faction.” People are willing to switch only if they prefer the new location to
their old location. For this reason people of either group will never switch
with a person of the same group. This is because, for example, if a Green
is dissatisfied with her current location and would like to move, all other
Greens would be equally dissatisfied were they to take her position, so no
other Green would agree to a switch. So all of the switches will be with
different groups: a Greenwill switchwith a Blue, but a Bluewill never switch
with a Blue and a Green will never switch with a Green. This means that
switches will change three things:

• both switchers’ own immediate neighbors: for the two who switched, they
now have immediate neighbors that differ in their group identity from
before the switch (this is the reason for the switch);

• the switcher’s new immediate neighborhood: those on either side now
experience having a neighbor of a new group identity given the switcher’s
arrival and the previously dissatisfied person’s departure; and

• the switcher’s old immediate neighborhood: those who were previously
on either side of the switcher have a neighbor of a new group given
the arrival of the person with whom the previously dissatisfied person
switched.

A segregated Nash equilibrium
We begin with 6 Greens and 6 Blues occupying alternating positions in
the 12 “houses” at the locations on the circle that are numbered as if from
time on a clock (so, 12 is the top). The twelve homes on the circle are “the
neighborhood.” We call the assignment of different groups to the homes
around the circle in Figures 1.20(b) and (c): an allocation. An allocation in
this game is an assignment of homes to the groups at a given stage of the
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Figure 1.20 The neighborhood and the citizen’s ideal integrated outcome. Panel
(a) is the “geography” of the neighborhood, showing that, for example, the citizen
at position 2 on the circle has two immediate neighbors, the people at positions 1
and 3. Panel (b) shows that the person at position 2 is a Blue and her two
immediate neighbors are both Greens is just a starting point at which the
neighborhood is as integrated as possible in the sense that the two immediate
neighbors of each citizen are of the other type. Panel (c) shows the distribution of
types across locations that the citizens prefer: each citizen has one immediate
neighbor of each type.
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(a) The circle as a clock (b) The baseline (c) The citizens’ ideal integrated neighborhood

game. The allocation before the game starts is the initial allocation. The
allocation after the game ends is the final allocation.
The game proceeds as follows.
At each step, each of the 12 people plays either Do Nothing, or Signal

Dissatisfaction. Their choice of a strategy is known to all other players.
Then, one of the 12 citizens is randomly selected and given the opportu-

nity to make a switch if she wishes and can find another person willing who
has also signaled dissatisfaction and is willing to make a switch.
At step 1, for example, we might ask the Green at position 10 o’clock in

Figure 1.22 (a) below if she would like to switch. She would, because both
of her neighbors are Blues (she signals “D” as in the figure). Whether she
is able to make a switch depends on whether there are others who have
chosen the strategy Signal Dissatisfaction. Because everyone else is also
dissatisfied, she has many choices.
Suppose she switches with her friend and immediate neighbor, the Blue

at position 11 (who is also signaling “D”), shown by the colors of position 10
and 11 changing from Panel a Start to Panel b Step 1. The two people are
still friends and neighbors, but each now also has a same-group neighbor
on the other side.
Suppose, next, that it is the Blue at position 1 who is picked to stay

or switch. If he plays “Signal Dissatisfaction” (D), he could switch with
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his friend at position 8. We continue this process until either no one is
dissatisfied, or if someone is dissatisfied, there are no others playing the
strategy Signal Dissatisfaction with whom a switch is possible. This process
could continue as shown in the figure, resulting at the end of three steps in
the completely segregated neighborhood shown in Figure 1.22 (d).

Figure 1.21 Thomas Schelling
(1921–2016) was an American
economist who won the Nobel
Prize in economics in 2005 for
his contributions to our
understanding of conflict and
cooperation in what are now
called “non-market social
interactions” that go beyond
simple exchanges of the type
typically taught in economics
courses. He sought to
establish “an
inter-disciplinary . . . theory of
bargaining . . . that could be
useful to people concerned
with practical problems.” The
model of segregation here is
based on his work.14

Photo by Alvaro
conde/wikimedia.org

At step 4 (not shown), each of the 12 would choose the strategy Do
Nothing, because 8 of them have members of their own group as neighbors

Figure 1.22 From integration to a segregated Nash equilibrium. The figure shows
one of many possible progressions from an integrated non-equilibrium situation
to an entirely segregated Nash equilibrium. Panel (a) shows the starting point
from the previous figure. In step 1 the Green at position 10 and the Blue at
position 11 switch positions, shown by the double headed arrow, and resulting in
the neighborhood shown in panel (b). The remaining panels show the successive
steps to the final fully segregated Nash equilibrium. A “D” next to a household’s
position indicates that that household is signaling dissatisfaction and will switch
places with the other household signaling dissatisfaction in the next stage.

D

D

(a) Start

D

D

(b) Step 1: 10 and 11 trade

D

D

(c) Step 2: 1 and 8 trade (d) Step 3: 3 and 6 trade; Complete Segregation
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only and the other four have one neighbor of each group. So no one is❯ EXAMPLE As a practical
matter, they would not have to
implement their ideal
integrated solution. Taking
account of some of the
policies promoting segregated
communities (that are not in
the model), for example, they
could vote to repeal
“single-family zoning”
regulations that, in the US,
promote more homogeneous
neighborhoods by limiting the
kinds of housing (including
lower-cost housing) that can
be constructed in the
neighborhood.

dissatisfied. As a result, we observe no further moves: the allocation is
stationary (meaning unchanging). It is a Nash equilibrium.

Avoiding outcomes that nobody prefers
The conclusion is not that complete segregation will necessarily be the
result. This is true for two reasons.

• There is also a Nash equilibrium that is integrated rather than segre-
gated. In Figure 1.20 (c), the allocation has each person’s immediate
neighborhood composed of both groups. You can confirm that, like the
completely segregated allocation, this integrated allocation is also a Nash
equilibrium: every citizen has their ideal immediate neighborhood, so no
citizen is dissatisfied and each are best responding with Do Nothing. This
allocation could have come about by the same rules of the game that
resulted in complete segregation. It was just a matter of chance whether
the ideal or fully segregated neighborhoods occurred. This is an example
of implementing a desirable allocation within the given set of rules of the
game.

• The citizens could play the game cooperatively rather than non-
cooperatively. If the citizens had realized that playing the game non-
cooperatively could lead them to a complete segregation outcome that
nobody wanted, they could have acted cooperatively—that is jointly
agreed—to implement their ideal allocation. This is an example of
implementing a desirable allocation by changing the rules of the game:
agreeing to act jointly was not an available strategy in the noncooperative
variant of the game above.

The outcome in the segregation model shares three features with a game
representing what would appear to be a very different situation: Planting in
Palanpur.

• A Pareto-inferior Nash equilibrium: There is a Nash equilibrium—planting
late and a segregated community—in which everyone is worse off than
they could be at some other allocation.

• A path-dependent outcome: History matters because an outcome that is
preferred by all participants is also a Nash equilibrium, so if the preferred
outcome were to occur, it could persist.

• A change in the rules of the game can avoid the inferior outcome: By
coordinating their actions—changing the interaction to a cooperative
game—they could escape the Pareto-inferior outcome

In these three respects the two interactions—when to plant and where to
live—are not unique or even unusual in these three respects.
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CHECKPOINT 1.19 Segregation as a Nash equilibrium

a. Show that the segregated neighborhood in Figure 1.22 is a Nash equilib-
rium.

b. Explain why the ‘ ideal neighborhood’ in Figure 1.20 is also a Nash
equilibrium.

1.16 HOW INSTITUTIONS CAN ADDRESS
COORDINATION PROBLEMS
Game theory has given us a catalogue of coordination problems: Prisoners’
Dilemmas, Invisible Hand Games, Assurance Games, and Disagreement
Games (there are many more!). Knowing how the structure of these games
differ will help to diagnose the nature of a coordination problem and to
devise policies and constitutions—changes in the rules of the game—to avoid
a coordination failure.

Changing the rules of the game
This is an example of using the concept of equilibrium to understand how
to change an undesirable outcome. The idea is simple: a change in the rules
of the game can eliminate an undesirable Nash equilibrium, so that it is no
longer our prediction of how the game will be played. Instead it may be
possible tomake some preferable strategy profile a Nash equilibriumwhich
then could be the predicted outcome of the game.
A common approach to averting coordination failures in a Prisoners’

Dilemma is to devise policies or institutions that transform the payoff
matrix so that the game is no longer Prisoners’ Dilemma. There are two
possibilities to consider:

• change the Prisoners’ Dilemma to an Assurance Game; or

• change the Prisoners’ Dilemma to an Invisible Hand Game.

Changing the Prisoners’ Dilemma game into an Assurance Game means
making the mutual cooperate outcome a Nash equilibrium (it was not in
the Prisoners’ Dilemma) even if mutual defect remains a Nash equilibrium.
In section 5.12 we show that one way this can be accomplished is to let the
same players interact many times in what is called a repeated game. In this
setup cooperating to restrict fishing can be sustained as a Nash equilibrium
because those who defect—overfishing and exploiting the cooperation of
others who fish less—can be punished in future interactions.
The second option, the one we will explore here, is more ambitious:

converting the game from a Prisoners’ Dilemma to an Invisible Hand Game.
To see how this might work, remember that the coordination failure that
results in the Prisoners’ Dilemma is a consequence of the fact that players
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take actions that inflict costs on others—negative external effects—that are
not part of their thinking when they decide what to do.
To see that internalizing these external effects can address the coor-

dination failure, we examine the implementation of a liability rule in the
Fishermen’s Dilemma. Tort is a branch of law dealingwith damages inflicted
by one person on another (or another’s property). Among other things, tort
law establishes the responsibility—called the liability—of the person inflict-
ing the damages to compensate the harmed individual. The requirement to
compensate the harmed individual internalizes the external effect.

Compensating for external effects by liability law
How would a liability system work in the Fishermen’s Dilemma? Look again
at Figure 1.14. We will let the payoff numbers measure something—like kilos
of fish caught—that can be transferred from one fisherman to another.
Suppose Alfredo and Bob decided to jointly adopt “Cooperate” (Fish 10

hours) as an agreement. In their agreement, they also choose to adopt a
liability rule requiring compensation be paid to the other party if one’s
actions result in lower payoffs thanwould have occurred had the agreement
to cooperate (fish only 10 hours) been observed.
With the liability rule the following will happen:

• if both Cooperate as they have agreed, then they both get 3 as before;

• if Alfredo Defects on Bob (plays Fish 12 hours), Alfredo initially gets 4;

• but because of the liability rule, then Alfredo must compensate Bob for
the costs that his defection inflicted on Bob, who got a payoff of 1 rather
than 3 (the payoff Bob would have obtained had Alfredo not violated the
agreement);

• so, Alfredo pays Bob 2 who ends up with 3; Alfredo ends up with 2.

We can use these changes to the payoffs to construct a transformed payoff
matrix. The transformed payoff matrix for Alfredo’s and Bob’s payoffs is
given by the entries in Figure 1.23.
Did the change in the rules of the game work? Put yourself in Alfredo’s

position, contemplating defecting on Bob. If he honors the agreement and
fishes 10 hours, like Bob he gets 3. If he defects and fishes 12 hours he ends
up with 2 after having paid Bob the compensation required by the liability
rule. So Defect is no longer a best response to Bob playing Cooperate; Bob
will honor the agreement. If Bob were to consider defecting on Alfredo, he
would reach a similar conclusion.

M-CHECK Because
y−w+ x <w, Cooperate is
now a best response to
Cooperate and (Cooperate,
Cooperate) is a Nash
equilibrium. Cooperate is also
a best response to Defect
(because w > z), so Cooperate
is the dominant strategy with
the liability rule in force, and
(Cooperate, Cooperate) is the
dominant strategy
equilibrium. Note too that
x+ y < 2w, which is important
for the liability rule to work.

From Figure 1.23 using the circle-and-dot method you can see that
(Cooperate, Cooperate) is now the only Nash equilibrium. Redefining prop-
erty rights—to take account of liability for damages—can implement a
Pareto-efficient outcome by inducing each player to account for how his
actions affect the other player. By redefining property rights to include the
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Figure 1.23 Fishermen’s Dilemma with a liability rule. Players can implement a
desired outcome by transforming property rights using a liability rule (the harm a
player does to another player is deducted from their payoff). This payoff matrix is
based on Figure 1.14 modified by the liability rule. Alfredo’s payoffs are listed first
in the bottom-left corners and shaded blue. Alfredo’s best responses are shown
by the solid point. Bob’s are listed second in the top-right corners and shaded
red; his best responses are shown by the hollow circle.
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liability of the damages (external effects) that one inflicts on others, we have
transformed the game to an Invisible Hand game.

CHECKPOINT 1.20 Limited liability by the numbers Use themodel of the
liability rule in Figure 1.23 to complete the following tasks.

a. Redraw the payoff table, but substitute in the values for x,y,w and z
from Figure 1.12. (Hint: the payoffs should only be 2s and 3s).

b. Solve your new game using best response analysis (the circles-and-dots
method) to find the Nash equilibrium of the game. What is it? Explain.

c. Does either player have a strictly dominant strategy? Is there a dominant
strategy equilibrium? Explain.

1.17 GAME THEORY AND NASH EQUILIBRIUM:
IMPORTANCE AND CAVEATS
We have started off this introduction to modern microeconomics with
game theory. The reasons are that

• Many important economic relationships—in labor markets, families,
credit and financial markets, between citizens and governments, among
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neighbors, between nations seeking to address climate change, andmany
more—are strategic, and require the tools of game theory.

• Focusing on people as actors often in conflict with each other, but also
sharing common interests, is essential to economics as a social science,
and game theory allows us to do this.

• How these interactions work out depends on the institutions that regu-
late them, and game theory allows us (even requires us) to be very specific
about the varieties of possible rules of the game under which we now
interact, and how we might change these rules for the better.

For game theory theNash equilibrium is a key economic idea and it provides
away to answer the question:What will be the outcome if each of the actors
adopts a strategy that will not lead any other actors to change what they
do?
In many situations the Nash equilibrium among players who indepen-

dently pursue their individual interests provides a good prediction of what
we observe in the real world. But not always. We will consider three
caveats.

• Individualism: Overlooked opportunities for collective, not just individual
best responses to the strategies of others.

• Equilibrium selection: The need for a method to predict outcomes when
there is more than a single equilibrium.

• Dynamics: We are interested in what happens out of equilibrium, in part
because we need to know an equilibrium will come about.

The predicament of the Palanpur farmers illustrates the first caveat. If
the farmers could have all agreed to plant early—as would be the case
in a cooperative game—then they could have easily solved their planting
late problem. However, following what one of the farmers said (we quoted
him in the introduction), we assumed in modeling their situation that an
agreement among the entire set of players was not possible.
But in using the Nash equilibrium concept we went to the other extreme:

we assumed that an outcome would be an equilibrium (meaning undis-
turbed by any players changing their strategy) as long as no single individual
(acting alone) could do better by altering strategy. But perhaps two or three
jointly deciding to plant early could have done better.
A more adequate equilibrium concept would take account of collective

best responses where there is reason to think that small groups might be
able to decide to act together even when the entire population could not
jointly coordinate.
The second caveat—about equilibrium selection—is not a criticism of the

Nash equilibrium concept itself. Instead, it is a reminder that the Nash
equilibrium concept by itself is insufficient to make predictions in cases
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where there are two or more Nash equilibria, as in the Planting in Palanpur
Game, the Language Game, and the model of residential segregation. In
these cases, knowledge of the recent past play of the game would be an
important part of making predictions based on the Nash equilibrium.
We will return to the third caveat—about understanding what happens

out of equilibrium—when we consider such questions as firms, decisions
whether or not to enter an industry and how a group of buyers and sellers
could get to a competitive equilibrium (Chapters 9 and 14).

CHECKPOINT 1.21 Equilibrium selection How does the Disagreement
Game shown in Figure 1.17 illustrate the need for a method of equilibrium
selection in order to predict the outcome of the game? Why does a similar
problem not arise in the Prisoners’ Dilemma?

1.18 APPLICATION: COOPERATION AND
CONFLICT IN PRACTICE
If all that is needed to address a coordination failure is to require that people
pay the costs that their actions impose on others thenwhy are coordination
failures so common?
Overexploitation of fisheries is an international problem that humans as

a world community have failed to solve. Many overexploited fisheries will
not recover for a long time. But local communities and groups of fishermen
have found ways to combat overfishing, and we can learn from what they
do. Many groups—from farmers to fishermen—face equivalent problems
worldwide. These outcomes provide a concrete motivation to study the
Prisoners’ Dilemma Game and other coordination problems.
What we learn from these games is that an effective liability rule requires

two things:

• the injured party or the courts have to have verifiable information (that
is information sufficient to enforce the liability aspect of the property
right); and

• there has to be a court or some other body willing to and capable of
enforcing the contract.

When we turn from game theory to the study of real fishing communities
we find that both conditions are unlikely to be met, which is why the over-
exploitation of fisheries continues in many cases.

• Limited information. The lack of verifiable information is common in
social interactions and this limits the policies that governments or private
actors can design in response to the persistence of Pareto-inefficient
Nash equilibria.
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• Conflicts of interest. Governments may not have the capacity or the will
to enforce the necessary policies especially in cases where doing this
would impose costs on a powerful group. An example is the failure of
many countries to address the problemof climate change, which is in part
the result of the fossil fuel companies’ opposition to putting a sufficiently
high price on carbon emissions.

Fishing communities, of course, are not acting out a tragic script, as were
the herders in Hardin’s tale about the tragedy of the commons. They are
not prisoners of the dilemma they face. Real fishermen are resourceful and
seek solutions to the problem of overfishing.

• Lobstermen in the US state of Maine limit how many lobster they catch
using highly local restrictions on who can set traps where (the state
government provides the legal framework for this).15

• Turkish fishermen allocate fishing spots by lottery and then rotate the
spots so the distribution is fair.16

• The fishing community of Kayar in Senegal adopted the rule that only one
trip to the fishing grounds per day is permitted (a bit like Alfredo and Bob
limiting their hours of fishing) and appointed a committee to check that
the rule was being observed. They also limited the number of boxes of
fish that could be offloaded by a single canoe.17

• Shrimp fishermen in Toyama Bay, Japan have a rule that they offload their
daily catch at the same time and place, so that the size of each boat’s catch
would no longer be asymmetric information.18

These rules and practices based on small local fishing communities are
often disrupted by the entry of other groups whose members are not
bound by the local rules. Conflicts of interest within the local community
also sometimes limit the effectiveness of attempts to limit the catch. One
reason is that restrictions on fishing are often supported as a way to raise
the wholesale price of fish and hence the incomes of fishing families. But
fish sellers—who buy the fish wholesale at the port and then sell to local
consumers—would profit if they could pay less.
The rules regulating access to fishing that we see in existence are a small

selection from a much larger set of rules that people have tried out at some
point. What we see are the institutions that have succeeded well enough
to allow the communities using them to persist and not to abandon their
rules. The persistence of such rules does not require the rule to implement
a Pareto-efficient outcome; it only requires that the rule be reproduced
over time by people adhering to it. By this reasoning, even if the rules of
the game do not implement Pareto-efficient outcomes, we might expect a
fishing community that has hit on a way of sustaining cooperation in the
long run to do better in competition with groups that overfish, and that
successful groups may be copied by other groups.
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CHECKPOINT 1.22 Institutions and Palanpur: why history matters Sup-
posing that the only voters involved in approving the Palanpur village coun-
cil’s decision to require planting early were themselves farmers. Explain why
they would unanimously support the measure. What would happen if after
implementing the law requiring early planting one year, the next year the
law was revoked?

1.19 CONCLUSION
Early in 2021 the people of the world faced urgent questions: What are the
rules that should govern the distribution of the newly available COVID-19
vaccines? Should the most vulnerable be vaccinated first, irrespective of
their income or nationality? Should those deemed to be essential workers
also have priority? Should governments determine the order of priority
or should those willing and able to pay substantial sums have access to
vaccinations first? If schools will be open for a limited number of students,
whose children should have priority?
These are all questions about the right rules of the game, ones that avoid

coordination failures, and also are consistent with other criteria possibly
including, for example, the values stressed by the classical philosopher-
economists such as liberty, dignity, and fairness.
The classical institutional challenge which we stated was “How to design

institutions so that people could be left free to make their own decisions
and at the same time avoid outcomes that were inferior for everyone?”
With the terms you have learned this can now be rephrased “How can

social interactions be structured so to avoid Pareto-inefficient Nash equi-
libria resulting from people’s choice of their own actions?” The Fishermen’s
Dilemma is an example of a challenging coordination problem because an
inefficient outcome is the unique Nash equilibrium. The negative external
effect of overfishing in ourmodel is intended as an analogy for coordination
problems going far beyond the lake they share. The analogy includes the
external effects of burning carbon-based fuels and the resulting change
in global climate or the external effects associated with the spread of a
pandemic.
To study a game and its likely outcomes and also how to improve these

outcomes we have proceeded in three steps:

• first, use the Nash equilibrium concept to identify one or more likely
outcomes of the game;

• second, use Pareto comparisons to identify outcomes that are “worse for
everyone”; and

• third, devise changes to the relevant institutions—the rules of the game—
or that would shift the population to a superior Nash equilibrium either
pre-existing (as in the case of Planting in Palanpur, or the segregation
case) or novel (as with the transformed Prisoners’ Dilemma Game).
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Wehave illustrated the third step by a legal remedy: the introduction of tort
liabilities for damages in the Prisoners’ Dilemma Game so as to internalize
the external effects accounting for the coordination failure.
This approach—using game theory to understand how the workings of

the economy and society might be improved—draws on three foundational
concepts:

• The rules of the game as a description of the situation in which individuals
take their actions;

• Best response or what we call “doing the best that you can” under the
circumstances defined by the rules of the game and the actions of others
(elaborated further as constrained optimization in Chapter 3); and

• Nash equilibrium as a way of understanding, given the rules of the game,
how the best responses that people take will implement some societal
outcome.

These three ideas will be deployed together in each of the chapters that
follow. Whether the question at hand is how best to organize a work
team or business or to develop government policies to address the climate
emergency and to achieve a more just economy, these ideas can be used to
devise new rules of the game that improve how the economy works. Taken
as a whole this toolkit conveys a simple message: better outcomes require
better rules of the game.

MAKING CONNECTIONS
Institutions and the rules of the game: To predict or explain the outcome
of a social interaction, it is essential to know the “rules of the game” that
determine who knows what and when, who gets to do what and when and as
a result who gets what.

Equilibrium: Equilibrium describes an outcome that will persist until some
aspect of the situation is altered as a result of externally caused changes. A
Nash equilibrium is a special kind of equilibrium widely used in economics.

External effects: People often take actions without considering the effects
of these actions on others. The resulting external effects—positive and
negative—pervade social interactions.

Pareto inefficiency of Nash equilibria: A common result of these external
effects is that the outcomes of social interactions (the Nash equilibria of the
games) are Pareto inefficient, meaning that opportunities for mutual gains
remain unrealized.
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Rents: When players interact they face opportunities for mutual benefit, or
common interest. But this creates opportunity for rents and for a conflict over
how the benefits resulting from the interaction will be distributed.

Policy and changes in the rules of the game: Improving property rights
(such asmaking people legally responsible for the harms they inflict on others)
can lead people to internalize external effects. Other institutions that would
facilitate people making decisions to act jointly can also provide solutions
to coordination problems. Policy may result in a shift to a Pareto-efficient
equilibrium.

Positive feedbacks, increasing returns, and strategic complemen-
tarity: Often players’ strategies are strategic complements due to positive
feedback and increasing returns. As a result, in some social interactions there
may may be many equilibria as in the Assurance Game and the Disagreement
Game.

IMPORTANT IDEAS
institutional challenge fallback Pareto superior/inferior
coordination problem next best alternative Pareto efficient
player best response (weak/strong) (economic) rent
strategy dominance (weak/strict) payoff
dominant strategy equilibrium institution Nash equilibrium
interdependence positive external effect negative external effect
Prisoners’ Dilemma (non)cooperative games tragedy of the commons
Invisible Hand Game Assurance Game Disagreement (Language) Game
increasing returns strategic complement path dependence
poverty trap liability rule positive feedback



CHAPTER

2 PEOPLE
PREFERENCES, BELIEFS, AND CONSTRAINTS

How selfish soever man may be supposed, there are evidently some principles in his
nature, which interest him in the fortune of others, and render their happiness necessary
to him, though he derives nothing from it, except the pleasure of seeing it.

Adam Smith,
The Theory of Moral Sentiments (1759), Chapter 1

DOING ECONOMICS

This chapter will enable you to:

• Understand that people make decisions based on the actions open to them (constraints),
which of these possible actions they believe they must take to bring about the outcomes
(beliefs) they most prefer (preferences).

• Use this approach to analyze economic situations involving risky outcomes, bargaining,
and contributing to the public good.

• Analyze sequential games and games with multiple Nash equilibria, showing how being
the first mover in these games may confer advantages on a player.

• Explain the institutional challenges arising in the case of public goods and common
property resources.

• Show that experiments based on this “preferences, beliefs, and constraints approach”
provide evidence that people’s preferences go beyond self-interest and include generos-
ity, reciprocity, fairness, and hostility toward others.

• See how changes in the rules of the game can result in better outcomes for all.

• Understand that these other-regarding preferences are as much part of what we consider
to be rational action as is self-interest.

• Give examples of the importance of social norms and culture for decision-making and
economic policy-making.
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Figure 2.1 Farming in Illinois
is big business.
Photo courtesy of the Illinois Farm
Bureau.

2.1 INTRODUCTION: “THE CUSTOM OF THE
COUNTRY”
Chicago, a city famous for its pizza, sports, jazz, and its skyline, built its
fortune on the farming of the state of Illinois. Today Illinois farmers use high
tech machinery and advanced business plans, some cultivating a thousand
acres of land or more. But many of the farmers don’t own the land they
cultivate; they rent land and work it as a sharecropper. Sharecroppers are
farmers—“tenants”—who pay the owners of land a share of the total harvest
that they cultivate.
In the mid-1990s, over half of the contracts between farmers and owners

were sharecropping agreements, and in northern Illinois 95 percent of
these contracts stipulated a fifty–fifty division of the crop between the
owner and the sharecropper. An equal split of the crop means that a
tenant on fertile land will have higher income for the same amount of
effort and other inputs.1 Because a tenant on fertile, or high-quality, land
will reap a larger harvest than a tenant on low-quality land, the fifty-fifty
sharecropping contract presents us with a puzzle.
Here’s the puzzle: if half of the crop on poor-quality land is sufficient to

attract tenants, why should the owners of high-quality land give up half
of the crop to their tenants? Those tenants must be earning more than
what was necessary to get them to work the owner’s land. So, why don’t
the owners of the better land propose a tenant’s share less than half, giving
the tenants just enough so that they are willing to farm the land?
We would expect owners to insist on lower tenant’s shares to sharecrop-

pers on higher quality land and offer higher shares to sharecroppers on
low-quality land. Because land varies in quality by small gradations, this
would result in a pattern of sharecropping contracts with a range of shares
depending on the land quality. But this is not what we see. Almost all of the
contracts are fifty-fifty.
Illinois sharecropping contracts allow the sharecroppers on good land

to receive income attributable to the superior land quality, income the
owners would otherwise have received if the owners had insisted on a
lower tenant’s share on the high-quality land. The fifty-fifty split effectively
transfers millions of dollars annually from owners to sharecroppers simply
because of the fifty-fifty division. This is not a peculiarity of Illinois. Fifty-
fifty is the norm in sharecropping around the world.

HISTORY In 1848 the British
philosopher-economist John
Stuart Mill noted the striking
global pattern of equal
division in cropsharing, calling
it “the custom of the country”
and “the universal rule.”2

Rice cultivation in West Bengal, India during the 1970s provides another
example. There, poor illiterate farmers in villages isolated by impassable
roads formuch of the year and lacking electronic communication eked out a

SHARECROPPER A sharecropper is a farmer who cultivates land owned by
another person with whom he or she contracts to give a share (often one half) of
the crop produced.
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bare living on plots that average just 2 acres rather than the 1,000-acre plots
farmed in Illinois. The Indian farmers shared one similarity with farmers in
Illinois: the division between sharecroppers and owners was fifty-fifty in
over two-thirds of the contracts.3

Why was the contract the same in these distant parts of the world? The
short answer is that where most contracts are fifty-fifty, that particular
division is a social norm, something people feel they are morally obliged to
respect. The fact that around the world land owners respect a social norm
that overrides their material self-interest tells us that many people are
committed to acting fairly, being treated fairly, and conforming to ethical
standards of appropriate behavior.
But the sharecroppers in Illinois and West Bengal, like farmers every-

where, are also trying to make a decent living, or even to become affluent.
They are not simply following social norms. They carefullyweigh alternative
methods of cultivating their crops at the least possible cost and marketing
their harvest at the highest possible price.

2.2 PREFERENCES, BELIEFS, AND CONSTRAINTS
Understanding economic behavior requires a model that takes account of
what people care about (for example, the farmers’ incomes, and also their
desire to uphold social norms) and how, from the set of actions they are
able to undertake, they adopt those actions that they think will bring about
desired results. We will develop a model of economic behavior based on:

• constraints: the feasible set of actions, meaning actions that are open
to us,

• beliefs: our understanding of the outcomes that will result from the
actions that are open to us, and

• preferences: our evaluation of the outcomes that we believe will result
from the actions we take.

This is called the preferences, beliefs, and constraints approach.
The relationship between these three elements of the preferences,

beliefs, and constraints approach is described below and is shown in
Figure 2.2. Game theory, which you have already studied, is an important
example of the preferences, beliefs, and constraints approach.

❯ EXAMPLE The preferences,
beliefs, and constraints
approach is sometimes called
rational choice theory or the
rational actor model, but we
prefer the more specific label
that we use here as it
identifies the three important
elements making it up.

PREFERENCES, BELIEFS, AND CONSTRAINTS APPROACH According to this
approach, from the feasible set (which includes all of the actions open to the
person given by the economic, physical, or other constraints she faces), a person
chooses the action that she believes will bring about the outcome that she values
most as given by her preferences.



OUP CORRECTED PROOF – FINAL, 11/9/2021, SPi

Preferences, Beliefs, and Constraints 57

Figure 2.2 Preferences, beliefs, and constraints. The actor may choose from a set
of feasible actions (the constraint set on the left). Combining that set with her
beliefs about the outcome produced by each of the actions in the constraint set,
she then has a set of outcomes that she believes are feasible, depending on her
choice of an action. From all of these outcomes in the set believed to be feasible,
she identifies the one that is ranked highest according to her preferences and
then takes the action that she believes will bring about this outcome.

Constraints
(Feasible set
of actions)

Beliefs
(which actions result

in which feasible outcomes)

Set of
outcomes

believed to
be feasible

Choice of
an action

Preferences
(evaluation of

feasible outcomes)

Constraints: Limits on action
From a long list of things a person might consider doing, constraints define
a more limited possible set of actions, namely the shorter list of all of those
so-called feasible actions she can carry out. In the game theory introduced
in Chapter 1, the constraint was the set of possible actions, that is, a list
such as “Fish 10 Hours,” “Fish 12 Hours” or “Plant Early,” “Plant Late.”
Constraints may be imposed by personal limitations, by laws of nature,

or by the force of law. A constraint can also reflect a decision by the actor
to eliminate some action from the feasible set of actions on moral grounds,
irrespective of the payoffs. Reasons for eliminating some actions from the
feasible set include keeping promises, not harming a friend, or obeying
the law.
In Table 2.1 we give examples of how the preferences, beliefs, and con-

straints approach can be applied. The list of feasible actions given by
constraints need not be just a list of particular actions, like drive or take
the bus. When marketing their output (first row of the table), the owners
of a firm, for example, can set any price they like (anywhere from 0.00 by
penny increments up to some very high number).
Wealth, the availability of credit, and the prices of goods impose con-

straints on an actor’s consumption. The institution of private property
also imposes limits: it means that theft is not an option for increasing
your consumption. Given private property and in the absence of gifts or
transfers from a government, the total amount of goods and services you
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Table 2.1 Applications of the preferences, beliefs, and constraints framework. Real choice situations
are typically not as simple as shown below. The urban resident, for example, may care both about
travel time to work and his carbon footprint.

Actor Constraints
(feasible set of
actions)

Beliefs
(information about
which actions will
result in the
preferred state)

Feasible
outcomes
(states that
could result
from the
actions)

Preferences
(ranking of all
outcomes)

Firm owner High or low
prices

The demand curve
(how quantity
depends on price)

Various levels of
profits

Maximize profits

Urban resident Drive or take the
bus

How many others
will drive

Travel time Minimize travel
time

Ordering a meal The menu; your
budget

Simple: just order
the best you can
pay for

Meal quality,
money left over

Maximize
payoffs (choose
the meal you
rank highest,
taking account
of the cost)

can consume is limited by your wealth and how much you can borrow. So
when we study someone’s consumption, their budget constraint is a critical
factor as people have a certain budget determined by wealth, access to
credit, and prices all limiting how much they can buy.

Beliefs: Translating actions into outcomes
Beliefs are a person’s understanding of the outcomes that her actions will
bring about.
In many cases what I must do to get the outcome that I prefer depends

on what other people do. I would like to spend the evening with friends, but
where I should go to make it happen depends on where I think my friends
will go. Given that I cannot communicate with my friends (the batteries in
their phones have run out), my action (where I will go) will therefore depend
on my belief about where I will find my friends.

❯ EXAMPLE The word
“belief” is often used to refer
to spiritual matters (“religious
beliefs”); but in game theory a
belief is a statement about
how the world works, namely
what action is required to
bring about some particular
outcome.

In Table 2.1 the owners of firms are not constrained to set any particular
price, but if theywant to translate their choice of a price intowhat they care
about—profits—they must form an opinion about the number of units they
will be able to sell at each price. This is the demand curve, and it expresses

BELIEFS Beliefs are an individual’s understandings of the relationship between
an action she may take and the outcome of the action.
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the owner’s beliefs about the relationship between their action (the price)
and an outcome (how many goods they will sell).

Preferences: Reasons for preferring one outcome over
another

❯ EXAMPLE While most
widely used in economics, the
preferences, beliefs, and
constraints approach is also
used in political science, for
example, to understand the
strategies followed by elected
officials seeking to maximize
their chances of re-election,
in law to design criminal or
civil penalties to effectively
deter illegal activity, and even
in biology to study the
evolution of genes, modeled
as if they are “trying to”
increase their numbers.

Preferences are evaluations of outcomes that provide motives for actions.
A person’s preferences are the reason why she takes the action that she
believes will bring about the outcome that is better than or at least as
good as the others. In Chapter 1, preferences were represented by the
payoffs in games that people played. For each player, a strategy profile
was associated with a number—her payoff—and players chose actions that
they believed would result in the strategy profile with their most preferred
(highest payoff) outcome.
In many games, preferences are represented by money payoffs. But,

more broadly, preferences represent the favorable (positive) or unfavorable
(negative) feelings a person has about an outcome that leads them to try to
make an outcome happen (high payoff) or that leads them to try to avoid an
outcome (low payoff). Preferences include:

• tastes (food likes and dislikes, for example);

• habits (even addictions);

• emotions (such as disgust and anger) often associated with visceral
reactions (such as nausea or an elevated heart rate);

• social norms (for example, preferences that induce people to prefer to be
honest or fair); and

• psychological tendencies (for aggression, extroversion, and the like).

The difference between preferences and beliefs is simple. A preference
says: I like the outcome X more than the outcome Y. A belief says: I believe
I can get X to happen if I do some action Q.

Self-regarding and other-regarding preferences
A feature of the preferences, beliefs, and constraints approach is that
it allows us to model choices based on the entire range of preferences
whether they be entirely self-regarding, caring for others (wishing them
well or wishing to harm them), reflecting religious commitments, or any
of the other reasons we may have to value some outcome more than
another.

PREFERENCES Preferences are evaluations of outcomes of one’s actions that
provide motives for taking one course of action over another.
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A key distinction about our preferences is whether in evaluating the
results that we believe our actions will bring about (the right-hand part of
Figure 2.2) we think about the results that we ourselves experience only, or
whether we also consider the results that are experienced by others. This
gives us two categories of preferences:

• If we think only about the results experienced by ourselves, we have self-
regarding preferences.

• If we also think about the results experienced by others, then we have
other-regarding preferences.

An example will clarify why we introduce these two terms.
Abraham Lincoln is said to have remarked: “When I do good, I feel good.

When I do bad, I feel bad. That is my religion.” Does this mean that Lincoln’s
“good” acts were in fact self-regarding because theymade him feel “good?”4

That does not follow. He had other-regarding preferences leading him to
act differently than if he cared only about the outcomes that he personally
experienced.
In the preferences, beliefs, and constraints model all actions are moti-

vated by preferences, so doing a preferred thing cannot be termed “selfish”
without making all behavior selfish by definition. That is why we use the

HISTORY In 1977 Amartya
Sen wrote “Rational Fools” in
which he pointed out that the
preferences beliefs and
constraint approach ignores
the importance of promises,
what he called commitments.
The reason is that the
approach seeks to explain
behavior entirely on the basis
of the actor’s anticipation of
what her actions will bring
about in the future. Honoring
a past commitment—not
because she would otherwise
feel guilty in the future, but
because it is the right thing to
do—cannot be modeled in the
preferences, beliefs, and
constraints approach.

term self-regarding rather than “self-interested” or “selfish.”
For example, if you (like Lincoln) enjoy helping others, and you act on

these preferences, does this mean you are selfish (because, for example,
that’s what gives you a sense of leading a good life)? No, it does not. You are
acting on your preferences, but they are other-regarding because you enjoy
trying to make the results that others experience be what they would want.
Do not think that ‘other-regarding’ means “good” or “admirable.” Other-
regarding preferences include feelings of altruism toward others, but they
also include negative feelings about others, such as envy, spite, racism, and
homophobia.
In sections 2.10, 2.13, and 2.11 we provide some evidence fromexperiments

about other-regarding preferences and how common they are across the
world.

OTHER-REGARDING PREFERENCES A person with other-regarding preferences,
when evaluating the outcomes of her actions, takes into account their effects on
the outcomes experienced by others as well as the outcomes she will experience.

SELF-REGARDING PREFERENCES When choosing an action, a self-regarding
actor considers only the effect of her actions on the outcomes experienced by the
actor, not outcomes experienced by others.
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“Rationality”
The term rational in economics means acting on the basis of:

• Complete preferences This means that for any pair of possible outcomes
that a person’s actions may bring about, A and B, it is the case that the
person prefers A to B, or B to A, or is indifferent between the two (A and
B are equally preferred).

❯ EXAMPLE Preferences are
not complete if there is some
other pair, say A and D for
which none of the above
three comparisons can be
made. For example, if you ask
someone to choose one of
the three statements “I prefer
A to D,” “I prefer D to A,” and “I
am indifferent between A and
D” the person responds “none
of the above.”

• Consistent preferences If an individual with consistent (also called tran-
sitive) preferences prefers a bundle of goods A to another bundle B, and
bundle B to a third bundle, C, they cannot prefer C to A.

A person with complete preferences, which requires only that she can
rank all pairs of outcomes, might nonetheless violate the consistency
assumption. So she could preferA toB,B toC, andC toA. All thatmatters for
completeness is that she can rank each pair. But rationality requires both
completeness and consistency.
In the heading at the start of this section, we put quotation marks around

rationality to underline the difference between how economists use the
term and how it is generally used, that is, to mean “based on reason.” But in
economics, as you can see from the above definition, it means something
entirely different.

• Rationality does not say anything about what it is that the person values:
A completely generous and ethical person is rational as long as her
preferences are consistent and complete.

• Rationality does not mean being intelligent or well informed: The beliefs
that (along with preferences) determine the choices a personmakes need
not be true.

Moreover, people with incomplete preferences would hardly be called
“irrational” in the ordinary meaning of that term, meaning “not logical”
or “unreasonable.” Ask yourself if your preferences are complete for the
following outcomes: express preference or indifference over which of your
two dearest friends will be tortured to death. If you were to say “I cannot

RATIONAL A rational person has complete and consistent (transitive)
preferences and can therefore rank all of the outcomes that their actions may
bring about in a consistent fashion.

COMPLETE PREFERENCES Complete preferences specify for any pair of possible
outcomes that a person’s actions may bring about, A and B, that A is preferred to
B, B is preferred to A, or they are equally preferred.

INDIFFERENCE When a person is indifferent between two outcomes, they do not
prefer one over the other.
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rank those two outcomes, nor am I indifferent between them” you would
not be “rational” by the economic definition, but nobody would think your
behavior was unreasonable either. We might be more inclined to worry
about the person who would be able to make such a ranking.

CHECKPOINT 2.1 Why beliefs matter Consider the coordination prob-
lems studied in Chapter 1.

a. Explain why in the Assurance Game representing planting in Palanpur,
the action taken by each farmer depends on what they believe the other
farmer will do.

b. In the same game explain why the farmer who believes most other
farmers will plant late, will also plant late.

c. Explain why Ben’s belief about what Aisha will do matters for how he will
play in the Disagreement Game.

d. Are there any games you have learned so far in which beliefs about what
the other does did not affect the outcome of the game?

2.3 TAKING RISKS: PAYOFFS AND
PROBABILITIES

Figure 2.3 Amartya Sen, born
in 1933 in the then British
colony of India and a Nobel
Laureate in economics, has
combined economic and
philosophical reasoning to
propose a new view of human
well-being based not on what
we have but what we can
do—our capabilities. His book
Development as Freedom
makes the case that the
success of an economy should
be judged by the scope of the
real choices that are open to
all. His essay “More than 100
million women are missing”
documented the differential
mortality of males and
females—especially as
infants—associated with
limited rights and power of
women.
Photo © Norman McBeath/National
Portrait Gallery, London.

Beliefs become especially important in cases where we have to take some
action without knowing for sure what the outcome will be. You make many
of this kind of choice every day, from the important choices of what to study
at university, to more trivial choices like whether to take an umbrella to
class. The theory of decision-making in these cases rests on the idea that
the evaluation of how good a course of action is depends on:

• how much the decision maker values each of the possible but uncertain
outcomes of the action, and

• the decision maker’s beliefs about how likely each outcome is.

Herewe introduce a basic concept for decision-makingwith risk—expected
payoffs—that will be used throughout the book. In Chapter 13 we return to
the topic of risk including preferences about taking risks and the value of
insurance.

CONSISTENT PREFERENCES Preferences are consistent if whenever an
individual prefers a bundle of goods A to another bundle B, and bundle B to a
third bundle, C, they cannot prefer C to A. Consistent preferences are also known
as transitive preferences.
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The value of uncertain outcomes: Expected payoffs
There are two possible but uncertain outcomes of the action “take an
umbrella to class,” namely, “keep dry walking home in the rain” and “carry
the umbrella to and from class without even opening it, because it does not
rain.” The feasible actions of the decision-maker are just: take the umbrella
or not.
According to the preferences, beliefs, and constraints approach, the

decision maker assigns numbers indicating how much she values each of
the possible four outcomes shown in Table 2.2. These numbers give the
ranking of the four possible outcomes: (Don’t take the umbrella, No rain) is
better than (Take the umbrella, Rain) and so on. But if they are to provide
a framework for making a decision when you do not know for sure if it is
going to rain or not, the numbers have to bemore than a ranking. They have
to indicate how much the actor values each of the possible four outcomes.
So for example taking the umbrella when it rains is five times better than
not taking the umbrella when it rains.

Table 2.2 Two contingencies (Rain or
No rain) and two actions (Take the
umbrella, or Don’t). The payoffs
correspond to the coincidence of an
action and a contingency, so Anoushka
receives 15 if she plays Take the
umbrella when the contingency is Rain,
and she receives 8 if she plays Take the
umbrella and the contingency is
No rain.

Uncertain event
(contingency)
Rain No rain

Action Take 15 8
Don’t take 3 20

We call these numbers the payoffs to each of the four possible outcomes.

The likelihood of uncertain outcomes: Beliefs
Only one of these two uncertain events will occur. Whether, at the end
of the day, it turned out to have been a good idea to have brought the
umbrella is said to be contingent on (meaning: depends on) whether it rains
or not. The payoff to the two actions in this case is said to depend on a
contingency. The contingency in this case is whether or not it rains, and the
payoff to taking the umbrella is contingent on (depends on) its occurrence.
When you decide what to study at university before knowing what kind

of work you’ll do after, you’re making choices about contingencies too: do
you go risky and study drama, or do you go safe and do accounting? In this
case, the contingencies include the uncertainty about how good you will be
at the field you choose and your chance of getting a job in your field. We
return to risky choices about education in Chapter 13.

CONTINGENCY A contingency is a state of the world that may or may not
happen and that affects the payoff to some action.

PROBABILITY DISTRIBUTION A probability distribution for n contingent
outcomes of a decision is a list of non-negative numbers {P1,P2, . . . ,Pn} that add
up to 1. These probabilities express the decision maker’s belief about the
likelihood that each of the n contingent outcomes will occur.

RISK The term risk is conventionally used in economics to describe situations in
which payoffs depend on contingencies, and the probabilities of each contingency
occurring are known.
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The theory of decision-making about risky outcomes concerns a decision
maker, call her Anoushka, who has beliefs about the probabilities (Pi) that
each of the contingencies i = 1,… ,n will occur. Her beliefs can be based
on observation, on empirical studies, guessing, experience, or superstition.
They need not be correct.
For simplicity we consider contingencies with just two outcomes (like

“it rains” or “it does not rain” above). The basic principles of decision-
making are the same no matter how many contingent outcomes there are.
In this case, we use the symbol P for the probability the contingency occurs,
understanding that 1−P is the probability the contingency does not occur.

The decision rule: Maximize expected payoffs
Often we must take an action prior to the realization of the contingency,
that is, before the contingency happens. But you have to make a choice
anyway.

HISTORY In 1947 John von
Neumann and Oskar
Morgenstern showed a way to
think about how people can
evaluate risky choices. When
the outcome of an action is
subject to a risky contingency,
how much we value an action
that we can take can be
expressed as a weighted sum
of how much we value the
alternative outcomes of our
actions (depending on the
realization of the
contingency). The weights in
the sum are the probability of
each outcome occurring if we
take the action.

To take account of the “action now, contingency later” aspect of the
decision problem we distinguish between:

• Expected payoff: how much the actor values taking the action given her
beliefs about the probability that the various contingencies will occur and

• Realized payoff: howmuch she values the outcome that actually happens,
that is, after a contingency has been realized (“realized” heremeans really
happened, or actually occurring).

The expected payoff of an action is the basis for her choosing one course
of action over another: Anoushka chooses the action with the highest
expected payoff. Here is how she can calculate expected payoffs.
For each contingency, i, and each action she can take, x, Anoushka knows

the payoff of taking action x conditional on i happening, which we write as
π(x|i). For example, if i is the contingency of rain in the afternoon, and x is
the action of taking her umbrella with her in the morning, then her realized
payoff is π(x|i) associated with her having the umbrella when it rains. The
vertical line | is read “conditional on,” or “given,” so π(umbrella|rain) is
Anoushka’s payoff to having the umbrella (x) conditional on (|), or given, rain
(i) in the afternoon. For a contingency with two outcomes—numbered 1 and

❯ EXAMPLE If Anoushka’s
payoffs for the four possible
outcomes of her actions are
as in Table 2.2, and the
probability of rain in the
afternoon as 0.6, her system
of contingent payoffs for
taking the umbrella is
((15,0.6), (8,0.4)). These
numbers can be interpreted
as follows: since there is a
60% chance of rain, Anoushka
has a 60% chance of receiving
a payoff of 15 if she takes the
umbrella. Further, this means
that there is a 40% chance of
no rain; therefore, if Anoushka
takes the umbrella she has a
40% chance of having a
payoff of 8.

2—wehave to consider only two payoffs and the corresponding probabilities
of each, (π(x|1),P), (π(x|2), 1−P). The expected payoff to an action x given a
list of contingent payoffs is the weighted average of the payoffs for each
contingency where the weights are the decision maker’s belief about the
probability of each contingency being realized. We abbreviate the expected

EXPECTED PAYOFF In a situation of risk, the expected payoff to an action is the
sum of payoffs occurring under each contingency multiplied by the probabilities
that each contingency occurs.
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payoff to choosing x given the probabilities (P) of contingencies 1 and 2
being realized as E(πx,P) = E((π(x|1),P), (π(x|2), 1−P)):

Expected Payoff E(πx,P) = Pπ(x|1) + (1−P)π(x|2) (2.1)

Equation 2.1 expresses the fact that the greater the probability of an
outcome, the greater its weight in the weighted average calculated by the
expected payoff. For example, using the values from Table 2.2, Anoushka’s
expected payoff to taking the umbrella, assuming the probability of rain,
P = 0.6, would be 0.6 ⋅ (15) +0.4 ⋅ (8) = 9+3.2 = 12.2, that is, closer to 15 than
to 8 because the probability of rain is greater than one half.
Calculating expected payoffs with probabilities is essential to under-

standing strategic interactions, such as the games we introduced in Chap-
ter 1. But in games—that is strategic interactions with other people—the
contingencies include the strategies chosen by the other player, not just
things like whether it rains.

CHECKPOINT 2.2 Basis of probability assessments

a. Imagine that you are rolling two six-sided dice with sides corresponding
to one of each of the numbers 1, 2, 3, 4, 5, and 6. You calculate the sum
each time you roll the two dice simultaneously, for example, 1 + 2 = 3.
Explain why the probability of getting a total of 7 from rolling the two
dice is 1/6.

b. What is the expected payoff if you get paid $5 for rolling a sum of 6 or 8
on a roll of the two dice and $0 otherwise?

c. Go back to Table 2.2: What would Anoushka’s expected payoff to not
taking the umbrella be given the probability of rain being P = 0.6?

2.4 EXPECTED PAYOFFS AND THE PERSISTENCE
OF POVERTY
In games like the Prisoners’ Dilemma which have a dominant strategy
equilibrium, the action that will maximize your payoffs does not depend
on what the other player does, so it does not matter that you do not know
what the other will do.
But if—like inmost games—you are a player who does not have a dominant

strategy, your best response will depend on what the others do. We need
to take account of this in our decision-making rule. We can use expected
payoffs to understand the choice of which strategy to play in an Assurance
Game, like a farmer’s choice between Planting Early or Planting Late in the
Planting in Palanpur Game.

! reminder A player’s
dominant strategy is one that
is a best response for all of
the other players’ strategies; a
dominant strategy equilibrium
is a strategy profile in which
all players play a dominant
strategy.

The game is shown in Figure 2.4 to remind you of the game’s structure.
The payoffs in each cell indicate how much the farmer values the outcome
resulting from the strategy profile given by the particular row and column.
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Figure 2.4 Planting in Palanpur: an Assurance Game. Aram’s payoffs are listed in
the blue bottom-left corner. Bina’s payoffs are listed in the red top-right corner.
Aram’s best response to Bina’s choice of strategy is indicated by a black dot in the
relevant cell, while Bina’s best responses are indicated by hollow circles. The
Plant Early Nash equilibrium is Pareto efficient. The Plant Late equilibrium is not.

Ar
am

Ea
rly

La
te

Bina

Early Late

4

4

3

0

0

3

2

2

As you can see from the circles and dots, the game has two Nash
equilibria: (Early, Early) and (Late, Late). Comparing the payoffs at the two
Nash equilibria you also see that (Early, Early) is Pareto superior to (Late,
Late) because (4,4) is better for both than (2,2). But recall that the actual
Palanpur farmers plant late.
To see why this occurs, place yourself in the situation of one of the

farmers: you will consider what some other farmer will do as a contingency,
with P the probability that she will plant early. A farmer believing with
probability P that the other farmer will plant early and probability (1−P)
that the other farmer will plant late is an example of decision-making under
risk, since the farmer assigns probabilities to a contingency. In this case, the
contingency is the other farmer’s behavior.
We do not explore where these beliefs about probabilities come from,

but we can imagine that the farmer will form beliefs based on what other
farmers tell him or on the basis of their behavior in past planting seasons.
We will include just Aram and Bina in the game, but remember we use
only two players to simplify our analysis of what is really a much larger
population of many people like Aram and Bina.
If Aram believes that the probability of Bina planting early is P we can

construct his expected payoffs to each of his strategies, each part of which
is shown by Figure 2.5. In the equations below we use a “hat” on a variable
to mean “expected,” so π̂ reads “π hat.” Using these probabilities, Aram’s
expected payoff (E(π) or π̂) to playing Plant Early is:

π̂Early = π̂(Plant Early) = Pπ(Plant Early|Bina plays Plant Early)
+ (1−P)π(Plant Early|Bina plays Plant Early)
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Figure 2.5 Aram’s view of Planting in Palanpur. The figure shows Aram’s payoffs
only and his belief about the probability that Bina will play her two strategies:
Plant Early with probability P and Plant Late with probability 1−P. In any given
row Aram’s payoffs in a cell are multiplied by the probability that Bina plays the
strategy given by the column that the cell is in. We can calculate Aram’s expected
payoffs if he plants early by adding the payoff in each cell multiplied by the
probability that he will receive that payoff if he plants early. So we have: Plant
Early: π̂Early = 4 ⋅P+0 ⋅ (1−P). And similarly for the other strategy: Plant Late:
π̂Late = 3 ⋅P+ 2 ⋅ (1−P).
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Aram’s expected payoff to planting late is:

π̂Late = π̂(Plant Late) = Pπ(Plant Late|Bina plays Plant Early)
+ (1−P)π(Plant Late|Bina plays Plant Late)

An expected payoff-maximizing farmer will choose to plant early or late
depending on which expected payoff is higher. As Figure 2.6 shows, for
Aram, which action this will be depends on the probability that he thinks
Bina will play Plant Early. The vertical axis is the expected payoff to each
strategy: Plant Early or Plant Late. The horizontal axis is the probability, P,
that Aram attributes to the contingency that Bina plants early: from left to
right P goes from P = 0 (the Bina plants late with certainty) to P = 1 (the Bina
plants early with certainty).
The two upward-sloping lines plot Aram’s expected payoffs to the two

strategies, Plant Early and Plant Late, showing how these depend on his
belief about the probability that Bina will play Plant Early (that is, for each
value of P).
The blue line graphs the equation for the expected payoff to Aram playing

the strategy Plant Early which (repeating it from above) is π̂Early(P) = P ⋅ 4+
(1−P) ⋅0 = 4P. When the probability the other farmer plants early is zero,
i.e. P = 0, the payoff to Plant Early is zero. When the probability the other
farmer will Plant Early is 1, i.e. P = 1, the payoff to Plant Early is 4.
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Figure 2.6 Aram’s expected payoffs to playing Plant Early or Plant Late depend
on his belief about the probability that Bina will Plant Early. Aram evaluated the
expected payoffs to his strategies based on the probability that Bina will play
Plant Early. The indifference probability where the two strategies have the same
expected payoff is Pi =

2

3
, and the payoff to playing Plant Late is greater than the

payoff to playing Plant Early for P = 1

2
. The intercepts of the vertical axes are the

payoffs in the payoff matrix for the planting game in Chapter 1 (Figure 2.4).
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We can draw the expected payoff line for Plant Late in the same way,
where the expected payoff to Plant Late is π̂Late(P) = P ⋅3+ (1−P) ⋅ 2 = 2+P
depicted in green, and where πLate(P = 0) = 2 and πLate(P = 1) = 3. We can
then interpret the expected payoffs as follows:

• Plant Late provides a higher expected payoff when P < 2

3
.

• Plant Early provides a higher expected payoff when P > 2

3
.

• The expected payoffs to the strategies are equal at the indifference
probability Pi =

2

3
(where a farmer is indifferent between Plant Early and

Plant Late).

The result is that Aramwill choose Plant Late as long as he believes that the
probability that Bina will Plant Early is less than two-thirds. Bina, facing the
identical situation, has the same decision rule: Plant Late unless you think
that Aram is going to Plant Early with a probability of at least two-thirds.
They will remain poor even though, had they somehow started off both

planting early, they would both have had twice the payoff (4 rather than
2). The poverty trap in which they find themselves is not the result of
rudimentary technology or infertile soil. What they lack is the “social
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technology” that would allow them to coordinate on the Pareto-superior
strategy profile, planting early. Their poverty is due to the rules of the game,
which make coordination difficult.

CHECKPOINT 2.3 A change in payoffs Redraw Figure 2.6 to represent a
new situation in which the payoff to playing Plant Late when the other
farmer plays Plant Late is 1 and the payoff to Plant Late when the
other plays Plant Early is 2. Explain why in this new situation if a player
believes that the other is equally likely to playing Plant Late or Plant Early,
then this person’s expected payoffs to playing Plant Late or Plant Early are
equal.

2.5 DECISION-MAKING UNDER UNCERTAINTY:
RISK-DOMINANCE
So far we have assumed that Aram and Bina have some idea (maybe a guess)
of the likelihood that the other would Plant Early. They faced risk (they
had some information on the probability of the contingent event), but not
uncertainty (no information at all). Decision-making under uncertainty is
especially important in the field of climate change, where there are some
contingencies for which there is no way to assign probabilities of their
occurrence. We can explore uncertainty by continuing with the Palanpur
farmers, but under slightly altered assumptions.
What is the farmer facing uncertainty to do? Economics does not have a

very good answer.

HISTORY The “principle of
insufficient reason” due to the
Swiss mathematician Jakob
Bernoulli (1655–1705) states
that if we have no information
on which to estimate the
probability that one of two
contingencies will occur, we
should consider them to be
equally likely. Not everyone
finds this satisfactory. John
Maynard Keynes found it
“paradoxical and even
contradictory.”5

A two-person risk-dominant equilibrium
Economists often use what is called the “principle of insufficient reason”
when a player has no information on which to place a probability on some
contingency. This principle holds that the farmer who has no information
on likely strategy choice of his neighbor will assign equal probability to
the two events and hence use the probability P = 1

2
that the other will

Plant Early. What is termed the risk-dominant strategy is that strategy
which yields the highest expected payoff when a player attributes equal
probability to the two actions of the other player.

UNCERTAINTY The term uncertainty describes situations where the decision
maker does not know and cannot learn the probabilities of the contingencies
affecting their payoffs.

RISK-DOMINANT STRATEGY The strategy in a 2 × 2 game that yields the highest
expected payoff when the player attributes equal probability to the two actions of
the other player.
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In the Planting in Palanpur Game, you can see from Figure 2.6 that a
farmer who assigns the probability P = 1

2
to the contingency that the other

farmerwill Plant Early will himself Plant Late (the green Plant Late expected
profits line is above the blue Plant Early expected profits line). His expected
payoffs are 2 = 1

2
⋅ 4 for Plant Early, and 2.5 = 1

2
⋅3+ 1

2
⋅ 2 for Plant Late.

Plant Late is therefore the risk-dominant strategy, that is, the strategy
that maximizes the farmer’s expected payoffs when P = 1

2
. You can confirm

this by going back to Figure 2.6: at P = 1

2
the green line (expected payoff to

playing Plant Late) is above the blue line (expected payoff to playing Plant
Early). Because this is true for the other farmer as well, both farmers playing
Plant Late is the risk-dominant equilibrium.
Plant Late in the Planting in Palanpur Game is risk dominant because

planting early when the other plants late is muchworse (you get zero rather
than the payoff of two you would have received had you also planted late)
than planting late when the other plants early (you get three rather than
the four you would have received had you also planted early).

CHECKPOINT 2.4 Risk dominance and the worst-case outcome

a. Redraw the expected payoff line for planting early with the payoff to
playing Plant Early when the other farmer plays Plant Late to be even
worse than shown in Figure 2.6, e.g. −2 instead of 0.

b. In this case what is the indifference probability?

c. What is the least payoff to planting early when the other farmer plays
Plant Late that would make playing Plant Late no longer risk dominant?

A risk-dominant equilibrium in a large population
Instead of thinking about only two farmers, we can interpret the model as
portraying a population of farmers in a village like Palanpur itself. Like Aram
and Bina, the farmers face a multiplayer coordination problem: doing well if
they all Plant Early and doing poorly if they all Plant Late. They are currently
stuck in the poor equilibrium
We can repurpose Figure 2.6 such that the horizontal axis is the fraction

of the population going from 0 to 1 who choose Plant Early, P (reading left
to right) as shown in Figure 2.7. The payoff lines in the figure have the same
interpretation as before: They are the expected payoffs for any one of the
large number of identical farmers in the village. The probabilities translate
to population fractions too:

• P < 2

3
: When less than two-thirds of the population choose Plant Early

(i.e. more than one-third play Plant Late), the Plant Late strategy has a
higher expected payoff. So if last year P < 2

3
, then all farmers whether

they planted early or late, will reason that they should play Plant Late
this year. If they do that, then all of the farmers will end up with a payoff
of 2.
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Figure 2.7 Fraction of farmers planting early. P is the fraction of farmers playing
Plant Early. 1−P is the fraction of farmers playing Plant Late. In the case of the
population as a whole, the indifference probability (or in the case of a population
of players, the indifference fraction) shown at point i with fraction Pi corresponds
to the fraction of the population at which the players are indifferent between the
strategies (Plant Early or Plant Late). In the case of the whole population, point i is
also the tipping point: when a fraction of the population less than Pi plays Plant
Early all farmers will want to play Plant Late; when a fraction of the population
greater than Pi plays Plant Early all of the farmers will want to play Plant Early.
The arrows indicate this movement to the extremes of P = 0 or P = 1.
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• P > 2

3
: When more than two-thirds of the population select Plant Early

(i.e. less than one-third select Plant Late), the Plant Early strategy has a
higher expected payoff. At any fraction P > 2

3
, all farmers will do better

by choosing Plant Early. If they do so, they will end up with a payoff of 4.

• P = 2

3
: At two-thirds playing Plant Early and one-third playing Plant Late,

the expected payoffs are equal. The point at which the expected payoffs
are equal is a tipping point as a small change in the fraction planting
early will drive all players to adopt one or the other strategy: Plant Early
or Plant Late.

Now imagine that, as in the village of Palanpur, virtually all of the farmers
have been planting late year after year (maybe even generation after gen-

TIPPING POINT An unstable equilibrium at the boundary between two regions
characterized by distinct movements in some variable.
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eration). There would not be much uncertainty about what fraction of the
population would Plant Late the next planting season. Each of the farmers
would hold the belief that P is close to zero and as a result they all would
Plant Late, confirming their beliefs. The belief that almost nobody would
Plant Early sustains both the low income of the farmers, and the belief itself,
which year after year turns out to be correct.
Why does this occur? In the Fishermen’s Dilemma the best outcome for

one of the players is the worst for the other, so there is a conflict of interest
between the two. And this contributes to the difficulty of finding some way
of coordinating so as to avoid over-exploitation of the fishing stock.
This is not the problem in the Assurance Game. There is no conflict of

interest: All of the Palanpur farmers prefer the outcome when they all Plant
Early to any other outcome. Their failure to implement themutually desired
outcome is the result of their inability to coordinate on planting early rather
than late.
Is there a way things could have turned out better for the farmers? What

may seem to be a minor tweak to the rules of the game under which the
farmers are interacting can help them escape their poverty trap.

2.6 LEADERSHIP IN SEQUENTIAL GAMES: WHEN
ORDER OF PLAY MATTERS
The game we introduced to model the coordination problem facing Aram
and Bina was unlike many real-world social interactions, they were total
strangers who had no way of coordinating their actions, and they acted
simultaneously (or, at least, without knowledge of what the other had done).
But it might be that rather than playing simultaneously, they play sequen-

tially. Playing sequentially is a change in the rules of the game; it represents
a change in the institutions governing their interaction.Wewill see that this
seemingly small change makes it an entirely different kind of game possibly
even allowing Pareto-efficient outcomes.
To see how this could work, suppose the Planting in Palanpur Game

(Assurance Game) is now sequential. Arammoves first (he is called the first
mover) and Bina moves second. How will Aram reason?
He has to think about what Bina will do in response to his planting early

or late. He knows that:

• Bina’s best response to his playing Plant Late is to Plant Late and the best
response to his playing Plant Early is to Plant Early; and

• his payoff is greater if they both Plant Early.

FIRST MOVER A player who can commit to a strategy in a game before other
players have acted is a first mover.
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So hewill announce that hewill Plant Early, and Binawill respondwith Plant
Early. Rather than being stuck planting late with a small harvest, they have
now solved their coordination failure. How did they manage it?

❯ EXAMPLE The timing of a
sequential game does not
depend on actions being
taken in that sequence, as
long as commitments to those
actions can be taken in
sequence. A professor
commits to a grading policy in
her syllabus even if her
students haven’t written a
midterm exam or solved a
problem set yet. To design the
syllabus, the professor, using
backward induction, thought
through what a student would
most likely do in response to
her commitments in the
syllabus.

Game trees and extensive-form games
The answer is that the sequential nature of the game gave them a way
of acting together even if they had no way of coming to some kind of
enforceable agreement. By looking ahead to how Bina would respond to
his move, he got the highest possible payoff (4). And while this was not
his intention, he acted so that they would together implement the single
Pareto-efficient outcome.
What Aram did is called backward induction, a procedure by which a

player in a sequential game chooses a strategy at one step of the game by
anticipating the strategies that will be chosen in response by other players
in subsequent steps.
Sequential games provide opportunities for coordination among players;

and they also require a newway of modeling a game. So far we have studied
games in which we could represent the payoffs of each player in a matrix in
which each cell is a particular strategy profile. This is called a normal-form
(or strategic form) representation of a game. To study sequential games we
need to keep track of before and after, so we use what is called a game tree
(we will show one for the Palanpur farmers).
Game Trees have the same basic information as a normal-form repre-

sentation by a payoff matrix—they show the strategy set and the payoffs
associated with each strategy profile—except that the tree-like structure
tells us who moves when; and a strategy profile is now a path through the
branches of the tree. Including the time dimension—who knows what when
and the sequence of moves–in addition to the strategies with payoffs is
called an extensive form representation of a game.

BACKWARD INDUCTION Backward induction is a procedure by which a player in
a sequential game chooses a strategy at one step of the game by anticipating the
strategies that will be chosen by other players in subsequent steps in response to
her choice.

NORMAL-FORM REPRESENTATION OF A GAME The description of a game by a
matrix of strategies with payoffs associated with each strategy profile is the
normal-form (or strategic) representation of a game.

EXTENSIVE-FORM REPRESENTATION OF A GAME An extensive-form
representation of a game includes, in addition to the strategies with payoffs
associated with each strategy profile, the time dimension—who knows what, when
they know it, and the sequence of moves as described by a game tree.
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A game tree for the sequential version of the Planting in Palanpur Game
is shown in Figure 2.8. The player at the top of the tree moves first, with
subsequent players moving in sequence after the first player. (The “top” of
the tree is the trunk, and the branches extending from it are shown below
the trunk. The passage of time is shown as a movement down in the figure
from the trunk to the branches).
A strategy in a sequential game is a statement of the action a player will

take at any point in the tree at which it is her turn to act (whether or not
that point will ever be reached). This differs from the strategies we have
considered so far, whichwere simply actions like Fish 10 hours or Plant Late.
Strategies are now contingent on what has happened so far in the game. So
in the example above Bina’s strategy was Plant Early if Aram Plants Early.
Aram is the first mover, so he is at the top of the game tree. Bina is the

second mover, so she is shown farther down the tree, acting knowing what
strategy Aram has chosen. Each player’s action—Plant Early or Plant Late—
is shown alongside a branch of the tree to indicate which action the player
chooses as they move along that branch.
Players best respond based on their payoffs, shown at the end of a

branch of the game tree that indicates a specific path to that end point,
Aram planting early, then Bina planting early; Aram planting early, then
Bina planting late; and so on. The payoffs (first-mover’s payoff, second-
mover’s payoff) are those shown in the normal-form representation of the
simultaneous game in Figure 2.4 (which we saw in Chapter 1). Because of
the branching tree-like structure of the figure there is only one path from
the start of the game to each of the end points.
In Figure 2.8 on the left-hand side we have the full game tree, showing

all the potential payoffs for the game. Bina is the second mover and she
needs to decide what to do at each point where she could move. If Aram
plants early, Bina can get a payoff of 4 for planting early, or a payoff of 3 for
planting late. So, if Bina is self-interested, then she will plant early when
Aram plants early (4 > 3).
Bina also has to make a choice between her actions if Aram plants late.

Bina can get a payoff of 0 if she plants early given Aram planting late or a
payoff of 2 if she plants late given that Aram plants late (2 > 0). So Bina will
plant late when Aram plants late.
We now knowwhat Binawill do, but what will Aram choose to do knowing

this? Using backward induction Aram will have a choice between a smaller
set of payoffs, shown in the Figure 2.8 (b): either 4 if he plants early or 2 if
he plants late. So he will choose to plant early. As a result, the only Nash
equilibrium of the game is (Plant Early, Plant Early) with payoffs (4,4).

❯ EXAMPLE Think of a
strategy in a sequential game
as a complete list of
instructions covering any
possible situation that could
come up that the player could
leave with an assistant, if the
player could not be present
for the actual play of the
game.
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Figure 2.8 Game tree of the sequential Planting in Palanpur (Assurance) Game.
Panel (a) presents the full game tree for both players. The color on the branches
representing actions taken by the player (blue for Aram, red for Bina) match the
payoff numbers at the end of the branches (first-mover’s payoff first,
second-mover’s payoff second). In panel (b) we illustrate how Aram uses
backward induction by crossing out the branches that he knows Bina will not take
if that point in the game is reached. If he has planted late she will definitely not
plant early. Considering the remaining branches Aram’s possible payoffs are now
reduced to 4 if he plants early and 2 if he plants late. So backward induction leads
to the solved game in panel (c) with the arrows indicating the path to the Nash
equilibrium (Plant Early, Plant Early).
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(c) Fully solved Game

CHECKPOINT 2.5 Back in Palanpur Making the game sequential solved
the problem for Aram and Bina. But would that work for the couple of
hundred families in Palanpur? Suppose some order of play was determined
and that the first family had announced that they would Plant Early. Would
the second family then follow? And the third? What would you do if you
were first mover in this game? If you were 27th mover and the first 26 had
all chosen Plant Early?

2.7 EQUILIBRIUM SELECTION: FIRST-MOVER
ADVANTAGE IN A SEQUENTIAL GAME
Being first mover did not give Aram any particular advantage over Bina
in the Planting in Palanpur Game, it just allowed him and Bina jointly to
coordinate on the Pareto-efficient Nash equilibrium. The result would have
been the same had Bina been first mover.
But sometimes it is advantageous for a player to move first; this person

then has what is called first-mover advantage.
Think about the Disagreement Game from Chapter 1. Recall that two

players, Aisha and Ben, have a disagreement over which (or perhaps both)
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Figure 2.9 Game tree of the Language (Disagreement) game. Panel (a) presents
the full game tree for both players. Panel (b) shows the solved game tree with the
arrows indicating the path to the Nash equilibrium (Stick to Swahili, Improve
Swahili). Aisha’s actions are shown by the blue branches and Ben’s by the red
branches. Aisha’s actions are reduced because she has projected forward in time
and used backward induction to work out what Ben will do. This reduces Aisha’s
choices to a payoff of 4 if she plays Stick to Swahili and a payoff of 2 if she plays
Improve English. So backward induction leads to the Nash equilibrium of the
game being (Stick to Swahili, Improve Swahili) with payoffs (4,2). The outcome
favors Aisha over Ben because she has a first-mover advantage.
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(b) Solved game tree

of them should study to improve the language spoken by the other. Both
prefer that they both be good at speaking some common language. But,
Aisha prefers that it be Swahili and Ben prefers that it be English. What
happens in this game when Aisha is the first mover rather than when they
both move simultaneously?
Considering the game tree in Figure 2.9, we can solve the game by

backward induction and see that the Nash equilibrium of the game is (Stick
to Swahili (for Aisha), Improve Swahili (for Ben)) with payoffs (4,2). The
outcome (Improve English, Stick to English) which was one of two Nash
equilibria in the simultaneous version of the game is no longer a solution in
the sequential version of the game if Aisha is first mover. Aisha does better
as a firstmover because she obtains her preferred outcome. Benwould have
benefited in the same way had he been first mover.
The reason why being first mover gave Aisha an advantage is that the

simultaneous game has two Nash equilibria—one preferred by Aisha and
the other by Ben. In the sequential game the first mover determines
which of the two Nash equilibria will occur. Once Aisha has moved and
has established that she will Stick to Swahili (and not try to Improve
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English), Ben needs to take Aisha’s move as given. He must therefore
choose his best response to Aisha choosing Stick to Swahili. Given that he
would like to communicate with Aisha, his best response is to Improve his
Swahili.
Remember that Aram’s first-mover status in the Planting in Palanpur

game did not allow him to benefit at Bina’s expense; but this was not the
case with Aisha, her first-mover status gave her an advantage over Ben.
First movers in a modern economy are more like Aisha:

• Employers: they commit to the wage, job requirements and working
conditions; workers—actual and prospective—best respond to that.

• Banks and other lenders: they set the interest rate, repayment schedule,
and other aspects of a loan contract. Borrowers and would-be borrowers
best respond to that.

• Owners of major companies: in the US Walmart, Amazon, Apple—commit
to prices and delivery schedules. Consumers best respond.

The fact that people occupy different positions in our economy—employers
and workers, lender and borrowers—interacting under rules of the game
that give some first-mover status and other special advantages is an impor-
tant part of the explanation of inequality of wealth and income, as we will
see in Chapters 11, 12, 13, and 15.

CHECKPOINT 2.6 Ben has the first mover advantage

a. Consider the sequential Disagreement Game shown in Figure 2.9. Redraw
the game tree, with Ben as the first mover rather than Aisha. Show that
(Improve English, Stick to English) is the Nash equilibrium of the game.

b. Assuming that the payoffs in the Disagreement Game are in hundreds of
dollars and that you are Ben, how much would you pay for the privilege
of being first mover (i) if otherwise Aisha would be first mover, and (ii)
if the game were to be played simultaneously (so that there is no first
mover)?

2.8 INSTITUTIONAL CHALLENGES: COMMON
PROPERTY RESOURCES, PUBLIC GOODS, AND
CLUB GOODS
In the games you have studied—Prisoners’ Dilemma, Assurance, Disagree-
ment, and others—coordination problems arise because when we interact
with others we affect their well-being—positively or negatively—and these
external effects are not taken into account when we decide on a course of
action. The nature of these external effects and how changes in the rules
of the game can avoid or lessen the resulting coordination failures depend
on the nature of the goods in question.
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A taxonomy of goods
To better understand the kind of coordination problems that we face and
howwemight design effective remedies, we classify goods according to the
kinds of external effects associatedwith them and the reasonwhy these are
a problem. To do this we ask two questions, introducing two new terms:

• Is the good rival or non-rival?

• Is the good excludable or non-excludable?

When a good is rival, the benefits of its use are limited: more people using
the good reduces the benefit available to others. Your phone is a rival good:
your using it prevents me from using it at the same time. But information
typically is non-rival: the fact that I know what time it is and give this
information to you does not deprive me of the same information, as would
be the case if I gave you my phone.
So, to remember the distinction between rival and non-rival goods think

how different the reaction would be if you met someone in the street and
politely asked:

• “Excuse me, could you give me the time of day?” or

• “Excuse me, could you give me your phone?”

When a good is excludable a potential user may be denied access to the
good (or excluded from its usage) at low or zero cost. Your home is an
excludable good: all you have to do is lock the door. The music from an
outdoor concert in a park is non-excludable.
We make use of these distinctions to provide the taxonomy shown in

Table 2.3. The four categories shown there are “pure cases” introduced to
clarify distinctions. In reality many goods or resources have some aspects
of a public good (they may be a little bit rival and a little bit excludable). The
same is true of the other three categories.

RIVAL A good is rival when more people using the good reduces the benefits
available to other users.

EXCLUDABLE A good is excludable when a potential user may be denied access
to the good at a low or zero cost.
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Table 2.3 Public, private, common property, and club goods. In parentheses are
examples of the kinds of goods.

Excludable Non-excludable

Rival Private good Common property (pool) resource
(clothing, food) (fishing stocks, potential buyers)

Non-rival Club good Public good
(streaming music, online movies) (global climate, rules of calculus)

Non-excludability and external effects
If we just think about the pure cases for now, we have the following
classification. Common property resources are rival and non-excludable,
like in the Fishermen’s Dilemma in Chapter 1. The more one fished, the less
others caught; but in the absence of an enforceable agreement between the
two, no fishermen could be stopped from fishing, so the common property
or pool (the lake) was non-excludable.
Examples of common property resources and their associated coordina-

tion problems include congestion in transportation and communications
networks, overuse of open-access forests, fisheries, water resources.
Status is another common property resource; not everyone can be high
status (there is a limited amount to go around) so it is rival. But nobody
can be excluded from acquiring status symbols and engaging in other
social-climbing activities. Using common property resources imposes
external costs on others. As a result, common pool resources will be
overexploited.
A public good is both non-rival and non-excludable. A private good is

neither: it is both rival and excludable. A slice of pizza is a private good:
it is rival because if you eat it nobody else can enjoy it. It is excludable
because the pizza seller can exclude you from eating it if you do not pay
for it. By contrast, weather forecasts (on your phone, website, or the radio)
are a public good. As more people use the weather forecasts the bene-
fits that those already using the forecasts receive do not decrease, the
benefits of the weather forecasts are non-rival. No person can be excluded

COMMON PROPERTY RESOURCE A common property resource is rival and
non-excludable. See also public good, private good, club good

PUBLIC GOOD A public good is non-rival and non-excludable. See also common
property resource, private good, club good.

PRIVATE GOOD A private good is rival and excludable. See also common
property resource, public good, club good.
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from access to the information about the weather; therefore the benefits
are non-excludable.
When a person contributes to a public good—for example by producing

some new information of value to everyone—she is contributing benefits
to others, so she confers external benefits on others. The problem here
is that the person does not benefit from the positive external effects that
her actions convey on others. So unless the actor values the well-being of
others as much as her own (very unlikely) the public good will be under-
provided.

❯ EXAMPLE Club goods. The
physical book you are reading
is a private good—though you
can access a free pdf online
so its content is a public
good—but another recent
economics textbook The
Economy by the CORE team
(including one of your current
authors) is a public good
entirely available in open
access digital form on any
device.

In contrast with public goods and common property resources, there are
club goods. Club goods are non-rival, but people can be excluded from their
consumption. Common examples include collecting a toll on a little used
highway, charging admission to an uncrowdedmuseum, or requiring people
to pay for streaming video and music.
Intellectual property rights such as patents and copyrights are club

goods. These legal devices give a person—the patent or copyright holder—a
monopoly over a piece of information or a design. This monopoly allows the
owner to exclude people from the use of information, which in the absence
of the intellectual property rights would be a public good.
This makes it clear that how some good or resource is classified in our

two-by-two taxonomy depends not only on the nature of the good itself,
but also on the rules of the game that determine whether it is excludable or
not. Information is typically a public good, but it can be made a club good if
a person is granted a copyright or patent making some piece of information
excludable.
We analyze the coordination problem that occurs when our economic

activities are overexploiting a common property resource in Chapter 5.
Here we study the problem of public goods.

CHECKPOINT 2.7 A taxonomy of types of goods

a. Look again at Table 2.3 and think of at least two further examples for
each of the four categories of goods.

b. Why are the rules of calculus a public good, but the formula for making
Coca-Cola not?

c. What kind of good is the formula for making Coca-Cola?

CLUB GOOD A club good is non-rival and excludable.
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2.9 THE PUBLIC GOODS GAME
To better understand public goods we start with an example. Think about
a group project in which, say, five students collaborate on a report and a
presentation and all receive the same grade based on the quality of their
joint work. A project like this is a public good.
A more pressing example is global climate: it is experienced by everyone.

Efforts to address the problem of climate change contribute to a public
good: that is, a more sustainable environment. Another example is the rules
of calculus: if you learn how to differentiate, that does not deprive others
of the knowledge of the same rules of differentiation.
This sounds like a good thing. But there is a problem. Why do people

produce or contribute to the provision of a public good? If nobody can be
excluded from enjoying the good, it’s hard to see how it would be possible
to make money by providing it. (Imagine trying to make a living by selling
or renting the rules of calculus!)
We can describe the problem of provision of a public good by a game.

It shares with the Prisoners’ Dilemma Game the feature that everyone
could do better if they agreed on a common course of action (i.e. they all
contribute) but the dominant strategy for a self-regarding player is not to
contribute. A player who does this is called a free rider. Because it has the
same incentive structure, the Public Goods Game is sometimes called an
n-person Prisoners’ Dilemma. The Public Goods Game has been played as
an experiment around the world.

Rules of the Public Goods Game
Here are the rules of the experimental game:

• n players are each given some amount of money z called an endowment.

• Each player simultaneously selects an amount ei, 0 ≤ ei ≤ z to contribute
to the public good (think of ei as player i’s “effort” in contributing to the
public good).

• The amount of the public good produced depends on the level of contri-
butions. For example it could be half of the sum of all of the contributions.
In this case the productivity of contributions would be one-half.

• Each player, regardless of whether they contribute or not, obtains the
entire benefit of the total amount of the public good produced.

As a result of the rules, each player’s payoff can be read as follows:

Own payoff = Endowment−Contribution+Productivity×Total contributions

FREE RIDER A free rider is a person who benefits from the cooperation or
generosity of others, while not reciprocating in a cooperative or generous way, for
example, not contributing in a Public Goods Game.
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Figure 2.10 A four-player Public Goods Game with choices to contribute or not.
Each player can play either Contribute or Don’t Contribute, and, as there are four
players, this means that the number of others contributing can be any of the
numbers 0, 1, 2, or 3 players playing either of the strategies. Playing Don’t
Contribute yields a higher payoff for the player regardless of how many players
play Contribute or Don’t. Therefore, Don’t Contribute is a strictly dominant
strategy. The payoffs are consistent with M-Note 2.1.
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Figure 2.10 illustrates the benefits of the public good minus the costs
of contributing to a public good in a four-person Public Goods Game. In
the version of the game we depict, they can each contribute $10 or $0:
which we call “Contribute” or “Don’t.” Now compare how a player does if
they Contribute (red line) or Don’t (blue line) if they are the only one who
contributes, or there are 1, 2, or all 3 others contributing. You can see that
in every case she will earn higher payoffs by not contributing. Therefore, if
all players are self-regarding, the dominant strategy equilibrium is Pareto
inefficient; but an alternative outcome, full contribution by all, which is not
a Nash equilibrium, is Pareto efficient.
As a result, economists expected that when this game is played for real

money that no playerwould contribute. Theywere in for a surprise. But first
wewill explain the logic of the experiments that provided the surprise.

M-NOTE 2.1 The Public Goods Game: another coordination problem

In Figure 2.10, there are four players and we limited their actions to either
contributing $10 (Contribute) or contributing $0 (Don’t Contribute), but in a
standard Public Goods Game players can contribute any amount up to and
including their entire endowment (such that for player i, ei = z). Then player
i’s payoff is given by :

πi = z− ei +M∑
j
ej for j = 1, . . . , i, . . . ,n (2.2)

continued
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where:

• z is the endowment of money the player receives from the experimenters.
• ei is the contribution player i makes.
• M is the multiplier, or the productivity of contributions < 1.
• n is the number of players with nM > 1.

• ∑j e
j is the total amount contributed by all players including player i.

Why the public good is good. The requirement that nM > 1 ensures the
total benefits of contributing to the public good exceed the costs. Because
contributing one more unit produces some fraction M of a unit of the public
good that is enjoyed by all n players, the total benefit is nM > 1. The total
benefit (to all members of the population) exceeds the cost of a single
member’s contribution.
Why not contributing is a dominant strategy. You can also see from

Equation 2.2 if you differentiate π with respect to ei that contributing, say,
one unit more changes person i’s payoff by −1+M. This is the cost of
contributing minus the public good that the contributor herself enjoys as the
result of her own contribution. ButM < 1 so contributing anything reduces the
contributor’s payoffs. And this is independent of the amounts contributed
by others. This is why not contributing is the dominant strategy for a self
regarding player.

CHECKPOINT 2.8 Two-action Public Goods Game

a. Draw a payoff table with two players, A and B, playing the Public Goods
Game. Limit their actions to contributions (e) of e = 10 and e = 0 with
M = 0.5. Check which is the dominant strategy and explain why. What
happens if M = 0.75?

b. Revise your payoff table and check what would happen if the strategies
were e = 1 and e = 0 with M = 0.5? Would anything change? What hap-
pens if M = 0.75?

c. Think about the condition M < 1 <Mn. Why must this be true for the
game to be an n-person Prisoners’ Dilemma game? (Hint: Think about
what would happen if it were not true. What would happen ifM > 1? What
would happen if Mn < 1?)

2.10 APPLICATION: EXPERIMENTS ON
ECONOMIC BEHAVIOR
Suppose you wanted to know if someone has altruistic preferences, that
she is willing to help others at a cost to herself. How would you find out?
Would you ask her? Well, that could provide some information, but merely
asking might not be entirely convincing, because many people would like
others to think they are altruistic even when they are not, so they might lie.
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What about observing her behavior—for example the help that she actu-
ally offers to others—and comparing her behavior to how others behave?
This would be informative, but how much she helped others would be
influenced not only by her preferences, but also by how much free time
she has, howwealthy she is, and many other difficult to observe influences.
Economists use experiments to study preferences because at least ideally

this allows us to control for (hold constant) other influences on a person’s
behavior—the constraints they face and their beliefs—to focus on their pref-
erences. Experiments allow economists to implement the ceteris paribus—
other things equal—assumption that we think is so important when we are
trying to identify causes and consequences of some change or difference.
To understand how common different types of preferences are, and how

they affect our behavior, economists use laboratory experiments in which
subjects, the people participating in the experiments, interact in games like
the ones you have already studied, designed to elicit the nature of their
motivations.
Experiments play a central role in science: they allow predictions made

from theories to be tested empirically. This has been done, for example,
with the prediction that players in a Prisoners’ Dilemma experiment choose
the dominant strategy equilibrium, that is, Defect.

✓ FACT CHECK Behavioral
experiments are a recent
addition to economists’ tool
kits; but they have been used
in psychology for almost a
century and a half. The main
innovations that economists
have made to experimental
social science are the use of
game theory to clarify the role
of beliefs, preferences, and
the nature of incentives, as
well as the common use of
monetary payoffs.

But in Prisoners’ Dilemma experiments, in which payoffs took the form of
money that a player could win, the proportion of subjects who cooperate
rather than defect is commonly between 40 and 60 percent.6

This means the prediction based on the assumption that people are
entirely self-regarding was borne out for some but far from all of the sub-
jects. The finding therefore provoked some rethinking of the assumption
that people are entirely self-regarding.
Many subjects prefer the mutual cooperation outcome and are willing to

take a chance on the other player also not defecting, rather than the higher
material payoff they can obtain by defecting when the other cooperates.
When subjects defect, experimental evidence suggests it is because they
dislike being taken advantage of, not because defection is the payoff-
maximizing strategy independently of the other participant’s actions.
We use a specific vocabulary when we talk about behavioral experiments

in economics. The following terms will come up often:

• Subject/participant: A subject or participant is a person who participates
in an experiment.

• Endowment: The endowment is an initial amount of money or tokens
later converted to money that subjects receive at the beginning of the
experiment, and later make decisions about in the experiment.

CETERIS PARIBUS A Latin term that means ‘other things equal.’ In an economic
model it means an analysis that ‘holds other things constant.’
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• Incentives: The fact that players stand to win material rewards in varying
degrees depending on how they play the experimental game means that
the experiment mimics many real economic interactions.

• Payoffs: In Chapter 1 we introduced the term payoff (for example in a
payoff matrix of a game) as a number indicating the player’s evaluation of
a particular strategy profile, so that a playerwill best respond by choosing
a strategy with the highest possible payoff. But we have already seen (just
above) that people do not always choose strategies that maximize the
money they receive from an experiment. In experimental economics a
“payoff” is money that a player gets from the game. In the next section
we will see more evidence that payoffs are not the only thing people care
about.

• One shot vs. repeated: A one-shot experiment occurs once and subjects
make one decision in the experiment as a whole and are paid for that
one decision. A repeated experiment involves subjects making repeated
decisions often with information about the play of others on previous
rounds, sometimes with the same subjects in a group or sometimes with
different subjects.

• Replication: Experimental evidence carries little weight unless the exper-
iment can be replicated, different independent researchers reaching the
same results.

CHECKPOINT 2.9 Where experiments do not work Think of important
questions that cannot be answered by experiments.

2.11 APPLICATION: CHANGING THE RULES
MATTERS—EXPERIMENTAL EVIDENCE
The prediction of the model based on self-regarding preferences that all
players in a Public Goods Game will contribute nothing is consistently
contradicted by the experimental evidence. The evidence we have comes
from people playing one-shot games and from people playing repeated
games with as few as five rounds and as many as 50 rounds.7 In one-
shot games, contributions average about half of the endowment. In
repeated games, as you can see in the first ten periods of play in
Figure 2.11, contributions start at a substantial level but then decline
so that a majority of players contribute nothing in the final round of a
ten-round game.
Researchers have interpreted the decline in the first half as a reflection

of people getting disappointed about the expectations they had that other
people would contribute more, along with the desire people have to punish
low contributors (or at least not to be taken advantage of) in a situation in
which one person can punish a low contributor only by reducing their own
contributions.
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In this interpretation it is the higher contributing subjects disappointed
or angry about their free-riding fellow subjects that explains why coopera-
tion unravels. So the decline in contributions becomes a vicious circle: only
by reducing how much they contribute can people punish others, but in so
doing other people might want to punish them for their low contributions
by contributing yet less again.
The idea that the decline in contributions is due to the fact that in the

standard game contributing less is the only way to punish low contributors
is supported by an ingenious experiment. This has the same public goods
structure but with what turned out to be a major difference: after subjects
contributed, the contributions of each—by a code, not the player’s name—
were then made public to all the group members. Members then had the
opportunity to punish others in the group, reducing their target’s total
payoff. In order to impose this cost, however, the Punisher also had to pay
a cost themselves.
The change in the rules of the game—adding the punishment option—

represents a change in the institutions governing contributions to the
public good. In the language of experiments the new rules are termed a
new treatment. So the standard game is one treatment and the game with
punishment is a second treatment.
In the experiment, subjects engaged in extensive punishment of low

contributors. At the start of the game people contributed over half of
the endowment and then, apparently in response to punishment of low
contributors, they contributed more over the course of the game. The
change in institutions modeled by adding the punishment option altered
the result dramatically as you can see from Figure 2.11.
To see if subjects’ willingness to punish could be based on the expectation

that they would benefit in subsequent rounds of the game, a slightly
different experiment was tried. The researchers adopted what they called
a “perfect strangers” treatment: after each round of the ten-round exper-
iment the groups were reshuffled, so that no player ever encountered any
other player more than once. The “perfect strangers treatment” turned the
experiment into a series of one-shot games.
Since every player would encounter every other player only once, if low

contributors responded to punishment by contributingmore in subsequent
rounds, they would raise the payoffs of others but not the punisher (who
would never again be in the same group with the target of her punishment).
In this experiment, punishment itself is a public good. This is because

a punisher incurs a cost, except that the punisher is not a beneficiary of
the good. In the perfect stranger treatment, for a self-regarding player
not punishing, like not contributing to the public good is the dominant
strategy. Even in the perfect strangers treatment subjects avidly punished
low contributors.
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Figure 2.11 Public Goods Game with punishment. Average contributions over
periods 1 to 10 decrease without punishment. Over periods 11 to 20, subjects can
be punished by their peers and average contributions are higher on average than
in the first 10 rounds. The vertical axis is the average contribution each round. The
horizontal axis is the period. At period 11 the subjects are given the opportunity to
punish each other. There are three treatments in this Public Goods Game
experiment. This figure portrays the behavior in the “Strangers” treatment where
players are randomly re-matched each round. The two other treatments, which
show similar results, are “Partners” where players are in the same group for all
the rounds; and “Perfect Strangers” where players are re-matched, but no player
will encounter any other more than once during the experiment.
Source: Fehr and Gächter (2000a).
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Further evidence comes from the fact that people punish low contrib-
utors even in the last round of the game when punishment cannot be
motivated by the expectation that the punisher will benefit from their
target’s improved behavior in the future. There is no future (the game ends
after they punish). So the pleasure of punishing someone who is violating a
social norm is most likely involved.8

CHECKPOINT 2.10 Changing the rules of the game Explain why in the
Public Goods with Punishment game, punishing a low contributor is itself
a public good.

2.12 SOCIAL PREFERENCES: BLAME ECONOMIC
MAN FOR COORDINATION FAILURES?

HISTORY The idea of basing
economics on the assumption
that people are entirely
self-regarding—“solely as a
being who desires to possess
wealth”—goes back to the last
of the great classical
economists, John Stuart Mill
author of Principles of
Political Economy (1848),
considered to be the first
economics textbook in the
English language. He
considered this view of people
to be “an arbitrary definition
of man.” In other words, like
economists since then, he was
making a simplifying
assumption in order to model
human behavior.9

The fact that for self-regarding people, not contributing to the public good
is the dominant strategy definitely constitutes an institutional challenge.
But we will also see that although being concerned about how your actions
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affect others will help to address coordination failures, it will not be
sufficient.
Homo economicus or “economic man” is the term economists have used

to designate an entirely self-regarding and amoral actor, a person who is
not motivated by either a concern for others, or a desire to conform to any
ethical principles. The term is often put in italics to parallel the biological
terminology for a species (like Homo sapiens). Homo economicus, however,
is a fictional character representing one possible variety of human behavior.
Models based on Homo economicus have provided predictions about

behavior that are borne out by empirical studies that range from how
American windshield installers and Tunisian sharecroppers respond to
different work incentives to the effect of taxes on cigarette consumption.
But, as we shall see, Homo economicus is not an accurate depiction of how
most people behave:

• People volunteer for firefighting, delivering food to the sick during a pan-
demic, and other dangerous but socially beneficial tasks, and contribute
substantial sums to charity.

• People participate in joint activities such as strikes or protests even
knowing that their individual participation is unlikely to affect the success
of the event and that, if successful, the benefits would be widely shared,
not confined just to those people participating in the protest.

• People donate blood for the health of strangers, and wear masks in public
places during a pandemic, even knowing that the primary benefit of the
mask is to prevent spreading the virus to strangers, not protection against
being infected by others.

• In public opinion polls and in voting, people support taxes that transfer
incomes to the poor evenwhen they are sufficiently rich and unlikely ever
to benefit directly from these policies.

Motivated by these and similar observations and augmented by controlled
experiments about human behavior (that we will review below), economists
have revised our assumptions about Homo economicus to recognize that
people are capable of ethical, generous, and other motivations as well as
self-regarding motives.

! reminder Remember that
in Chapter 1 we saw how
‘internalizing the external
effects’ means getting people
to pay for the external costs
they imposed on others and
this resulted in the fishermen
choosing to cooperate and
fish less in the Fishermen’s
Dilemma.

This is important because as you learned in the first chapter, coordination
failures occur becausewe fail to take adequate account of the effect that our
actions have on others. Our concern for others can help to internalize these
external effects whether it be our willingness to curb our carbon footprint
or willingness to protest for causes whose benefits would be widely shared.
But coordination failures cannot be blamed entirely on people seeking to

maximize their own payoffs. Think again about the real farmers in Palanpur,
all planting late when they could all do better if they all switched to
planting early. Suppose one of those farmers was deeply concerned about
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the poverty of his entire village, and wished to improve living standards for
everyone. He could not do this by individually planting early.
Now suppose that every villager shared his concerns for all members of

their community. Each one would know that their own decision to plant
early would change nothing (except that their seeds would be eaten by the
birds).What has captured the people of Palanpur in a poverty trap is not that
they care only about their own harvest (they surely care about others’), but
their inability to come to a common agreement to plant early. Their poverty
stems from a problem of institutions, not motivation.
To understand individual behavior and its social consequences we need

an approach that allows for the full range of human motivation.

CHECKPOINT 2.11 Homo economicus goes to the polls

a. Given that it costs time to cast a vote (going to the voting station, stand-
ing in line, and the opportunity cost of your time), do you think a person
with Homo economicus preferences would vote in most elections? Why
or why not?

b. In what circumstances do you think someone with the preferences of
Homo economicus would vote?

While answering these questions, think about the beliefs the person with
Homo economicus preferences would have about the probability his vote
will affect the outcome of the election.

Types of social preferences
WhileHomo economicus is among the kinds of actors this approach consid-
ers, there are other characters, representing other sides of human behavior
such as generosity, fairness, reciprocity, and spite. What these four aspects
of behavior have in common is that they are other-regarding: the outcomes
that a person considers in choosing an action include things experienced by
others, not just outcomes affecting the person herself. Here are some forms
of other-regarding preferences that experiments of the type surveyed
below have shown to be common:

• Those with altruistic preferences, such as basic generosity, aremotivated
to help others even at a cost to themselves; they place a positive value on
the well-being or payoffs of others.

• Inequality-averse or fairness-based preferencesmotivate people to seek
to reduce unjust or unfair economic differences even if the actor is herself
a beneficiary of these differences.

INEQUALITY AVERSION A preference for more equal outcomes and a dislike for
both disadvantageous inequality that occurs when others have more than the
actor and advantageous inequality that occurs when the actor has more than
others.



OUP CORRECTED PROOF – FINAL, 11/9/2021, SPi

90 People: Preferences, Beliefs, and Constraints

• A person with reciprocal preferences is motivated to help others who
have themselves behaved generously or upheld other social norms, and
also to punish those who have treated others badly.

• Spite and ‘us versus them’ distinctions that place a negative value on
outcomes experienced by others, often motivate hostility toward mem-
bers of religious, racial, ethnic, and other groups. Therefore a negative
outcome another person experiences, can result in a positive value for
someone who feels spiteful.

The term “social preferences” is used to describe all types of other-
regarding preferences.

CHECKPOINT 2.12 Social preferences and social norms

a. Give an example of a preference you have that is not self-regarding.

b. Can you think of any social norms that lead you to act in an other-
regarding way?

c. Suppose that Aram and Bina (in the Planting in Palanpur Game) were
of different religions between which there is hostility, so that each
would gain some pleasure from the misfortunes of the other. Can you
show how this could change the game so that instead of having the
Pareto-efficient mutual early planting as one of its two Nash equilibria, it
becomes a Prisoners’ Dilemma with Plant Late as the dominant strategy
equilibrium?

2.13 THE ULTIMATUM GAME: RECIPROCITY AND
RETRIBUTION
Observing substantial levels of cooperation in the Prisoners’ Dilemma
game was a shock to the standard Homo economicus assumptions. But the
experiment that has sparked perhaps the greatest reconsideration of the
Homo economicusmodel is the Ultimatum Game.
Here is the game with its basic treatment:

• Subjects are anonymously paired for a one-shot interaction with another
person.

• The role of “Proposer” who will be the first mover, is randomly assigned
to one of the subjects; the other is then the “Responder.”

• The Proposer is given an endowment, the “pie” (e.g. $10), by the experi-
menters and the Responder knows the size of the pie.

• The Proposer then proposes how to divide the endowment between
Proposer and Responder, transferring to the Responder any amount



OUP CORRECTED PROOF – FINAL, 11/9/2021, SPi

The Ultimatum Game: Reciprocity and Retribution 91

Figure 2.12 Game tree of the ultimatum (bargaining) game. Panel (a) presents the
full game tree for both players. Player A is the Proposer and their actions are
shown by the blue branches. Player B is the Responder and their actions are
shown by the red branches. Panel (b) shows the backward induction thinking of
the Proposer, A, if she believes that B is self-regarding, that is, cares only about
her own payoff being as large as possible. Panel (c) shows the same process if A
believes that B will reject the (8,2) offer as “unfair.”
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(a) Full game tree
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(b) Self-regarding players
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(c) Player B cares about being treated fairly

between nothing and the entire endowment, e.g. the Proposer chooses
to keep $8 and give $2 to the Responder.

• If the Responder accepts the proposed division, the Responder gets the
proposed portion, and the Proposer keeps the rest and the game ends.

• If the Responder rejects the offer, both get nothing and the game ends.

Figure 2.12 presents a game tree for a variant of the Ultimatum Game in
which the Proposer, player A, selects one of two offers to make to the
Responder: divide the pie equally and each person gets $5 for an outcome
(5,5) or keep $8 and offer the Responder $2 for an outcome of (8,2). The
Responder, player B, then chooses whether to accept or reject the offer.
You can see from the (0,0) labels at the end of the two Reject branches, that
if B rejects the offer, both players get zero. The payoffs to each player are
listed in the order of play (Player A, Player B), so (8,2) means Player A gets 8
and Player B gets 2. If the Proposer cares only about her monetary payoffs

❯ EXAMPLE In this video
(tinyurl.com/y47onzue), Juan
Camilo Cardenas talks about
his innovative use of
experimental economics in
real-life situations (from the
CORE project.
www.core-econ.org).

in the game and believes that the Respondent is similarly self-regarding,
then the Proposer (Player A) will reason backwards as follows:

• Responder (Player B) will accept the offer of $2 because $2 is greater than
$0 which is what he gets if he rejects the offer.

• So A will propose the (8,2) split.

• And the Responder (B) will accept.

That is not how the experiment worked out.
The Ultimatum Game has been played anonymously, sometimes for

substantial sums of money, in hundreds of experiments with university

https://tinyurl.com/y47onzue
https://www.core-econ.org
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student subjects and other populations—businessmen, fishermen, farmers,
civil servants—in all parts of the world.10

The prediction based on the assumption that people are entirely self-
regarding and believe that others are too invariably fails as a description of
how people behave. For example:

✓ FACT CHECK Did the
subjects not understand the
game? It is not that
complicated a game, and later
experiments in which subjects
played the game many times
with different partners
showed they did understand
it. Their behavior remained
consistent with the one-shot
experiments and their results
continued to be reproduced
with many people making
50-50 splits (or nearly so) and
rejecting low offers.

• Modal offers—the most common offers in the experiments—are typically
half of the pie, and average offers generally exceed 40 percent of the pie,
and

• Offers of 20 percent of the pie or less are often rejected; people in the
position of Responder choose to reject and get zero rather than accept
and get a payoff of, say, $2 offered from the Proposers $10 pie.

As a possible explanation of these results Figure 2.12 c shows how the
game might be played if Player B cares both about monetary payoffs and
also about being treated fairly. In this case, Player B views an offer of (8,2)
as unfair or demonstrating greed on A’s part, and they would rather get a
payoff of zero dollars than accept a deal in which they are treated poorly,
so they would reject.
If, on the other hand, Player A offers (5,5), then Player B views that as

fair or demonstrating good will and they would prefer a payoff of 5 in that
context to a payoff of 0, so they would accept. Player A prefers a payoff of
5 to a payoff of 0 and so the Nash equilibrium of the game is (Offer a (5,5)
Split, Accept) with payoffs (5,5).
These rejections of small but positive offers from the Proposer are inter-

preted as evidence for reciprocity motives on the part of the Responder.
Why? Because the Responder is willing to pay a price (giving up a positive
payoff) to punish the Proposer for making an unfair offer (an offer the
Responder considers too low). Responders apparently consider a low offer
to be a violation of a norm of fairness, and a person with reciprocal
preferences responds by depriving the proposer of any payoffs at all.
Explaining the behavior of Proposers is more complicated. The outcomes

of the experiments are not sufficient to say whether the large number of
even splits (and other seemingly fair offers) is explained by adherence to
fairness norms or altruism by the Proposer or to self-regarding preferences
informed by fear that the Responderwill reject an unfair offer. The evidence
for reciprocity motives therefore comes from the Responders’ behaviors,
not the Proposers’ behaviors.11

✓ FACT CHECK Some have
suggested that the results
were due to the relatively low
stakes in the game, such as
the $10 mentioned earlier. But
subsequent experiments
conducted among university
students in Indonesia for a
‘pie’ equal to three months’
average expenditures
replicated the results as did
experiments with US students
with a ’pie’ ranging in size up
to $100. Evidence from France
showed similar behavior by
proposers with stakes ranging
from 40 French francs ($7.20)
to 2,000 French francs ($360)
(this was prior to the adoption
of the euro). A further study in
India observed stakes that
varied by a magnitude of over
1,000: From 20 rupees ($0.41)
to 20,000 rupees ($410) as the
stakes.12

CHECKPOINT 2.13 Fairness in the Ultimatum Game Explain why it might
make sense for an entirely self-regarding Proposer in the Ultimatum Game
to offer half of the “pie” to the Responder. Would the Proposer do this if
she knew that the Responder was also entirely self-regarding?
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2.14 APPLICATION: A GLOBAL VIEW—COMMON
PATTERNS AND CULTURAL DIFFERENCES
Anthropologists and others were surprised that the results of experiments
with the Ultimatum Game have been so similar across the many countries
in which they have been conducted. One observed that in virtually all of
the early experiments the subjects were from WEIRD countries, mean-
ing western, educated, industrialized, rich, and democratic.13 A team of
anthropologists and economists (including one of your current authors)
designed a series of experiments to explore whether the results reported
so far are replicable in societies with quite different cultures and social
institutions and whether results differed across the different societies.14

These societies included hunter-gatherers, herders, and farmers (some
using modern methods, others not even having cattle, horses, or plows). In
their Ultimatum Game experiments the pie was substantial, approximately
a day’s average wages or other income.
Figure 2.13 shows the location of the 15 small-scale societies around the

globe. The team was wondering if they would find cultural differences, and
they found them.
Among the Au and Gnau people in Papua NewGuinea offers of more than

half of the pie were common, and many of these high offers were rejected.
In fact Responders among the Au and Gnau peoples were as likely to reject
an offer of much more than half as an offer of much less than half.

Figure 2.13 Small-scale societies where the Ultimatum Game experiments were
conducted. The researchers wanted to ensure cultural diversity in their sample.
So they selected communities living in very different physical environments,
making their living in diverse ways and very little influenced by the homogenizing
influences of markets, governments, and other modern institutions.
Source: Figure 1 from: Henrich, J., Boyd, R., Bowles, S., Camerer, C., Fehr, E., Gintis, H., McElreath, R.,
Alvard, M., Barr, A., Ensminger, J., Henrich, N. S., Hill, K., Gil-White, F., Gurven, M., Marlowe, F. W.,
Patton, J. Q. and Tracer, D. (2005), “‘Economic man’ in cross-cultural perspective: Behavioral
experiments in 15 small-scale societies,” Behavioral and Brain Sciences. Cambridge University
Press, 28(6), pp. 795–815. doi: 10.1017/S0140525X05000142. Reproduced with permission.
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Though this seemed odd to the economists on the team, it did not
surprise the anthropologistswho studyNewGuinea. They know that people
in NewGuinea compete with each other to see who can givemore or better
gifts. Gift-giving conveys status in their society and people use giving gifts
as a way to obtain status over others. Refusing a gift suggests that you are
not subordinate to the gift-giver, while accepting it means their status is
higher than yours.
By contrast, among the highly individualistic Machiguenga slash-and-

burn farmers in Amazonian Peru, almost three-quarters of the offers were
a quarter of the pie or less and there was just a single rejection, a pattern
strikingly different from other experiments. The Machiguenga came as
close to acting like Homo economicus as any population yet studied. Even
among theMachiguenga, however, themean offer was still 27 percent of the
pie, more than close to zero that we’d expect if they all were consistently
self-interested.
The researchers who analyzed the experiments in the 15 small-scale

societies made the following conclusions:

• Although behaviors vary greatly across societies, not a single society
approximated the behaviors that would be observed if everyone cared
only about their own payoffs and believed others were the same.

• Between-society differences in behavior seem to reflect differences in
the kinds of social interaction people experience in everyday life.

Here is some evidence that the experimental game behavior reflected the
lived experiences of the people.

• The Ache (Ah-CHAY) hunter-gatherers in Paraguay sharemeat and honey
equally among all groupmembers. Ache Proposers contributed half of the
‘pie’ or more.

• Among the Lamalera whale hunters of Indonesia, who hunt in large crews
and divide their prey among the entire community according to strict
sharing rules, the average proposal was to give the Responder 58 percent
of the pie.

Given the evidence from small-scale societies like the Lamalera and the
Ache, we might ask whether we find other-regarding behavior in real-
world situations elsewhere in the industrialized world. A different team
of researchers were interested in exactly this question and designed an
experiment thatmirrors a real-life dilemma:whatwould you do if you found
a wallet someone had lost: would you return it?
The team distributed a total of 17,303 “lost” wallets, some with money in

them, some without, in 355 cities across 40 countries.15

Using transparent wallets with a business card, grocery list, key and cash,
the researchers could check howmany people contacted the “owner” of the
wallet given in the email address listed on the business card to return the
wallet.
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Figure 2.14 Wallets were more likely to be returned to their owners when they
contained money than when they did not. The “reporting rate” is the fraction of
wallets that were “returned.”
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Before reading on, ask what you think would happen in your community:
howmany peoplewould try to return thewallet?Wouldmore people return
the wallet if it had money in it, than if it did not?
The results of people’s choices are shown in Figure 2.14. Though there

are differences across countries, with just two exceptions among the 40
countries people were more likely to contact the “owner” if the wallet
contained money ($13.45, the treatment) in it than if it did not ($0, the
control). In a subset of cases—in the US, UK, and Poland—the researchers
added a treatmentwith evenmoremoney in thewallet ($94.15).With a really
substantial sum of money in the wallet, people were as likely, if not more
so, to contact the listed email address on the business card in the wallet.
Keep in mind that the countries differ greatly in how much an additional

$13.45 would make to a person’s standard of living. Per capita income in
the richest countries in the sample (Norway for example) is ten and even in
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some cases 20 times the per capita income in others (Kenya for example),
even when account is taken of the differing purchasing power of each
national currency at domestic prices.
The evidence from both the UltimatumGame and the wallet experiments

suggests two important takeaways:

• Culture matters: people from different parts of the world live by dif-
ferent social norms and mutual expectations—what we call “culture.”
People from different cultures differ in what they consider fair offers and
whether they think it’s acceptable to make a self-regarding offer. They
also differ substantially in whether they will return a lost wallet.

• People are similar in many important respects: people across the
world have other-regarding motives including altruism, fairness, and
reciprocity. In the “lost wallet” experiment inmost countries a substantial
fraction of people attempted to return the wallet.

CHECKPOINT 2.14 Not just for the money Why do you think that wallets
with money in them (in some cases a substantial amount) were more likely
to be returned to their owners than wallets without money?

2.15 SOCIAL PREFERENCES ARE NOT
“IRRATIONAL”
People sometimes think of other-regarding and ethical preferences as
something special—different from the taste for ice cream, for example—and
requiring a model different from the preferences, beliefs, and constraints
approach. But the desire to contribute, to punish those who do not free
ride on others’ contributions, and otherwise to act on the basis of social
preferences, like the desire to consume conventional goods and services,
can be represented by preferences that conform to standard definitions of
rationality.
What we know from experiments is that whether it’s ice cream or con-

tributions to the public good, people respond to trade-offs, taking account
of the costs and how much they value the activity in question: the higher
the cost of helping others, the less its frequency. In other words, other-
regarding preferences are consistent with rationality, namely consistency
(transitivity) and completeness.
Researchers tested the rationality of seemingly altruistic choices by ask-

ing 176 subjects to play a version of what is called the Dictator Game.16 One
player (the Dictator), Alice, is given a sum of money by the experimenter,
and asked to transfer whatever proportion of the money that she wishes to
an other (anonymous) subject, Bob. Alice is told that that for every dollar
that Bob receives from her, she will have to pay p dollars. So p is the price
of altruism: how much she has to pay for every dollar that Bob gets. After
Alice makes her decision, the money is transferred, and the game is over.
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In this experiment, 75 percent of the Dictators gave away some money,
demonstrating altruistic preferences. The average amount given away was
a quarter of the endowment when the price p = 1 (a dollar-for-dollar
transfer).17 However, the higher the price of generosity, the less money was
transferred. For instance, when each dollar transferred to Bob cost Alice
two dollars (p = 2), only 14.1 percent of the endowment was given away
on average, and when each dollar transferred cost four dollars, only 3.4
percent of the dictator’s endowment was transferred. The higher the price
of altruism, the less did Alice “purchase.”

✓ FACT CHECK In a Public
Goods Game with Punishment
experiment researchers found
that the level of punishment
that subjects inflicted on
others was less when each
dollar subtracted from the
payoffs of the target cost
more in foregone payoffs to
the punisher.18

It may be, as the old saying goes, that “virtue is its own reward.” But that
does notmean that people will act virtuously nomatter what the price. This
finding is perfectly consistent with the fact that people respond to the price
of virtuous behavior just as the preferences, beliefs, and constraints model
predicts.

CHECKPOINT 2.15 Dictator Game? Is the Dictator Game a game? Think
about how we’ve defined games (check back to Chapter 1 if necessary).

2.16 APPLICATION: THE LAB AND THE STREET
Do people behave in the real world the way they do in experiments? The
experimental evidence for reciprocity or related forms of other-regarding
behavior would not be interesting if was not matched by similar behavior
outside the lab. We therefore need to check whether laboratory evidence
is externally valid, that is, consistent with behavior observed outside of
the laboratory in similar circumstances to those found in the lab. External
validity is particularly important for policy questions because policymakers
and governments need to know whether a policy will work outside of the
controlled conditions of the laboratory.
Generalizing directly from experiments to behavior in other contexts is

often unwarranted. For example, in the Dictator Game typically more than
60 percent of the Dictators allocate a positive sum to the recipient, and
the average given is about a fifth of the endowment.19 But we would be
sadly mistaken if we predicted on the basis of this experimental result that
60 percent of people would spontaneously give money to an anonymous
person passing them on the street, or that the same subjects would offer a
fifth of the money in their wallet to a homeless person asking for help.

✓ FACT CHECK In an
experimental game about
trust and reciprocity played by
groups of students and
groups of chief executive
officers of Costa Rican
businesses, the businessmen
were both more trusting of
others and also reciprocated
the generosity of their game
partners to a far greater
degree than did the students.
Based on existing
experimental evidence,
students are not particularly
other-regarding.20

Many researchers have asked whether behavior in lab experiments pre-
dicts behavior outside the lab.
Along the coast of northeastern Brazil, for example, people catch shrimp

in large plastic bucket-like contraptions. The shrimpers cut holes in the

EXTERNAL VALIDITY Results of experiments or other scientific research that
can be generalized to circumstances outside (external to) the laboratory or other
setting in which the research was produced are said to be externally valid.
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bottoms of the traps to allow the baby shrimp to escape, thereby preserving
the stock of shrimp for future catches.
The shrimpers face a real-world coordination problem: the expected

income of each would be greatest if he were to cut smaller holes in his
traps (increasing his own catch) while others cut larger holes in theirs
(preserving future stocks). In Prisoners’ Dilemma terms, small trap holes
are a form of defection that maximizes the individual’s material payoff
irrespective of what others do (it is the dominant strategy if the shrimper is
self-regarding). But a shrimper might resist the temptation to defect if he
were both public spirited toward the other fishers and sufficiently patient
to value the future opportunities that they all would lose were he to use
traps with smaller holes.

Figure 2.15 A shrimping
bucket with holes in it.
Photo from Fehr, E., and Leibbrandt,
A. (2011), “A field study on
cooperativeness and impatience in
the Tragedy of the Commons,”
Journal of Public Economics, Vol. 95
(9–10), October, pp. 1144–55.DOI:
https://doi.org/10.1016/j.jpubeco.
2011.05.013. Reproduced with
permission from Elsevier. Economists Ernst Fehr and Andreas Leibbrandt implemented both a

Public Goods game and an experimental measure of impatience with the
shrimpers. They found that the shrimpers with both greater patience and
greater cooperativeness in the experimental game punched significantly
larger holes in their traps, thereby protecting future stocks for the entire
community.21

Additional evidence of external validity comes from a set of experiments
and field studies with 49 groups of herders of the Bale Oromo people in
Ethiopia, who were engaged in forest-commons management. Economist
Devesh Rustagi and his coauthors implemented public-goods experiments
with a total of 679 herders, and also studied the success of the herders’
cooperative forest projects.22

The most common behavioral type in their experiments, constituting
just over a third of the subjects, were reciprocators who responded to
higher contributions by others by contributing more to the public good
themselves. The authors found that groups with a larger number of recip-
rocators were more successful—they planted many more trees—than those
with fewer reciprocators.

CHECKPOINT 2.16 Masks in a pandemic: Not just a game During the
COVID-19 pandemic that began in 2000, public health experts advised (and
some governments required) people to wear face masks when in public
places. The masks were more effective in preventing the mask wearer from
infecting others than in protecting the wearer themselves. People found it
somewhat uncomfortable to wear a mask.

a. Suppose there are just two people, and that both are entirely self-
regarding (they care only about their own comfort and health). Write
down a payoff matrix for the two strategies: Wear (the mask) and Don’t.

b. What kind of game is this?

c. Write down a payoff matrix in which both playing Wear is a Nash
equilibrium and so is both playing Don’t.

d. What kind of game is that?
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2.17 APPLICATION: A FINE IS A PRICE
How might a policymaker or CEO of a business make use of the fact
that people care about what happens to others and they value behaving
ethically?
Think about a set of rules for compensating employees. The rules typ-

ically specify pay and provision for time off, sick days, and the like. But
problems arise with using purely material incentives to influence how
people behave. Here is an example.
Having noticed a suspicious bunching of sick call-ins on Mondays and

Fridays, the Boston Fire Commissioner on December 1, 2001 ended the
Department’s policy of unlimited paid sick days. Instead, the Commissioner
imposed a 15-day sick day limit. The pay of firefighters exceeding that
limit would be cut. The firefighters responded to the new incentives: those
calling in sick on Christmas and New Year’s Day increased ten times over
the previous year’s sick days.
The Fire Commissioner retaliated by canceling their holiday bonus

checks. The firefighters were unimpressed: the next year they claimed
13,431 sick days; up from 6,432 the previous year.23

Many of the firefighters, apparently insulted by the new system, abused
it, or abandoned their previous ethic of serving the public even when
injured or not feeling well. In the language of the Ultimatum Game, they
responded reciprocally to an offer they disliked by rejecting it. They were
trying to punish the Commissioner at a cost to themselves.
The Commissioner’s difficulties are far from exceptional.
Consider the following experiment in Haifa, Israel.24 Parents everywhere

are sometimes late in picking up their children at daycare centers. Uri
Gneezy and Aldo Rustichini wanted to understand whether fining parents
if they were late would result in parents arriving on time. So they imple-
mented an experiment in a set of daycare centers.

• Treatment: At six randomly chosen daycare centers, a fine was imposed
for parents picking up their children late.

• Control: In a control group of daycare centers no fine was imposed.

Researchers expected parents to arrive on time because of the fine. But
parents responded to the fine by arriving late more often: the fraction of
parents picking up their kids late more than doubled. When the fine was
taken away after 16 weeks, the parents continued to arrive late, showing
no tendency to return to the status quo prior to the experiment. Over the
entire 20 weeks of the experiment, there were no changes in the degree of
lateness at the day-care centers in the control group.
The researchers reason that the fine was a contextual cue, uninten-

tionally providing information about appropriate behavior. The effect was
to convert lateness from the violation of a social norm or obligation that
the parents were to respect, to a choice with a price that many were
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Figure 2.16 The effect of a fine for lateness in Haifa’s daycare centers.
Source: Gneezy and Rustichini (2000a). The fine was imposed in week 5 and retracted in week 17.
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willing to pay. They titled their study “A Fine Is a Price” and concluded that
imposing a fine labeled the interaction as a market-like situation, one in
which parents were more than willing to buy lateness for money. Revoking
the fine did not restore the initial context.
When monetary incentives undermine social preferences as they

did among the Boston firefighters and Haifa parents, this is called
motivational crowding out. These two cases are cautions that the use
of monetary incentives may be inappropriate where the targets of the
incentives are motivated by other-regarding preferences. But they are not
reasons to think that incentives are ineffective, as we will see in many
examples to follow. We have no doubt that had the fine for lateness in Haifa
been 500 Israeli new shekels rather than just 10, the parents would have
found a way to pick up their kids on time.

CHECKPOINT 2.17 Crowding out Why do you think the parents of chil-
dren in the treatment group (with the fine) in Haifa continued arriving late
to pick up their kids after the fine was discontinued?

2.18 COMPLEXITY: DIVERSE, VERSATILE, AND
CHANGEABLE PEOPLE
The experimental and observational evidence suggests that an adequate
understanding of preferences should recognize four aspects in human
social behavior.

MOTIVATIONAL CROWDING OUT Motivational crowding out occurs when
monetary or other material incentives or attempts to control someone diminish
that person’s other-regarding or ethical preferences or intrinsic motivation.
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• Diversity: people differ in their preferences both within populations and
across cultures.

• Versatility: a single person has a diverse set of preferences, and which
of these is salient for making a decision depends on the situation, for
example, when shopping as opposed to when spending time with friends.

• Changeability: people learn new preferences—often unwittingly—under
the influence of their experiences.

These three aspects of our preferences contribute to a fourth attribute of
how human beings interact:

• Complexity or “the whole is not the sum of its parts”: the outcome of an
interaction of many people cannot be deduced in any simple way from
the characteristics of the individual people involved.

Diversity
What motivates people differs, both locally and across different cultures
and across time. Using data from a wide range of experiments, researchers
estimate that between 40 and 65 percent of people exhibit other-regarding
preferences of some kind. The same studies suggest that between 20 and 35
percent of the subjects exhibit conventional self-regarding preferences.25

The authors of another study (in the US) termed 29 percent of their
experimental subjects as “ruthless competitors” (presumably resembling
Homo economicus) and 22 per cent as “saints.”26

Versatility
A commonobservation about humanbehaviormade by psychologists is that
the same person can act differently depending on the situation. As a result,
we say that people are versatile: we change how we act in response to what
our situation seems to require of us, for example, being self-regardingwhile
shopping and other-regarding with one’s neighbors.
In theUltimatumGame, people randomly assigned to the role of Proposer

often offer amounts which maximize their expected payoffs given how
likely low offers are to be rejected. But people randomly assigned to be a
Responder rarely act in ways that maximize their payoffs. If they did, they

✓ FACT CHECK In
experimental games about
dishonesty, people who grew
up in Communist Party–ruled
East Germany are more likely
to cheat than those who grew
up in West Germany.27

would never reject a positive offer. The fact that in the role of Proposer
people are more like “ruthless competitors” while people from the same
culture in the role of Responder are more like “saints” is evidence of our
versatility.

Changeability
Some preferences are part of our genetic makeup, having a taste for sweet
and fatty foods, for example.
But most preferences are learned rather than given by our genetic

inheritance. Durable changes in an individual’s evaluations of outcomes
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often take place as a result of experience. When this occurs we say that
preferences are endogenous. This means that they change as a result
of influences such as where a person lives, how they make their living
or the rules of the game that govern how they interact with others. By
contrast, when preferences do not change or change only as a result of
changes occurring external to the interactions being studied, preferences
are termed exogenous.
Over a lifetime or even generations, migrants to a new country, or those

moving from a rural to an urban area often adopt new preferences (for
example concerning food tastes). The fact that preferences are learned
may account for the fact that, as we saw from the experiments in small-
scale societies, people who hunt large animals tend be generous with the
meat they acquire; and they seem to generalize these habits to other realms
of life.

A consequence: Complexity

Figure 2.17 Gary Becker
(1930-2014) was a professor
of economics and sociology at
the University of Chicago for
four decades. In 1977 he
coauthored an article “De
Gustibus Non Est
Disputandum” the Latin
expression usually translated
in English as “there’s no
accounting for tastes” in
which he and his coauthor
George Stigler analogized
preferences to “the Rocky
Mountains—both are there,
will be there next year too,
and are the same to all men.”
The book he published more
than two decades later was
Accounting for Tastes, in
which he analyzed how
preferences change. He was
awarded the Nobel Prize in
economics for contributions
to our understanding of
marriage, crime, politics,
discrimination, and other
aspects of social
interactions.28

Photo by Business Picture/ullstein
bild via Getty Images.

In everyday language the word “complexity” refers to the state of being
intricate or complicated. The term is used in quite a different way in the
study of interactions of a large number of independent entities—whether
particles or people. A complex system is one for which the results of these
interactions for the system as a whole cannot be predicted in any simple
way from even the most detailed knowledge of the interacting entities. The
economy is a complex system.
The best example of complexity in the social sciences is Adam Smith’s

invisible hand. What Smith suggested two and a half centuries ago, and
modern economics has shown (as seen in Chapter 14) is that under some
conditions uncoordinated interactions among entirely self-regarding total
strangers through competition in markets among private property owners
can (unwittingly) create an outcome that is better for all than many of the
alternatives.
The idea of complexity is often expressed by the saying: “the whole is

different from the sum of the parts.” The key here is not that the “whole”
may be greater or less than the sum; it is that summing the parts is not
the right way to calculate the whole. Averaging the components of some
interacting system will not give what their interactions will actually add

ENDOGENOUS PREFERENCES If one’s experiences result in durable changes in
preferences, then they are termed endogenous.

EXOGENOUS PREFERENCES Preferences are exogenous if they change in
response only to influences external to the economy or at least outside of the
economic subject matter under study.
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up to. The results of the interaction for the whole—called their emergent
property—may be surprising given the nature of the interacting entities.
Here are some examples of surprises (withwhich you are already familiar)

in the properties that emerge from people with diverse and versatile
preferences interacting.

• Small differences in the distribution of types of people—the presence in
a population of people willing to punish those who do not contribute in a
Public Goods Game, for example—can have large effects on how everyone
behaves, getting self-regarding people to act as if they were cooperators.
You have seen this in Figure 2.11.

• Seemingly small differences in institutions canmake large and surprising
differences in outcomes. Why did adding the punishment option so
radically change the outcomes in the Public Goods Game? We know that
cooperation—contributing to the public good—unravels in the absence of
the punishment option. But the incentives to punishwould seem identical
to the incentives to contribute to the public good in the first place:
everyone would like someone else to bear the cost of punishing the free
riders. So not contributing and not punishing should be the dominant
strategy in this game. But we now know that that is not what we observe.

• While imposing a fine or other cost on socially undesirable behaviors
may create socially desirable outcomes in certain circumstances such
as getting people to stop using plastic grocery bags, a fine on parents
arriving late to pick up their kids backfired. We saw that the nominal fine
decreased parents’ willingness to pick up their children on time perhaps
because they viewed the fine as a price: the fine changed what they
viewed as socially acceptable behavior.

• Letting a self-regarding player be the first mover in a Prisoners’ Dilemma
Game when she knows that the other player has strong reciprocity
motives can avert the coordination failure resulting in mutual coopera-
tion. Letting the Reciprocator be the first mover would have the opposite
result: both players would defect, resulting in the Pareto-inefficient
outcome. You can confirm this by doing the checkpoint below.

CHECKPOINT 2.18 Sequential Prisoners’ Dilemma For a sequential Pris-
oners’ Dilemma Game where the first player is known to be self-regarding
and the second player is known to be reciprocal draw a game tree in which
the Nash equilibrium may be (Cooperate, Cooperate) and explain why it
could occur.

2.19 CONCLUSION
Recognizing the complexity of social interactions makes it harder to reach
simple conclusions about the economy. But this is a good thing, not a
shortcoming of the approach we have outlined; a feature, not a bug.
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We have introduced the preferences, beliefs, and constraints approach
and showed how games can help us understand the coordination problems
that communities of people face. Examples are poverty traps that occur
in Assurance Games, and the under-provision of public goods such as a
sustainable environment in the Public Goods Game.
We also showed how changing the rules of the game can sometimes avert

or mitigate a coordination failure. Examples include introducing the pos-
sibility of leadership by letting the Assurance Game be played sequentially,
and introducing the option of peer punishment of low contributors in the
Public Goods Game.
Finally, the preferences, beliefs, and constraints approach and game

theory are the basis of experiments that allow us to study preferences
empirically with some surprising results. Included is the finding that in
most populations studied many people are not entirely self-regarding but
are also other-regarding, caring for better or worse about how their actions
affect other people. Among the preferences the experiments have identified
are: altruism, fairness, reciprocity, and spite (or “us versus them”).
A key concept introduced in this and the previous chapter is the Nash

equilibrium based on the idea of a best response. The choices we have
posited for our actors have been overly simplified: Contribute to the public
good or Don’t Contribute, Accept or Reject the Proposer’s offer in the
Ultimatum Game.
The preferences, beliefs, and constraints approach is capable of a far

more realistic view of the strategy sets open to us allowing us to contribute
some or a lot, for example. But to benefit from this we need to develop the
mathematical tools of constrained optimization. We take up this task in the
next chapter.

MAKING CONNECTIONS
Preferences, beliefs, and constraints: This framework for analyzing deci-
sions will be used throughout the rest of the book.

Risk and uncertainty: Many, maybe most, of the important decisions that
people make are risky because the resulting outcome depends on something
occurring in the future that is not known.

The rules of the game and coordination problems: Sequential rather than
simultaneous play may result in a better outcome in an Assurance Game (or
even a Prisoners’ Dilemma). The reason is that the leadership exercised by the
first mover can help to coordinate play in the game. Another example: allowing
other players to punish low contributors in a Public Goods Game dramatically
changes the outcome. Leadership (first-mover advantage) may also benefit the
leader at the expense of the follower.
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External effects and Pareto-inefficient Nash equilibria: The Public Goods
Game illustrates an extreme form of positive external effects (each person’s
contribution benefits everyone equally).

Evidence: Economists have recruited novel experimental evidence—from the
laboratory and the field—to examine our theories about how people behave.
Economists have used the evidence to modify and improve existing models
and to develop entirely new models of how people behave.

Diversity/heterogeneity: People differ in their preferences (self-regarding,
other-regarding) and in the advantages associated with their positions (first
mover, second mover).

Inequality: In part as a result of the way that the rules of the game confer
differential advantages on people, the mutual gains made possible by an
interaction are often unequally shared (e.g. being first mover in the Language
Game).

IMPORTANT IDEAS
preferences beliefs constraints

rationality self-interest social preferences

fairness altruism reciprocity

spite endogenous preference exogenous preference

institutions first-mover advantage external validity

laboratory experiment field experiment endowment

poverty trap crowding out versatility

Ultimatum Game Public Goods Game learning

complexity inequality aversion game tree

diversity/heterogeneity changeability Dictator Game

normal form extensive form
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MATHEMATICAL NOTATION
Notation Interpretation

i a contingency

P probability that a contingency will occur

π( ) a player’s payoff

E( ), π̂ a player’s expected payoff

E(π(x|i)) Expected payoff to an action (x) conditional (|) on a
contingency (i)

z individual endowment in Public Goods Game

ei individual contribution in Public Goods Game

M return factor (productivity of contribution) in Public
Goods Game

n number of participants in Public Goods Game

p price of altruism in Dictator Game

Note on superscripts and subscripts: i: an individual.



CHAPTER

3DOING THE BEST YOU CAN
CONSTRAINED OPTIMIZATION

“What a useful thing a pocket-map is!” I remarked.
“That’s another thing we’ve learned from your Nation,” replied Mein Herr, “map-

making. But we’ve carried it much further than you.”
“What do you consider the largest map that would be really useful?”
“About six inches to the mile.”
“Only six inches!” he exclaimed.
“We very soon got to six yards to the mile. Then we tried a hundred yards to the mile.

And then came the grandest idea of all! We actually made a map of the country, on the
scale of a mile to the mile!”

“Have you used it much?” I enquired.
“It has never been spread out, yet,”
“The farmers objected: they said it would cover the whole country and shut out the

sunlight!”
Lewis Carroll,

Sylvie and Bruno Concluded (1893)

DOING ECONOMICS

This chapter will enable you to:

• See how the preferences, beliefs, and constraints framework from Chapter 2 forms the
basis for mathematical models of economic behavior.

• Recognize how preferences—whether entirely self-regarding or altruistic—can be repre-
sented both in mathematical form (a utility function) and graphical form (an indifference
map).

• Understand that constrained optimization is a method that economists use to explain
the actions that people take; it is not a description of the thoughts or feelings making up
individuals’ decision-making processes (e.g. studied by a psychologist).

• Explain how people are constrained—for example by limited time—and how these con-
straints give rise to opportunity costs and, along with our preferences, to trade-offs.

• Use the preferences, beliefs, and constraints framework to analyze difficult policy-making
choices, including how much of society’s resources should be devoted to the abatement
of environmental damages.

• Understand ordinal and cardinal utility, explain how they differ, and how cardinal utility
provides a way to represent the societal cost of economic inequality.

• Understand the shortcomings and limits as well as the insights of these models.
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3.1 INTRODUCTION: THE MAP AND THE
TERRITORY
Lewis Carroll, the author of this dialogue (not to mention Alice in Won-
derland) was also a mathematician and a philosopher. The point Carroll
made about maps also goes for economic models. Maps are useful because
they convey the necessary information, not because they are an exact
representation of the territory, as the people from Mein Herr’s country
discovered. Carroll’s point? The map is not the territory.
A good model is not reality, but it’s a helpful guide.
What qualifies a map or a model as useful depends on what we need it

for: six inches to the mile might be adequate for a map of hiking trails, but
such a hiking map would not be much use to an airplane pilot. The same is
true of economic models.
Think of a model as a lens. A good economic model is a way of focusing

on what is important given the question that one wants to address without
complicating the picture with things that do not matter for the question at
hand.
A key component of many economic models—those using the prefer-

ences, beliefs, and constraints approach—is that we can understand the
actions people take by assuming that they are doing the best they can under
the circumstances that they are in.
When implemented using mathematical reasoning, this is called con-

strained optimization, a mathematical method by which we can determine
a course of action that accomplishes a goal (reflecting a person’s prefer-
ences), given the information that the person has (beliefs), and the actions
they may feasibly take (a constraint.)
We illustrate both a model and the method of constrained optimization

by something that matters to all of us: time, and how we use it.

3.2 TIME: A SCARCE RESOURCE
Benjamin Franklin (1706-1790)—the American politician and inventor—once
said, “Time is money.” Franklin was referring to the presence of trade-offs
in how people choose to spend their limited time. His three-word sentence
is therefore a model with a simple message: it is illuminating to think about
how people choose their daily actions to achieve their goals under the
constraint of limited time in the same way that we think about how they
spend their limited budgets.

CONSTRAINED OPTIMIZATION A constrained optimization problem is one in
which a decision maker chooses the values of one or more variables to achieve
an objective which is subject to a constraint that determines the feasible set of
actions or outcomes.
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Figure 3.1 Daily time use of American men and women. These data—for hours in
each activity measured on the horizontal axis for US adults in 2013—differ from
data restricted to those with small children, or retired people, or students.
Source: Hofferth et al. (2013).
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Spending an hour or minute on an activity provides us value of some
kind: we enjoy the activity itself (e.g. eating) or the results of the activity
(e.g. being paid a wage with which we can buy our food). But, since time
is limited, choosing one activity also means we give up that time to do
something else. We incur a cost of doing an activity because we forfeit
the value of the next best thing we could have spent our time on instead:
this is the opportunity cost of our time.
Unless we have time to spare and are wondering how we will fill up our

day, there is an opportunity cost to our use of time. As a result, we can
model how we could best use our time by evaluating the benefits and costs
(including opportunity costs) of pursuing one set of activities rather than
another. To do this we use constrained optimization.
Before developing the concepts on which constrained optimization is

based, let’s look at the kinds of facts that a model of time use should be
able to explain.
Figure 3.1 shows howmen and women from the USA used their time each

day during the year 2013. The largest time use is for the categories sleep,
work (meaning for pay), leisure, and housework. Men and women differ

OPPORTUNITY COST Where x and y are both valued positively, the opportunity
cost of x in terms of y is how much y a person must give up to get a unit more of x.
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typically in the hours they devote to paid work and housework and care
work, often reflecting differing social norms that they hold about the kinds
of activities that it is “appropriate” or “natural” for men and women to do.
But these social norms also change, sometimes in ways that show that

the differences in the distribution of work time between men and women
are far from determined by “nature” but instead reflect changed economic
conditions. During the second half of the twentieth century in the rich
countries the fraction of women doing paidwork outside the home dramat-
ically increased. While we do not have detailed information like that shown
in Figure 3.1 for the mid-twentieth century on how men and women spent
their time, there almost certainly has been a decline in the total amount
of time spent doing housework. Part of the change in the distribution of

❯ EXAMPLE In this video
(tinyurl.com/yyop8rzh) Juliet
Schor addresses the question
of why we work so hard (from
the CORE project.
www.core-econ.org).

women’s time between housework and work for pay is due to the avail-
ability at affordable prices of new technologies—household appliances—that
reduced the amount of time required to clean the house, wash clothes,
and to carry out other housework tasks. These appliances include washers,
refrigerators, and vacuum cleaners, which in the US became common from
the late 1940s onward, and dryers, dishwashers, andmicrowaves somewhat
later.

✓ FACT CHECK For a long
historical view of why the
washing machine was a
“miracle” have a look at this
video by Hans Rosling:

Evidence that these new technologies contributed to the change in
the distribution of women’s work time comes from a comparison across
countries of increases in the fraction of womenworking outside the home—
called the labor force participation rate—and decreases in the price of these
labor-saving household appliances (compared to other prices).1 The results
are in Figure 3.2, which shows that in countries such as the US where the
prices of these appliances fell the most, women’s labor force participation
rate rose substantially. By contrast, in Germany where prices of household
appliances fell the least, the increase in labor force participation was half
as great as in the US.
Other factors contributed, of course, most importantly the reduction

in the number of children born per woman. But the fall in the prices of
appliances, the study reporting these data concluded, was of approximately
equal importance. It appears that economic changes—the new household
appliances and their falling prices—changed how women spent their time—
more working outside the home. This in turn may have been both a result
and a cause for the changing social norms about “women’s work” and the
decreased adherence to the ideal of a family with a husband income earner
and a wife raising (many) children and taking care of the home. This is
an example of endogenous preferences, that is, preferences—for example,
social norms about “women’s work”—changing as economic conditions—the
prices of home appliances—change.

! reminder Preferences are
endogenous if one’s
experiences result in durable
changes in preferences.

We begin with these examples because methods of constrained
optimization—the preferences, beliefs, and constraints framework—provide
a way of posing and in some cases answering questions like: Why do men

https://tinyurl.com/yyop8rzh
https://www.core-econ.org
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Figure 3.2 The relative price of home appliances and the female labor force
participation rate. The vertical axis represents the change in the percent of adult
women working outside the home, termed the female labor force participation
(FLFP) rate. The change in the home appliance price index is on the horizontal
index. Notice that a bigger price decrease would be shown by a larger negative
change (further to the left on the x-axis) so the US, Denmark, and the Netherlands
had big decreases in the prices of home appliances and big increases in the FLFP
rate. Household appliances—like TVs—that did not reduce the amount of time
necessary to perform housework tasks are excluded. The data are for the period
1975 to 1999 and include those OECD countries for which data during the
1970s exist.
Source: de V. Cavalcanti et al. (2008).
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and women spend the time they do on the various activities shown? Or why
did work hours fall so dramatically in some countries over the twentieth
century? (In Chapter 7 we use a constrained optimization model to provide
one answer to that question.)
We begin with preferences, before turning to constraints later in the

chapter. Because we are not considering strategic interactions or other
situations in which the relevant facts are not known, we do not intro-
duce beliefs into our modeling of constrained optimization until the next
chapter.
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CHECKPOINT 3.1 Labor-saving household appliances and women’s
labor force participation Think about a form of the family that was
common in the countries shown in Figure 3.2 in the 1970s: in those
days described as a male “breadwinner” (working for pay) and a female
“housewife.”

a. In that setting what was the opportunity cost of the time that the woman
in the family spent working for pay outside the home?

b. Explain how the availability of lower priced and more effective house-
hold appliances changed the opportunity cost of women working for pay
outside the home.

! reminder Preferences
represent the favorable
(positive) or unfavorable
(negative) feelings that could
lead a person to choose one
outcome over another.
Included are tastes (food likes
and dislikes, for example),
habits (or even addictions),
emotions (such as anger and
disgust) often associated with
visceral reactions (such as
nausea or an elevated heart
rate), social norms (for
example, those that induce
people to prefer to be honest
or fair), and psychological
tendencies (for aggression,
extroversion, and the like).

3.3 UTILITY FUNCTIONS AND PREFERENCES
In Chapter 1, we represented preferences—our evaluations of the outcomes
our actions may bring about—as payoffs, that is numbers indicating how
much the decision maker values each of the possible outcomes. We dis-
cussed, as an illustration, the choice of whether to take an umbrella or not,
with a decision (Don’t take the umbrella, It rains) resulting in a payoff of 3.
The payoff to (Take the umbrella, It rains) was 15, meaning that if it rains the
person valued having the umbrella by five times as much as not having it.
In that example we simplified things by limiting the actions and the

outcomes to just a few, for example, it either rained or it did not. The
simplification allowed us to focus on two-by-two payoff matrices with just
four possible outcomes, or equally simple game trees.
But most of the economic interactions that we study are not that simple:

we can contribute any amount to the public good (not just $10 or nothing),
the farmers in Palanpur have the choice to plant a little bit earlier, or much
earlier, and so on. Or, to return to the question of time: how we divide up
our day among the activities in Figure 3.1 could be measured in variations
of minutes devoted to each of the nine activities, giving us trillions of
“outcomes” to choose from.
We need a way to represent preferences when there are a great many

outcomes, without expanding our payoff matrices to the unusable size of
the 1:1 maps in the Lewis Carroll fable at the beginning of the chapter.

Why we use utility functions to represent preferences
To do this we use a utility function, a mathematical expression that
translates the full range of possible outcomes into a person’s valuation of
the outcome—her payoffs.

UTILITY FUNCTION A utility function is an assignment of a number u(x,y), to
every bundle (x,y) representing a person’s valuation of that bundle. This means
that if given the choice between two bundles (x,y) and (x′,y′), the individual will
choose the first if u(x,y) > u(x′,y′).
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The word “utility” (in ordinary language, “usefulness”) is used tomean the
same thing as “payoff.” It is a number assigned to a particular bundle that has
the property that when choosing between alternative bundles, a personwill
select the one with the highest (utility) number. Both “utility” and “payoff”

! reminder “Payoffs” in
experiments Economists refer
to the amount of money that
a player in an experiment
receives as her payoffs, as we
did in Chapter 2. But as we
saw in the Ultimatum Game
and the Public Goods Game,
many people do not select the
strategy with the highest
possible monetary gain. We
often think of payoffs as some
kind of material gain—like the
quantity of fish caught or the
amount of grain
harvested—but remember the
word payoff like utility is just
a number indicating what the
actor will choose, and this is
often not adequately
measured by material gain.

sound like some monetary or other amount of something you take home
as the outcome of a game. But in economics utilities, like payoffs, are not
something you get or even experience. You don’t take them home; they are
nothingmore than numbers that indicate the course of action you will take.
For simplicity, we call this number “how much the person values the

outcome” but the utility function tells us nothing aboutwhy the bundle has
a higher number. It could be any of the reasons for the collection of pro
or con evaluations that make up our preferences for some bundle, ranging
from food tastes and phobias, to addictions and ethical norms.
What the function allows us to do is to take account of more complex

outcomes than “Don’t take the umbrella” and “It rains.” The decision maker,
as before, will choose the actions the she believes will result in the highest
utility outcome.

M-CHECK We read x′ as “x
prime” and x′′ as “x double
prime.” We usually denote a
bundle other than (x,y) as
(x′,y′) to indicate a different
composition of x and y.

Suppose that our decision maker, Anmei (“Ahn-may,” an Uber driver), is
deciding how much time to work, x, and what fraction of the resulting
income to spend on food, y. The utility function then assigns a number—the
level of utility—to each possible combination of x and y, one of which, say,
is work for 4 hours and 15 minutes and spend 35 percent of the resulting
pay on food. Any other combination, say, work four hours and spend 40
percent of the resulting income on food, will also be assigned a number,
representing Anmei’s valuation of that particular outcome. The number

! reminder Consistency (or
transitivity) requires that
when considering three
bundles (x,y), (x′,y′), and
(x′′,y′′), if (x,y) is preferred to
(x′,y′) and (x′,y′) is preferred
to (x′′,y′′), then (x′′,y′′)
cannot be preferred to (x,y).

assigned to the second bundle can be greater than, less than, or the same
as the previous bundle depending on whether the first is preferred, or the
second, or she is indifferent among them.
This assignment of numbers is a utility function, u(x,y): for every outcome

(x,y) the value of the utility function is the number representing a person’s
valuation of the outcome. If we know what combinations of x and y are

! reminder Completeness
requires that all possible
outcomes can be ranked. For
any two bundles (x,y) and
(x′,y′) either the person
prefers (x,y) to (x′,y′), or the
person prefers (x′,y′) to (x,y),
or the person is indifferent
between (x′,y′) and (x,y).

available to Anmei based on the relevant constraints, then we can predict
the choice Anmeiwill make, namely the combinationwith the highest utility
(or if there were more than one bundle tied for highest, then one of these
tied top bundles).

What do the utility numbers measure?
We measure how much a person values various outcomes in two ways,
either:

• by indicating how valuable each is on some absolute scale; or

• by simply ranking them in order.

If Anmei compares two bundles (or outcomes), namely (x,y) and (x′,y′)with
u(x,y) = 3 and u(x′,y′) = 9 there are two different statementswe couldmake
about Anmei, one much more informative than the other:
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• Anmei values (x′,y′) three times as much as (x,y) and

• Anmei values (x′,y′)more than (x,y)

In the first case above, utility is a number indicating by how much
Anmei prefers (x′,y′) to (x,y). Utility is therefore called a cardinal measure
(cardinality in mathematics refers to the size of something). In Chapter 2 we
represented people’s preferences by the payoffs associated with particular
bundle of games like (x′,y′) or (x,y). When we defined the expected payoffs
to some course of action we added up the payoffs of each possible outcome
(weighting them by the probability of each outcome occurring). Doing this
required that utility is a measure of size. The numbers representing payoffs
and expected payoffs in Chapter 2 are cardinal utilities.
In the second case the utility function gives us an ordering of better-

worse for the pair of outcomes.When the utility function ismeasured in this
way, we say that Anmei has ordinal preferences or that utility is ordinally
measured.Ordinal utility says nothing about howmuchbetter the preferred
outcome is.
Instead of assigning numbers to the outcomes, in the case of ordinal

utility, it would be clearer if we just assigned ranks, like instead of 1, 2, 3, 4,
and so on, we used 1st, 2nd, 3rd, 4th (and in cases of indifference: for
example, tied for 7th). In the cartoon figure about the Planting in Palanpur
game (Figure 1.3), we listed the four possible outcomes as “Best, Good, Bad”
and “Worst”: this is an example of ordinal utilities.
If utility is just an ordering, there is no way that we can say that the top-

ranked bundle is twice as good as the second-ranked bundle or ten times
as good as the tenth-ranked bundle. Nor could we add up the ranks, saying,
for example, that getting your second-ranked bundle and your third-ranked
bundle with equal probability is as good as getting your first- and fourth-
ranked bundle with equal probability. None of these statements make any
sense. This is why when dealing with decisions involving risk, we used a
cardinal measure.

CARDINAL UTILITY A cardinal utility function assigns a number to each bundle,
such that, with a cardinal utility function, u(x,y) = 10u(x′,y′) means that (x,y) is
preferred ten times as much as (x′,y′).

ORDINAL UTILITY Let a ≻ b mean “a is preferred to b.” An ordinal utility function
ranks bundles, e.g. (x,y) ≻ (x′,y′) ≻ (x′′,y′′), without specifying how much (x,y) is
preferred to (x′,y′) or (x′,y′) is preferred to (x′′,y′′). The assignment of numerical
utilities representing ordinal preferences is meaningful only to express an
ordering: u(x,y) > u(x′,y′) implies only that the first bundle is preferred to the
second but not by how much.
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So, for example, when we introduced the Palanpur farmers’ uncertainty
aboutwhen the other farmer or farmerswould plant their crops, calculating
their expected payoffs required adding up the values that each farmer
attaches to an outcome. Because you cannot add up ordinal measures,
we gave the payoffs numeric values (the numbers in the payoff matrix)
representing cardinal utility.

M-CHECK For simplicity, we
generally restrict our analysis
to outcomes that can be
described in terms of two
variables x and y, though it is
straightforward to generalize
this model to outcomes
described by more than two
variables. The actor therefore
makes choices among
“bundles” that combine
different amounts of x and y.

For some questions in economics the ordinal—better or worse—meaning
of utility is all we need to understand andpredict the actions that peoplewill
take. But inmany situations, those involving risk and uncertainty, aswe have
just seen, or in evaluating the effects of differing rules of the game—policies
to ensure competition in markets or concerning fairness, for example—
addressed in section 3.13, the cardinal measure is required.

CHECKPOINT 3.2 Utility and payoffs Give examples of preferences that
might lead people to act in ways that they would regret.

3.4 INDIFFERENCE CURVES: GRAPHING
PREFERENCES
Indifference curves are a useful way to visualize a person’s preferences.
We will illustrate the concept of an indifference curve by Anmei, who is
choosing among differing amounts of kilograms of coffee (x) and gigabytes
of data on her cell phone (y).
Every point given by the coordinates (x,y) in Figure 3.3 (a) is a pair of the

quantities of the two goods, called a bundle. Points a, b, and c therefore
represent three bundles of differing amounts of coffee and data. Suppose
that Anmei ranks the points a, b, and c equally—she is indifferent among
the three bundles—then these three points lie on the same indifference
curve, as shown in Figure 3.3 (b). Her indifference curve represents the
combinations of bundles among which she is indifferent. This means that
for either bundle a—8 gb of data and 2 kg of coffee—or bundle b—4 gb
of data and 4 kg of coffee—or bundle c—2 gb of data and 8 kg of coffee—
u(2,8) = u(4,4) = u(8,2) = 4.
Figure 3.3 (b) shows the indifference curve made up of all bundles for

which Anmei’s utility is equal to 4. Her indifference curve is labeled by a u
with a subscript which represents the level of utility that is the same for all
points on that indifference curve. Anmei prefers to consume more of both

INDIFFERENCE CURVE The points making up an individual’s indifference curve
are bundles—indicated by (x,y), (x′,y′), and so on—among which the person is
indifferent, so that u(x,y) = u(x′,y′) and so on.

BUNDLE A bundle is a list of an individual’s goods (or bads).
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Figure 3.3 One of Anmei’s indifference curves: coffee and data. The dark-green
indifference curve uA4 represents all the combinations of x and y that provide
Anmei (A) with the same level of utility, 4. The blue area above and to the right of
Anmei’s indifference curve shows combinations of the amounts of coffee and
data that provide her with utility greater than 4. The light-green area beneath her
indifference curve shows the bundles of x and y that she values at less than 4.
She would therefore rather choose a combination of x and y on the indifference
curve shown than any point to the left or below it.
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(b) An indifference curve

data and coffee, so she would like to be anywhere in the blue-shaded area
where her utility would be greater than 4. She would rather not consume
less of both data and coffee, so she would not like to be down in the area
shaded in green where her utility would be less than 4.
The single indifference curve shown in Figure 3.3 (b) divides the space

of all possible bundles of x and y into three categories: bundles that are
respectively better or worse than any of the bundles making up u4 and
bundles that are equally valued with a utility of 4.
To predict the action that will be taken by a person in some given

situation, we proceed in four steps:

• Step 1: In this and the next section we use many such indifference
curves—her indifference map—to evaluate all of the bundles that she
could consider; we can do this because her utility function assigns a utility
number to each bundle.

• Step 2: In section 3.7 we then limit the decision maker’s choices to those
that are feasible for her (that is, choices that are actually open for the
decision maker to take).



OUP CORRECTED PROOF – FINAL, 11/9/2021, SPi

Indifference Curves: Graphing Preferences 117

• Step 3: Putting steps 1 and 2 together, we use the evaluations in Step 1 to
rank all of the feasible outcomes, showing us the one the decision maker
ranks the highest.

• Step 4: We conclude that she will select the bundle identified in the
previous step.

Figure 3.4 shows three indifference curves, u3, u4, and u5, part of Anmei’s
indifference map. Anmei prefers more of both goods—that’s why they are
called “goods.” Therefore, indifference curves to the upper right, like u5,
are higher (corresponding to the blue-shaded area in Figure 3.3). Indiffer-
ence curves representing less preferred combinations, like uA3 are to the
lower left (corresponding to the green-shaded area in Figure 3.3). Of the
three indifference curves plotted on the indifference map of Figure 3.4, uA3
provides Anmei with her lowest utility, whereas uA5 provides Anmei with her
highest utility. A different person, one who valued coffee more than Anmei
would have a different indifference map.
If you think of her indifference curves as a kind of contour map, Anmei

can be pictured standing somewhere on a mountain wanting to get to the
top. She might, for example, be in the lower-left corner of the contour
map of a hill shown in Figure 3.5 wanting to reach the 800-meter-plus top
of the hill.

Figure 3.4 An indifference map for kilograms of coffee, x, and gigabytes of
data, y. The quantity of good x is on the horizontal axis and the quantity of good y

is on the vertical axis. Three indifference curves are shown: uA3 , u
A
4 , and uA5 , where

the rank of the utilities is uA5 > uA4 > uA3 . The constant level of utility for u
A
4 = 4.

Points a, b, and c all lie on uA4 and give Anmei the same utility of 4. Point d would
give Anmei lower utility and point e would give Anmei higher utility (because
every bundle is associated with some utility number, we could draw indifference
curves through those points, and through any point in the figure).
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Her utility is the altitude where she is standing, say, at a point on the 720
meters above sea-level contour. Her indifference curves are the numbered
contour lines on a map of the mountain she is climbing, each indicating
locations on the mountain the same height above sea level.

Figure 3.5 A contour map of a
hill showing altitudes.
Indifference curves are similar
to contour lines, which are
composed of all the points in
the landscape which are at
the same altitude. The
lower-left quarter of the
contour map resembles the
indifference map in Figure 3.4.

A map, as the quotation at the beginning of this chapter reminds us, is a
representation of territory. The territory represented by Anmei’s indiffer-
ence map is her evaluation of all possible outcomes she might experience.
An indifference curve runs through every point in the (x,y) plane, but just
like maps that could not possibly show every contour line, we can plot only
a selected number of them in any case.
Anmei wants to climb as high as she possibly can up the utility mountain,

given whatever limitations she faces, including her own physical capacities
and possibly impassible cliffs blocking her way. As Anmei advances
up the mountain, she crosses contour lines, moving from lower-to-
higher indifference curves. She is engaging in a constrained optimization
process.

CHECKPOINT 3.3 Maps, points, and bundles Sketch your own version of
the indifference map in Figure 3.4. Add two new points to your graph:

a. A bundle, labeled f, where Anmei holds the same amount of y as she
does at point b, but Anmei prefers bundle b to f.

b. A bundle, labeled g, where Anmei holds the same amount of y as she
does at bundle b, but which Anmei prefers to bundle b.

c. Explain why the following is true: consistency of preferences implies
that indifference curves cannot cross. Draw two intersecting indif-
ference curves and label points on them that enable you to show
that these points violate the consistency assumption. Hint: where
(x,y), (x′,y′), (x′′,y′′) are bundles you will need to show something like
(x,y) ≻ (x′,y′) ≻ (x′′,y′′) but (x,y) ⊁ (x′′,y′′) where ⊁ means “is not pre-
ferred to.”

3.5 MARGINAL UTILITY AND THE MARGINAL
RATE OF SUBSTITUTION
Indifference maps are used to summarize the values that an individual
places on differing bundles of goods. But “goods” go beyond things like
Anmei’s coffee or data. Goods can be anything a person values, such
as free time. (Indifference curves, as we will show later in the chapter,
can also summarize the preferences people have about “bads” such as
environmental degradation, that, unlike goods, are things that peoplewould
prefer to avoid.)



OUP CORRECTED PROOF – FINAL, 11/9/2021, SPi

Marginal Utility and the Marginal Rate of Substitution 119

To see this, wewill move from the choice about coffee and data, and think
instead about a new person, Keiko (KAY-i-ko), who is a student making a
choice about the use of her time. One decision she has already made is that
she will sleep eight hours every night, so she has 16 remaining hours of the
day that she will use in some way. As Keiko progresses through her studies
(no doubt fueled by coffee and using data), she has two important priorities,
which she thinks of as “Living” and “Learning.”

• Learning comprises all the aspects of her life as a student that contribute
to her goals of becoming an educated person and becoming qualified for
an interesting career.

• Living comprises everything else, including keeping up with friends,
meeting new people, and taking care of herself.

As there are only so many hours in a day, and because Learning takes
time, Keiko faces a trade-off between Learning and Living, the more she
has of one the less she will have of the other. So she is facing a constrained
optimization problem.
We explain in section 3.15 that constrainedmaximization is not a descrip-

tion of the mental and emotional processes by which a decision maker
adopts one course of action over another. It is a research strategy that
economists use to understand what people do, not how they come to do it.
To illustrate the method we will suppose that Keiko consciously maximizes
her utility function subject to her only-24-hours-in-the-day constraint, by
comparing the utility associated with each of the combinations of Learning
and Living that are open to her. (OK: only a student in economics would
actually do this!)
Keiko is a systematic and quantitatively oriented person, and decides

to measure her Learning quantitatively with a number. In calculating her
Learning, she takes account of feedback from her teachers, such as grades
(marks), but also evaluates this feedback in terms of her own estimation
of how much she has learned, such as how much her study improves her
writing skills and general understanding.
Keiko measures the amount of Living by the hours she can spend not

studying, x, and the amount of her Learning by her personal rating, y.
Key to how the preferences, beliefs, and constraints approach works is

the fact that for most of the things that we may value, if we have little of
it, we highly value having more of it, but the more of the thing we have,

TRADE-OFF A trade-off is a situation in which having more of something desired
(a “good”) requires having less of some other “good” or more of something that
the actor would like to have less of (a “bad”).
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the less valuable will be the next additional unit that we could have. This is
called diminishing marginal utility, where the new idea here is “marginal.”

✓ FACT CHECK Diminishing
marginal utility in economics
is often based on the
psychological principle of
satiation of wants, which
states that satisfying our
wants is pleasurable, that our
wants (for example hunger)
are limited, when the
resources allowing
satisfaction of wants are
limited we satisfy our most
urgent wants first, and that
the more satisfied is the want
(by eating) the less pleasure
do we derive from further
satisfying the want.

M-NOTE 3.1 The meaning of marginal

The change in the value of a function—like utility, u(x,y)—when just one
argument of the function x or y changes is a basic concept in calculus. The
partial derivative of the function with respect to an argument—that is either
ux(x,y) or uy(x,y)— is approximated by the effect of a small change in the
argument on the value of the function, holding constant the other argument.
If the decision maker increases her consumption of x by a small amount Δx,
then her utility becomes u(x+Δx,y) ≈ u(x,y) +ux(x,y)Δx, so Δu ≈ ux(x,y)Δx.
So the marginal utility of x is ux(x,y) =

Δu
Δx
where Δx is small. Conventionally

this is expressed as the effect on u of a one unit change in x.
If the marginal utility of any thing that we value positively is less, the more

of it that we have—diminishing marginal utility—then this means that:

• the first partial derivative of the utility function with respect to good x is
positive, ux > 0 (because more x is better than less); and

• the second partial derivative of the utility function with respect to good x is
negative, uxx < 0 (because as x increases, utility is increasing (ux > 0), but
at a diminishing rate, therefore giving us diminishing marginal utility).

Diminishing marginal utility
A change of one variable—like Keiko’s Living—by one very small unit while
holding constant everything else, including her Learning, is a marginal

M-CHECK We also use the
symbol for partial
differentiation 𝜕u(x,y)

𝜕x
to mean

the marginal utility of x. When
it is not necessary to be
reminded of the other
variables (held constant) that
the marginal utility depends
on, we eliminate the (x,y) and
just use 𝜕u

𝜕x
or ux .

change, meaning the change is very small and in only one variable. The
change in utility corresponding to a marginal change in x or y is called
the marginal utility of x or y. Keiko’s marginal utility of Living, which
we denote as ux, like her utility itself, depends on how much Living and
Learning she is currently experiencing. So we write ux as a function of x
and y: ux(x,y).
Similarly, Keiko’s marginal utility of Learning, uy(x,y) or using the alter-

native notation Δu(x,y)
Δy

, is how much her utility changes as she changes

her Learning (y) by one unit, holding constant the amount of Living she
does (x).
Figure 3.6 shows just a slice of Keiko’s preferences, namely how they vary

with the level of Living she experiences, when the level of Learning she
experiences is fixed at y = 3. We can study the full range of her preferences

DIMINISHING MARGINAL UTILITY A property of some utility functions
according to which each additional unit of a given variable results in a smaller
increment to total utility than did the previous additional unit.



OUP CORRECTED PROOF – FINAL, 11/9/2021, SPi

Marginal Utility and the Marginal Rate of Substitution 121

Figure 3.6 Diminishing marginal utility. In panel (a), utility is an increasing and
concave function of Living, meaning that the curve is positively sloped, but with a
decreasing slope for higher levels of Living. The slope of the curve is the marginal
utility and this is shown in panel (b). The points in panel (a) correspond to the
same points in panel (b). For example, the height of point f in panel (a) shows the
level of utility when Keiko experiences just two hours of Living and the slope of a
tangent to the curve at that point is the marginal utility of Living. The height of
point f in panel (b) shows the value of that slope, that is the marginal utility of
increased Living when Keiko experiences two hours of Living.
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when the value of both goods varies by looking at her entire indifference
map.

The marginal rate of substitution
The marginal rate of substitution is the maximum amount of y that Keiko
would be willing to give up to get a unit more of x. The marginal rate
of substitution is also the least amount of y that Keiko would view as an
adequate substitute for losing a unit of x. The marginal rate of substitution
should be read as “units of good y per unit of good x.”
We show in M-Note 3.2 that the marginal rate of substitution is equal to

the ratio of the marginal utilities of the two goods:

mrs(x,y) = ux(x,y)
uy(x,y)

= marginal utility of x
marginal utility of y

(3.1)

MARGINAL RATE OF SUBSTITUTION The marginal rate of substitution is the
negative of the slope of an indifference curve. It is also the maximum willingness
to pay for a small increase in the amount x expressed as how much of y the
person would be willing to give up for this. In a model with y as money, this is
called the offer price.
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This is true because the amount of y that compensates Keiko for a small
loss of x is the ratio of her marginal utility of x, which tells us how much
she misses the x she has lost, to the marginal utility of y, which tells us how
much she appreciates the compensating gain in y.
The marginal rate of substitution provides us with an essential piece of

information. Imagine that Keiko had somebundle (x,y) and shewere offered
the following exchange—trade away some of her y in order to get more x.
You already know that the mrs tells us the greatest amount of y that she
would be willing to give up to get one more unit of x in such a trade. This is
why we call the mrs the willingness to pay y to get more x.
Why does the mrs tell us her maximum willingness to pay? She would

happily pay less than the mrs to get one more unit of x because this would
increase her utility (put her on a higher indifference curve). But she would
not pay more. This is why we call the mrs the maximum willingness to pay.
This is shown in Figure 3.7. At point f, Keiko spends 14 hours studying

and attending classes and has two hours left over for Living, so, a lot of

Figure 3.7 An indifference map showing Keiko’s evaluation of bundles of Living
(x) and Learning (y). The negative of the slope of the indifference curve is the
marginal rate of substitution of Learning (y) for Living (x), mrs(x,y), capturing the
trade-offs of Keiko’s preferences for the two goods. The lettered points
correspond to the same letters in Figure 3.6. At f, Keiko has a high level of
Learning (3) and little Living (two hours) and she is willing to give up a lot of
Learning to get more Living (the slope is steep at point f; therefore her marginal
rate of substitution is large). At h; Keiko has a low level of Learning (0.82) and a lot
of Living (14 hours) and she is willing to give up very little Learning to get more
Living (her slope is relatively flat at point h; therefore her marginal rate of
substitution is small). Keiko has a Cobb-Douglas utility function (introduced in the
next section) with u(x,y) = x0.3y0.7 .
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Learning and not so much Living. As a result her indifference curve at point
f is steep. The largest amount of Learning that Keiko would be willing to
give up in order to get one more unit of Living is the negative of the slope
of her indifference curve at that point (0.64 at point f), which is themarginal
rate of substitution at that point or mrs(x,y).
You can see from Equation 3.1 that Keiko’s indifference curve is steep

(largemrs) because the marginal utility of additional Living (ux(x,y)) is large
(she has little Living) and the marginal utility of Learning (uy(x,y)) is small
(she has a lot of Learning).
Comparing points f and g, we can see that if she were to have the same

level of Learning (3) but much more Living (14 hours) we already know from
the same points in Figure 3.6 (b) that her marginal utility of Living would be
lower. So her indifference curve would be flatter, meaning that she would

M-CHECK When considering
two goods—things that people
value positively, like data and
coffee, or living and
learning—the indifference
curves are downward-sloping.
That is, they have a negative
slope. The negative of the
slope of an indifference curve
is just its slope with the sign
changed.

be unwilling to give up as much Learning to get another hour of Living than
she was at point f when she had just two hours of Living.
The same reasoning shows (and Figure 3.7 confirms) that Keiko’s willing-

ness to pay (in units of good y) for another unit of good x increases as she
has more of good y (compare the slopes at points h and g).
Before going on to the constraints facing Keiko we will now show how

what you have learned so far can be used with an explicit mathematical
function.

M-NOTE 3.2 Themrs is the ratio of marginal utilities

To derive the marginal rate of substitution using calculus, we use the method
of total differentiation (covered in the Mathematics appendix). First of all,
along an indifference curve the amount of utility is a constant, u(x,y) = u.
To find the slope of the indifference curve we ask what changes in the

quantities of x and y (one increasing, the other decreasing) are consistent
with u(x,y) not changing. This is what total differentiation tells us. When we
totally differentiate the utility function with respect to its arguments we get
the change in Keiko’s utility as the sum of the changes due to changes in her
consumption of each good. The indifference curve is defined as the changes
in x and y such that the change in Keiko’s utility is zero.
So we set the total derivative of her utility function equal to zero:

du = ux(x,y)dx+uy(x,y)dy = du = 0 (3.2)

This equation says that since her utility is constant on an indifference curve
by definition, the change in her utility is zero.
Recall, too, that the derivative of a constant like u is 0.
We can now rearrange equation 3.2 to find the mrs(x,y):

Subtract uy(x,y)dy from both sides −uy(x,y)dy = ux(x,y)dx

Divide by uy(x,y) and dx mrs(x,y) = −
dy
dx

= ux(x,y)
uy(x,y)

(3.3)

As a result, the negative of the slope of the indifference curve − dy

dx
is equal

to the ratio of the marginal utilities of the goods, ux(x,y)
uy(x,y)

. But the negative of

continued
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the slope of the indifference curve is the marginal rate of substitution of y for
x, so we have shown that the marginal rate of substitution is the ratio of the
marginal utilities, and correspondingly that the

slope of an indifference curve = −mrs(x,y) = −ux(x,y)
uy(x,y)

(3.4)

The mrs has the dimensions of an amount of good y per unit of good x
because the marginal utility of y has the dimensions utility per unit y, and the
marginal utility of x has the dimensions utility per unit x.

CHECKPOINT 3.4 Diminishing marginal utility Explain the relationship
between the slopes of the curves at points f, i, and g, in Figures 3.6 panels
a and b and Figure 3.7.

3.6 APPLICATION: HOMO ECONOMICUS WITH
COBB-DOUGLAS UTILITY
In Chapter 2, we saw that people may have some combination of pref-
erences including self-regarding and other-regarding in its many forms:
altruistic, fair-minded, reciprocal, and spiteful. Representing these prefer-
encesmathematically requires knowledge of what Keiko values including:

• How important to her are Learning and Living?

• Is her own Living and Learning all she cares about, or does she value other
people’s Living and Learning?

In this section we study the preferences of a self-regarding Keiko: she
does not care about the Living and Learning of others. We use what is
called a Cobb-Douglas utility function to illustrate how we can model the
difference it makes what value she places on the two elements in her choice
bundle.

HISTORY The Cobb-Douglas
function is named after the
economist and later US
Senator Paul Douglas and his
then Amherst College
colleague, mathematician and
economist Charles Cobb, who
jointly came up with the
function in 1928 for an
econometric study of the
contributions of labor and
capital goods to output in the
US economy.

Here is a Cobb-Douglas utility function:

u(x,y) = xαy(1−α) (3.5)

The size of α, which is a positive number less than 1, is a kind of baseline
measure of how much the individual values x independently of how much
x and y she has. For example, we show in Chapter 7 that the fraction of a
utility-maximizing person’s budget that will be spent on good x is α. The
fraction spent on y will be 1−α. So if Keiko’s α is greater than her friend’s,
then we would expect to see Keiko consuming more of the x good.
When a person’s preferences are described by a Cobb-Douglas utility

function, then as long as the Keiko has some of each good, x > 0 and y > 0,
the following will be true:
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• her utility u(x,y) > 0 is positive; and

• her utility increases as she consumesmore of either good x or y, meaning
that the marginal utility of both goods is positive.

Because the marginal utilities for both goods is positive, Keiko will select
a bundle with more of each over a bundle with less of either if both bundles
are available to her.
Here is an example of a Cobb-Douglas utility function where a consumer,

Anmei from earlier, has a stronger preference for y than for x because α =
0.4 and (1−α) = 0.6.

u(x,y) = x0.4y0.6 (3.6)

Let’s assume that x is kilograms of coffee and y is gigabytes of data as
we did earlier. The values of α and (1−α) show that Anmei has a stronger
preference for data than for coffee because α = 0.4 < 0.6 = (1−α).

M-CHECK In M-Note 3.4 we
show that if Anmei is
consuming the same amount
of x and y, then the maximum
number of units of y that she
would be willing to pay for
one unit of x is α

1−α
. So if

α = 0.4 her willingness to pay
for a unit of x would be 0.4

0.6
or

two-thirds of a unit of y.

M-NOTE 3.3 Cobb-Douglas diminishing marginal utility

How do we check that marginal utility is diminishing? Let us examine the
marginal utility of Living in the Cobb-Douglas utility function, assuming x > 0,
y > 0.

Utility function u(x,y) = xαy1−α (3.7)

To find the marginal utility of x we differentiate Equation 3.7 with respect
to x:

Marginal utility of x ux =
𝜕u
𝜕x = αxα−1y1−α (3.8)

Because 0 < α < 1, the marginal utility of x is positive, that is ux > 0. Why? x
and y are both positive, as is the parameter α, as is the exponent 1−α. The
exponent α− 1 < 0, but this simply means that x can be read as being in the
denominator of the marginal utility (because α− 1 = −(1−α)). For example,
for α = 0.6, the marginal utility of x is:

ux = 0.6
y0.4

x0.4
= α

y1−α

x1−α
(3.9)

You can see from Equation 3.9 that the larger is x the smaller will be the
marginal utility of x. You already saw this in Figure 3.6 (in fact, we used a
Cobb-Douglas utility function to make the indifference curves in that figure).
To confirm that themarginal utility of x is diminishing, we need to differentiate
the marginal utility of x with respect to x. That is, we need to find the
second derivative of the utility function with respect to x, 𝜕

2u

𝜕x2
. So we partially

differentiate Equation 3.8 with respect to x.

Change in ux
𝜕2u
𝜕x2 = (α)(α− 1)x(α−2)y(1−α) < 0

Because 0 < α < 1, α− 1 < 0. Therefore, α(α− 1) < 0. Therefore, the rate of
change of the marginal utility with respect to x is negative (marginal utility is
diminishing), or what is the same thing: utility increases at a decreasing rate
as x increases.
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M-NOTE 3.4 Cobb-Douglas/Coffee-Data

We derive the marginal rate of substitution for the general Cobb-Douglas
utility function.

u(x,y) = xαy(1−α) = u

To find the marginal rate of substitution, we need the marginal utilities of
x and y. Consequently, we differentiate the utility function with respect to x
to find ux , the marginal utility of coffee, and with respect to y to find uy , the
marginal utility of data.

ux = x(α−1)y(1−α) (3.10)

uy = (1−α)xαy(1−α)−1 (3.11)

We substitute the marginal utilities (Equations 3.10 and 3.11) into the definition
of marginal rate of substitution, mrs(x,y) (Equation 3.4) to find the formula
for the marginal rate of substitution.

mrs(x,y) = −
dy
dx

= ux(x,y)
uy(x,y)

=
x(α−1)y(1−α)

(1−α)xαy(1−α)−1

Factor out x−1 and y−1 =
αxαx−1y(1−α)

(1−α)xαy(1−α)y−1

Remember that x−1 = 1

x
and 1

y−1
= y and cancel the terms xα

xα
and y(1−α)

y(1−α)
:

mrs(x,y) = α
(1−α)

y
x

(3.12)

Equation 3.12 shows that if Anmei is consuming the same number of
gigabytes of data and kilograms of coffee (say, five of each) she will evaluate
them at ratio α

(1−α)
. The preferences for each good (α and (1−α)) determines

the ratio at which Anmei is willing to trade data for coffee, together with the
amount of coffee and data she is actually consuming. You can see that if
Anmei had a different level of current consumption of the two goods, say,
more x and less y her mrs would be lower.

CHECKPOINT 3.5 Diminishing mrs as y
x falls Go back to Figure 3.4 and

explain why the mrs is lower at point c than at point b, and lower at point
d than at point a.

3.7 THE FEASIBLE SET OF ACTIONS:
OPPORTUNITY COSTS AND THE MRT
Keiko’s preferences and the resulting utility numbers she assigns to each
bundle are a reflection of what she wants to achieve, what her goals are. But
her preferences do not tell us what she can feasibly obtain. To understand
the bundles that are feasible for her, we need to know how she obtains
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Learning from spending her time studying. Remember, Keiko sleeps eight
hours every night and she is not considering changing that. Her choice is
what she will do with the 16 hours in the rest of the day.

A production function: How studying produces Learning
The relationship between the time Keiko spends studying and the amount
of learning she achieves is given by an equation that shows for the time
(in hours) spent studying (h), how much Learning (y) results, y = f(h). This
is a production function—a mathematical description of the relationship
between the quantity of inputs devoted to production on the one hand and
the maximum quantity of output that the given amount of input allows.
Production functions are more often used to study things other than
success in coursework, that is outputs such as meals served, lines of code
written, or bushels of corn harvested.
Keiko’s production function is depicted in Figure 3.8 (a). From the figure

you can see that for Keiko to obtain Learning she must spend hours (h)
studying. Up to a maximum of 16 hours, she can increase her learning by
studying more. But starting from studying just a few hours, doubling the
amount of studying she does does not double her Learning. We can see this
by comparing points e′, i′, and g′. Four hours of study (h = 4), gets Keiko
y = 1.75 points of Learning, as shown by point e′. But doubling her studying
to eight hours gets her just three units of Learning, far from a proportional
increase. This is because if she has just four hours, then she focuses on the
really important key points. While if she has eight hours, then she gets into
the details, which add to her Learning, but not as much as the key ideas do.
Keiko’s learning production function illustrates an important common

economic phenomenon: diminishing marginal productivity. The marginal
productivity of hours studying is the effect of a small increase in studying
time on the resulting Learning. As you can see from the fact that the
production function in Figure 3.8 is flatter formore hours of study,marginal
productivity of studying hours is therefore diminishing.
This is similar to diminishing marginal utility. Just as the person satisfies

her most pressing needs if she has very limited expenditures, but can turn
to frills if she has more to spend, Keiko focuses on the essential points if her
study time is limited but can turn to the examples and further illustrations
if she has more time to spend.

PRODUCTION FUNCTION A production function is a mathematical description
of the relationship between the quantity of inputs devoted to production on the
one hand and the maximum quantity of output that the given amount of input
allows.
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Figure 3.8 Production of Learning by studying and the feasible frontier of Living
and Learning. Points e′ , i′ , and g′ on the production function show combinations
of hours of study and the maximum amount of Learning she could accomplish in
that time. Point i′ , for example, shows that if she studies eight hours she could
attain learning equal to 3 (she could also attain less if she spent the “studying”
time texting with friends). The amount of Living that she can have is her 16 hours
minus the time she spends learning, i.e. x = 16−h, as shown in panel (b). Panel
(b) shows the feasible frontier (dark-green curve), which is the border of the
feasible set (shaded in green). The feasible frontier is just a flipped version of her
production function. Points beyond the feasible set (shaded in blue) are
infeasible given the number of hours in the day and her Learning production
function. In this figure the equation for the feasible frontier is given by:
y = 4− 1

64
x2 . The equation for the production function is given by:

y = 4−( 1

64
)(16−h)2 , or simplifying: y = h( 1

2
− h

64
). (Remember x = 16−h.)
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M-NOTE 3.5 An education production function

The education function relating hours of studying to the resulting learning
that we used to draw Figure 3.8 (a) is:

production function y = f(h) = h( 1
2
− h
64

) (3.13)

The marginal product of time spent studying is the derivative of y with respect
to h:

marginal product of studying yh =
dy
dh

= 1
2
− h
32

(3.14)

So you can see that when studying time is limited, the marginal product is
almost one-half; and with more study time the marginal product is less. When

continued
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h = 12, for example, you can see from Equation 3.14 that the marginal product
of studying time is only one-eighth.

The marginal rate of transformation and opportunity cost
Because her waking hours are just 16 and Keiko defines Living as her
time not studying, she has two ways to use her time—studying or not
studying, so:

Living = 16 hours −hours of studying

This makes it clear that

• She has just one decision to make not two: if she chooses hours of
studying, that also determines her hours of Living.

• Because more time living means less time studying this means that the
opportunity cost of living more is some amount of learning less.

To understand what this opportunity cost is, see Figure 3.8 (b), showing
the feasible set of outcomes that Keiko might experience. The feasible
frontier shown there is the mirror image of the production function in the
panel (a). The horizontal axis is no longer studying hours but instead 16
minus studying hours, which is the amount of Living she can have for each
level of studying she chooses.
At e, Keiko studies for four hours, which means she is Living for 12 hours

and her Learning is 1.75. Or (point g) she could study for 12 hours and have
learning of 3.75. All of the points like e, g, i, and the rest of the feasible
frontier are choices that she could make.
The feasible set is the area bounded by the feasible frontier and the x

and y axes composed of all combinations of Living and Learning that she
could experience.
Turning to Figure 3.9 we can also contrast two points on the feasible

frontier, such as points a and b. At point a, Keiko spends 13 hours studying
and has three hours left over for Living, with the result of a lot of Learning
and not so much Living. At point b, Keiko spends eight hours studying and
attending classes and has eight hours left over for Living, but her Learning is
lower than at point a. The difference between the two points on the feasible

FEASIBLE SET All of the combinations of the actions or outcomes that a
decision maker could choose, given the economic, physical, or other constraints.

FEASIBLE FRONTIER The boundary of a feasible set. In the case of two goods, it
is the curve made of points that defines the maximum feasible quantity of one
good for a given quantity of the other.
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frontier illustrates another trade-off that is central to Keiko’s choice: more
living means less learning. And vice versa.
If we apply the same reasoning to very small differences of the two goods,

we can see that the opportunity cost in less Learning that is required to get
more Living is the negative of the slope of her feasible frontier at that point,
namely − Δy

Δx
. This is called themarginal rate of transformation ormrt(x,y).

HISTORY The 1975 collection
of essays by Nobel Laureate
Milton Friedman titled There’s
No Such Thing as a Free
Lunch: Essays on Public Policy
popularized the idea that
there is an opportunity cost to
having more of anything that
we value.2

Themarginal rate of transformation is the smallest amount of y that Keiko
has to give up to get a small unit more of x.
The mrt is therefore Keiko’s opportunity cost of x in terms of y or the

minimum amount of y she has to sacrifice in order to get a small unit of x.
The interpretation of themrt as the opportunity cost of the x-good plays a
major role in the reasoning in this book.

Opp. cost of x = −Slope of feasible frontier = −
Δy
Δx =mrt(x,y)

The marginal rate of transformation should be read as “units of good y
per unit of good x.” What is being transformed into what? Free time is being
given up and devoted to studying that is transformed into Learning. The

M-CHECK When x is a bad
(like studying time) rather
than a good (like Living) the
mrt is still the negative of the
slope of the feasible frontier
but the opportunity cost is
now the amount of the y-good
(Learning in this case) that
will be sacrificed by studying
less. In this case we have
dy/dx > 0 so the mrt as the
negative of this is −dy/dx < 0,
and the opportunity cost (a
positive amount) is the effect
on y of having less x or
−(−dy/dx) > 0.

marginal rate of transformation is determined by how productive are the
hours of schooling she spends. You already know that the marginal product
of study time declines the more she studies.
As a result the feasible set is steep when she is devoting little time to

studying, but as she studies more—moving upward and to the left along
the feasible set—the additional learning associated with more studying (and
more Living given up) declines.
This is also why the opportunity cost of studying less increases as you

move downward and to the right along the curve. At point a where Keiko
is studying most of the time—13 hours—she is reading every page of the
assigned readings twice, doing all of the practice problems, and even
reading the footnotes. Cutting back a bit on her studying is not going to
cost her much in terms of Learning.
In this case, as shown in Figure 3.9, her feasible frontier exhibits an

increasing marginal rate of transformation. Her feasible frontier starts off
with low opportunity costs at point a, but her marginal rate of transfor-
mation increases as she moves along the feasible frontier—studying less—
toward havingmore x and less y. This steepening of the frontier reflects the
increasing opportunity cost of free time. In this case, Keiko has to sacrifice
more y for x the more x and the less y she has.

MARGINAL RATE OF TRANSFORMATION The marginal rate of transformation is
the quantity of some good that must be sacrificed to acquire more of another
good. It is equal to the negative of the slope of the feasible frontier (constraint).
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Figure 3.9 Themrs =mrt rule for two goods: Living and Learning. Keiko’s feasible
frontier for Living and Learning is shown in green. Three of her indifference curves
are shown by uK1 ,u

K
2 , and uK3 in blue (u

K
3 > uK2 > uK1 ). At point b, her utility is

maximized: the marginal rate of substitution equals the marginal rate of
transformation by choosing to spend eight hours Living which gives her a
subjective Learning score of 3.
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M-NOTE 3.6 A Living-Learning feasible frontier

An equation for the feasible frontier has the form:

Feasible frontier y = y− c(x) (3.15)

The parameter y is the maximum amount of y when x = 0, the y-intercept of
the feasible frontier. The term c(x) is the cost of x, that is, how many units of
y (Learning) one must give up to get the value of x (Living) that she chooses.
We get the equation for the feasible frontier in Figure 3.8 (b) for Keiko’s

Living, x, and Learning, y, by starting with the education production function,
Equation 3.13:

Production function y = f(h)

y = h( 1
2
− h
64

)

And then placing h in terms of x using h = 16− x and simplifying yields:

y = 4− x2

64
(3.16)

The negative of the slope of the feasible frontier, − dy

dx
= 1

32
x. This is the

amount of x that she has to give up in order to get one more unit of y. The
opportunity cost of additional Living is greater the more living she is doing
because the more she “lives” the less she studies, and when she is studying
just a few hours the marginal product of studying is high, and so studying less
reduces Learning a lot.
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CHECKPOINT 3.6 Diminishing marginal productivity of studying What
does diminishing marginal productivity of studying mean, and why does it
occur in the learning process?

3.8 CONSTRAINED UTILITY MAXIMIZATION: THE
MRS = MRT RULE

!reminder A bundle (x,y) is
constrained utility-maximizing
if there is no point in the
feasible set that is on a higher
indifference curve.

By combining the insights of feasible frontiers and indifference curves—
as in Figure 3.9—we can understand what a constrained utility-maximizing
choice by Keiko would be.

• Constraints: She can choose some point on or within her feasible frontier
given by her production function and the limits of her time.

• Preferences: From among the points in her feasible set, she will prefer
the bundle with the highest utility, meaning on the highest indifference
curve.

To understand Keiko’s constrained utility-maximizing problem, we con-
trast points a, b, and c in Figure 3.9. A bundle (x,y) is constrained utility-
maximizing if there is no other point in the feasible set with a higher utility.
Point a is on Keiko’s feasible frontier and lies on indifference curve uK1 .

But, a is not constrained utility-maximizing because Keiko could increase
her utility by increasing her Living time and decreasing her Learning, by
moving along the feasible frontier to the southeast. By similar reasoning
point c cannot be the highest indifference curve she can reach.
Keiko’s constrained utility-maximizing point is b in Figure 3.9, the point

on the feasible frontier that is on the highest indifference curve. We label
it b because it is the point where Keiko does the best she can.
Figure 3.9 suggests a useful way to think about Keiko’s constrained utility-

maximization problem. In the figure, we see that the constrained utility-
maximizing bundle is the point where Keiko’s indifference curve is tangent
to her feasible frontier. This means the indifference curve and the feasible
frontier have the same slope at the constrained utility-maximizing point.
The slopes of the indifference curve and the feasible frontier express

trade-offs between the two goods. This is the basis of what we call the
mrs =mrt rule.

M-NOTE 3.7 Equatingmrs tomrt to find the constrained maximum

Suppose Keiko’s utility for Living (x) and Learning (y) is described by a Cobb-
Douglas utility function with parameter α = 0.4 and (1−α) = 0.6:

u(x,y) = x0.4y0.6

continued
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We find her marginal rate of substitution by using the marginal utilities (see
M-Note 3.4 if you have difficulty here) and substituting them into the equation
mrs(x,y) = uKx

uKy

uKx = 0.4(xA)−0.6(yA)0.6

uKy = 0.6(xA)0.4(yA)−0.4

mrs(x,y) = uKx
uKy

= 2
3
y
x

(3.17)

Suppose her feasible frontier is the one we used in making the figures:

y = 4− 1
64

x2

Keiko’s constrained maximum must be on her feasible frontier. We find her
marginal rate of transformation by differentiating y with respect to x:

−
dy
dx

=mrt(x,y) = 1
32

x

To find Keiko’s constrained maximum, we use the two expressions above for
mrs andmrt, equating them to find a point on the feasible frontier consistent
with the mrs =mrt rule:

mrs(x,y) = 2
3
y
x
= 1
32

x =mrt(x,y) (3.18)

Then multiplying through by 3

2
x:

y = 3
64

x2 = 4− 1
64

x2

x2 = 64

x = 8

y = 3

Keiko chooses a consumption bundle with 8 hours of Living, which means she
studies for 8 hours, and obtains a Learning level of 3.

Doing the best you can: Themrs=mrt rule
Summarizing the results so far, in Figure 3.9:

1. The negative of the slope of the feasible frontier is the opportunity cost
of getting a unit more of the x-good, in terms of the amount of the y-good
foregone.

2. The negative of the slope of an indifference curve is a measure of the
person’s willingness to pay for a little more of the x-good in terms of how
much of the y-good she would be willing to give up to get an additional
unit of the x-good.

Using these two statements we can see why point a in Figure 3.9 could
not be the utility-maximizing bundle. The indifference curve is steeper
than the feasible frontier, so the value of getting more Living (by studying
less) exceeds the associated opportunity cost in foregone Learning (point 2
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above is greater than point 1). So she could do better by giving up some
Learning in favor of more Living.

! reminder mrs and mrt

• mrs, the marginal rate of
substitution, is the negative
of the slope of an
indifference curve.

• mrt, the marginal rate of
transformation, is the
negative of the slope of the
feasible frontier.

The opposite is true at point c: the feasible frontier is steeper than
the indifference curve. By giving up a unit of Living (studying more) she
would get a substantial increase in Learning (that is what the steep feasible
frontier means). Giving up a unit of Living could be compensated by a
modest increase in Learning (that is what the flatter indifference curve
means). So the benefits of giving up some Living in return for more Learning
outweigh the cost. So any point like a and c where the feasible frontier
and the indifference curve intersect cannot be the constrained utility
maximizing output bundle. This gives us the mrs =mrt rule: the utility-
maximizing output bundle is a point where

Slope of feasible frontier = Slope of indifference curve

which requires that:

Marginal rate of transformation (mrt) = Marginal rate of substitution (mrs)

Or, what is the same thing,

Opportunity cost of x = Willingness to pay for x

The rule expresses a simple and true idea: if the opportunity cost of
something is less than your willingness to pay, you should choose more
of it (if you can) and if the opportunity cost is greater than your willingness
to pay, you should choose less of it (if you can).
But there are cases in which the utility-maximizing bundle is not a

tangency of the feasible frontier and an indifference curve:

• It may be that an indifference curve is steeper than the feasible frontier,
but there is no way to get more of the x-good. In this case the slope of
feasible frontier doesnotmeasure the opportunity cost of gettingmore of
the x-good; that is impossible (its cost is infinite). Youwill find an example
of this situation below: the utility-maximizing bundle at point b Figure
3.13—called a corner solution—there the mrs =mrt rule does not work.

• We show in M-Note 3.8 that there are conditions under which a bundle
such that mrs =mrt can also be a minimum not a maximum. We provide
an example of this in Chapter 6.

M-NOTE 3.8 When themrs=mrt rule fails

The rule can fail to identify the constrained utility maximum under two
conditions: when the maximum is a corner solution (so the rule is not
satisfied) and when the rule is satisfied at a minimum rather than amaximum.
Positing a case with diminishing opportunity cost of obtaining one good in
terms of the other good foregone will illustrate both cases.
Setup: Assume that a person’s utility varies with the amount of goods x

and y: continued
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u(x,y) = x+ y

and the maximum feasible amount of good y is a function of good x:

y(x) = (1− x)2 (3.19)

The rule may select a minimum, not a maximum. The marginal rate of
substitution and marginal rate of transformation are:

mrs(x,y) = ux
uy

= 1

mrt(x,y) = −
dy
dx

= 2(1− x)

Equating the mrs and mrt 2(1− x) = 1

So, x = 1
2

Using Equation 3.19 y = 1
4

Note that using these values, the utility is u = 3

4
. Alternatively, we could set

(x,y) = (1,0), or (x,y) = (0, 1): both allocations are in the feasible set. In both
cases, u = 1, which is higher than the one that we have reached using the
condition mrs =mrt.
The condition mrs =mrt will not give the utility maximum if the second

order condition is violated: the second derivative of the utility function with
respect to the variablesmust be negative. Let’s calculate it, replacing Equation
3.19 in the utility function:

u = x+ (1− x)2
du
dx

= ux = 1− 2(1− x)

d
dx

(du
dx

) = uxx = 2 > 0

The utility maximum may be a corner solution. In the example the utility
maximums at both x = 1 and y = 1 are corner solutions (only one of the goods
is consumed).
There are also cases in which the rule cannot be applied. Where either the

indifference curves or the feasible frontier are not smooth but instead are
kinked (are not differentiable), the derivatives on which the mrs and mrt are
based will not exist at the kinks.

Trade-offs between goods and bads
In many situations it is easier to understand decisions in terms of a trade-
off between a good and a bad rather than a trade-off between two goods.
Recall that a bad is something that you would prefer to have less of, such as
working harder than is comfortable or safe.
For example, Keiko might think of her decision in terms of a trade-off

between her time studying that she does not enjoy, h = 16− x, and her
Learning, y. Themore time Living the better for Keiko; therefore x is a good.
The more time studying the worse for Keiko; therefore h is a bad. But as
before since x = 16−h, choosing (h,y) to maximize utility, u(16−h,y) is the
same thing as choosing x to maximize utility u(x,y). These are just different
ways of posing the same problem.
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Figure 3.10 Themrs =mrt rule: Keiko’s problem of choosing (h,y) when h = 16− x

= time studying, is a bad. Studying time, h, is plotted on the horizontal axis, and
Keiko’s Learning, y, is plotted on the vertical axis. Keiko’s feasible frontier is shown
in green in the right-hand panel. Three of her indifference curves are shown by
uK1 ,u

K
2 , and uK3 in blue in both panels. The points a, b, and c are the same as in

Figure 3.9. Keiko maximizes her utility at the point on her feasible frontier on the
highest indifference curve, that is, at point b, choosing to spend eight hours on
Living and eight hours on Learning. The production function, that is, the feasible
frontier is y = h( 1

2
− h

64
).
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Figure 3.10 shows Keiko’s indifference curves and feasible frontier plotted
in terms of study time, h and Learning y. Her indifference curves slope

M-CHECK When x is a bad
(like studying time) rather
than a good (like Living) the
mrt is still the negative of the
slope of the feasible frontier
but the opportunity cost is
now the amount of the y-good
(learning in this case) that will
be sacrificed by studying less.
In this case we have dy/dx > 0
so the mrt as the negative of
this is −dy/dx < 0, and the
opportunity cost (which is a
positive number) is the effect
on y of having less x or
−(−dy/dx) > 0.

upward because hypothetically holding constant the level of Learning, an
increase in studying, h, lowers Keiko’s utility. So an increase in her study
time requires an increase in Learning, y to compensate, in order to stay at
the same level of utility. Utility increases as we move to the northwest and
decreases as we move to the southeast in this plot.
Similarly, Keiko’s feasible frontier slopes upward, because an increase in

study time, h, leads to more Learning, y. This is her “learning production
function” introduced earlier. So the slope of the feasible frontier is the
marginal productivity of studying time or Δy

Δh
and this is also the marginal

rate of transformation of study time into Learning. (In this case “transfor-
mation” actually describes the process underlying the feasible frontier.)
As was the case for trade-offs between two goods, a bundle in the

feasible set is the utility maximizing output bundle if there is no other
feasible bundle with greater utility. And this is the bundle for which the
mrs =mrt rule holds, namely the point on the feasible frontier where the
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marginal rate of substitution equals the marginal rate of transformation
(mrs(x,y) =mrt(x,y)).

M-NOTE 3.9 The marginal utility of the bad

The utility function for studying (h) and Learning (y) is given by:

uA(h,y) = (16−h)0.4y0.6 (3.20)

To find the marginal utility of the “bad,” studying, we need to partially
differentiate Equation 3.20 with respect to h. Remember that whenwe partially
differentiate we treat the other variable as a constant, so the term y0.6 will
simply remain where it is. We only have to think about the h term.

𝜕uA
𝜕h = uAh = (0.4)(−1)(16−h)0.4−1y0.6

uAh = −0.4⏟
<0

(16−h)−0.6⏟⎵⎵⏟⎵⎵⏟
>0

y0.6⏟
>0

< 0

The first term is negative whereas the second and third terms are positive.
So the marginal utility of hours of study is negative. We call such a utility
a disutility and will often talk about the disutility of work or the disutility
of effort. Remember: the marginal utility of a bad is a negative quantity, the
marginal disutility of a bad is the same number but with the sign reversed,
so it is a positive number.

CHECKPOINT 3.7 Understanding goods and bads Using the production
function that is the feasible frontier, namely y = h( 1

2
− h

64
) confirm that:

a. If Keiko studies eight hours she will attain a value of 3 for Learning.

b. If she decided to sleep only seven hours and to study the entire time
she is awake (17 hours), her Learning would be less than if she studied
16 hours.

3.9 THE PRICE-OFFER CURVE, WILLINGNESS TO
PAY, AND DEMAND
We often want to know how people respond to different options for
exchange in the form of prices. We may be interested in knowing, for each
price at which she can purchase any amount of the good she pleases, how
much Harriet, someone deciding on how much fish to buy, will purchase,
namely the utility-maximizing amount. This is Harriet’s individual demand
curve.

DEMAND CURVE (INDIVIDUAL) A demand curve provides the answer to the
hypothetical question: what is the maximum amount of a good that can be sold at
each price. The individual demand curve refers to the purchase of a good by a
person given the prices of the other goods and the individual’s budget.
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Remember that in explaining Keiko’s indifference curves we asked what
is the maximum amount of Learning she would be willing to give up in
exchange for more Living. The answer is given by her maximumwillingness
to pay, or what is the same thing her marginal rate of substitution of
Learning for Living.
We now ask almost the same question except that rather than giving up

Learning to get more Living, Harriet is now giving upmoney—that is, paying
for a good according to its price. Instead of a “time budget” (16 hours) she
now has a money budget.
For each offered price she faces another constrained utility-optimization

problem. The demand curve is constructed by a series of hypothetical
constrained optimization problems, one for each possible offered price.
Each price defines a feasible set; its boundary, the feasible frontier, defines
the bundles of goods Harriet has access to, given her budget. For each of
these feasible sets there is a bundle that maximizes her utility. This is a
single point on her demand curve.
Indifference curves tell us the utility number that Harriet assigns to each

possible consumption bundle. Using this logic, her utility will be greatest
with the bundle in the feasible set that is on the highest indifference curve.
This is a standard constrained utility maximization problem in which we
can apply the mrs =mrt rule.

The budget constraint and feasible utility-maximizing choices
We shall use one particular kind of feasible frontier to think this through:
the budget constraint. The budget constraint defines an amount of money
m that a person has or has access to, through wealth and credit markets,
which constitutes their budget to spend on goods and services. People can
use their budget to spend on goods at prices that are given to them. Imagine
that youwant to buy fish at a fishmarket. The price (p) ismeasured in dollars
per kilogram.
Figure 3.11 (a) shows the budget constraint for Harriet. The budget set is

shaded in green and the budget constraint (feasible frontier) is the dark-
green line on the border of the budget set (feasible set). Consumption
bundles (x,y) in the budget set and on the budget constraint can feasibly
be obtained with the current budget (m) at the price, p, for kilograms of
fish, x. Outside the feasible set, in the shaded green area, the bundles of x
and y cannot feasibly be obtained with the existing budget.

BUDGET CONSTRAINT An equation that represents all combinations of goods
and services that one could purchase that exactly exhaust one’s budgetary
resources.
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Figure 3.11 Budget constraint and utility-maximizing choice for fish and money
for other goods. The budget set is shaded in green and the budget constraint
(feasible frontier) is the dark-green line on the border of the budget set (feasible
set). Harriet maximizes her utility subject to her budget constraint bc1. She
maximizes her utility at b where her marginal rate of substitution, mrs(x,y) = ux

uy
,

equals her marginal rate of transformation or the price ratio of x to y,
mrt(x,y) = p.
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(b) Utility-maximizing choice

We know how to find the utility-maximizing bundle for a given feasible
frontier—or the budget constraint—with given indifference curves: we apply
the mrs =mrt rule finding the bundle where the marginal rate of substi-
tution equals the marginal rate of transformation. We can combine these
insights and calculate what the consumer’s utility-maximizing bundle will
be for every potential price of the good given a fixed budget and when the
other good, y, is money for other goods.
Figure 3.11 (b) shows Harriet maximizing her utility subject to her budget

constraint bc1. To find her utility-maximizing choice, we must apply the
mrs =mrt rule to find where her marginal rate of substitution (her will-
ingness to pay in money for kilograms of fish) equals her marginal rate of
transformation, here the price for a kilogram of fish.
At point a she consumes too little of x and too much of y (her marginal

utility of money for other goods (y) is much lower than her marginal utility
of kilograms of fish (x), or hermrs(x,y) is too high, and she would be better
off if she consumed less y and more x. Conversely, at c, she consumes too
little of y and too much of x (her marginal utility of x is much lower than
her marginal utility of y, or hermrs(x,y) is too low, and she would be better
off if she consumed less x and more y). She maximizes her utility at bwhere
her marginal rate of substitution,mrs(x,y) = ux

uy
, equals her marginal rate of

transformation or the price ratio of x to y, mrt(x,y) = p.
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The demand curve: Utility-maximizing choices at difference
prices
With every change in price, the consumer’s budget constraint will pivot as
shown in the top panel of Figure 3.12.
The budget constraint will pivot upward as a good’s price decreases,

because a consumer can buy more of the good with the same budget. The
opposite is true for price increases. As the price of a good increases, the
same budget buys less of the good, pivoting the budget constraint inward.
With every pivot of the budget constraint, at the utility-maximizing point,

the newbudget constraintwill be tangent to a new indifference curvewhich
will be higher if the price of the good decreases and lower if the price of the
good increases.

Figure 3.12 Offer curve and demand curve for fish. The price of x in the top panel
is in terms of the money Harriet sacrifices to get more fish. Similarly, in the lower
panel the amount of money Harriet must sacrifice to get more fish—the price per
unit of fish—determines Harriet’s quantity of fish demanded along the demand
curve. Points a, b, and c in the top panel correspond to points a’, b’, and c’ in the
lower panel.
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Because we can calculate the utility-maximizing consumption bundle
for each possible price, we can find a curve that records every utility-
maximizing consumption bundle for each price, called the price-offer
curve. Sometimes, for individual consumers, it is called the price-
consumption curve because it indicates what the consumer will consume at
different prices.

M-CHECK We can find the
equation for the price-offer
curve by using the equation
for the budget line and
combining it with the
equation for the marginal rate
of substitution.Figure 3.12 maps three different utility-maximizing consumption bundles

at three prices of x. With each price decrease, the budget constraint pivots
outward from p3 to p2 to p1. With each change in the price of x, the utility-
maximizing bundle—the point at which the marginal rate of substitution is
equal to the opportunity cost—changes. At p3 = 1, the bundle includes x = 6,
at p2 = 0.5, the bundle includes x = 9, and at p1 = 0.25, the bundle includes
x = 10.5. With each price change, there is a new bundle for both x and y.
The different bundles suggest a price-quantity relationship between the

quantity demanded of x and different prices of x. As the price of x decreases,
the quantity demanded increases.
In the lower panel of Figure 3.12, we have taken each utility-maximizing

consumption bundle from the different consumption bundles at each price
and identified their coordinates on price-quantity axes. The price-quantity
combinations provide a downward-sloping demand curve where quantity
demanded, x, decreases as its price, p, increases.
Measured horizontally from the vertical axis, it tells us the amount that

can be sold to the consumer at each particular price. Measured vertically
from the horizontal axis, it also tells us what is the consumer’s maximum
willingness to pay for each amount on the horizontal axis.

❯ EXAMPLE We demonstrate
in Chapter 7 how to find the
equation for the demand
curve and how to see that a
reduction in the price of fish
has two effects. First, the
lower price leads the person
to buy less of some other
foods and more fish; this is
the substitution effect.
Second, the lower price also
allows the person to buy more
of everything if she chooses
(fish, rice, or whatever); this is
called the income effect.

CHECKPOINT 3.8 Willingness to pay In the lower panel of Figure 3.12, you
can see that if the price is 2 the buyer will purchase no fish. Draw a figure
like the top panel by first showing the budget constraint for p = 2, and then
an indifference curve such that the buyer would purchase no fish if that
were the budget constraint.

3.10 SOCIAL PREFERENCES AND UTILITY
MAXIMIZATION
The preferences we have looked at so far have been entirely self-regarding,
depicting a person who is concerned with their choices among bundles
that they alone will experience. But people often make choices where they

PRICE-OFFER CURVE The price-offer curve shows every utility-maximizing
consumption bundle for each price of the goods under consideration.
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are not the only person affected, where what they choose can benefit or
harm someone else. Think of someone shopping for an entire family. And
we know from the Ultimatum Game in Chapter 2 that in these situations
of interdependence people often care about the effects of their actions on
others.
Consider the Dictator Game that we mentioned in Chapter 2. In that

game, a person, the Dictator, has an endowment of money, z, to split
between themselves and another person in any way they choose, including
giving nothing or giving the entire quantity.
Anmei is the Dictator and her endowment and the split she will make are

z = πA +πB = $10, where πA is the amount in dollars that Anmei keeps for
herself and πB is the amount that she gives to Ben. We can rearrange the
equation to find the feasible frontier for:

Feasible dictator allocations πB = 10−πA (3.21)

Looking at Equation 3.21, we can see that the feasible frontier is a line

! reminder A game is a
mathematical representation
of a strategic interaction,
which means one in which
players recognize that their
payoffs depend on the actions
taken by other players. So the
so-called Dictator Game is not
really a game at all, because
the Dictator’s payoffs do not
depend at all on anything that
the other player does.

with a slope of −1: the feasible frontier slopes downward with a constant
slope. Remember that the negative of the slope of the feasible frontier is
the marginal rate of transformation: so a player in the Dictator Game who
wishes to give $1 to someone else has an opportunity cost of $1 for doing
so. If Anmei is like Homo economicus, she is purely self-regarding. She sets
πB = 0 and keeps everything for herself and therefore z = πA = 10.
What happens when the Dictator is an altruist who values making a

generous offer to the other?
To see what happens in these cases, let us contrast two pairs of people:

M-CHECK Two things to
remember when thinking
about Equations 3.22 and 3.23.

• The exponents in Chen’s
Cobb-Douglas utility
function Equation 3.23
mean that if they both had
the same payoff, then Chen
would value increasing his
own payoffs more than he
would value increasing
Diane’s.

• About Anmei’s utility
function, Equation 3.22, any
number raised to a zero
exponent is equal to 1, so
because Anmei does not
value Ben’s payoffs at all
(the exponent is zero), her
utility is unaffected by the
amount that he gets (her
utility is simply how much
she keeps for herself).

• Anmei (A) is paired with Ben (B). Anmei makes choices about how much
money she gets and how much money Ben gets.

• Chen (C) is paired with Diane (D). Chen makes choices about how much
money he gets and how much money Diane gets.

To think about the choices that Anmei and Chen make, let us consider
two different kinds of Cobb-Douglas utility functions that Anmei and Chen
might have.

Anmei’s utility function uA(πA,πB) = (πA)1(πB)0 (3.22)

Chen’s utility function uC(πC,πD) = (πC)0.7(πD)0.3 (3.23)

Chen is other-regarding, he cares about Diane’s payoff as is indicated by
the positive exponent on her payoff in his utility function, though not as
much as he cares about his own (compare the two exponents). Anmei is
entirely self-regarding, placing a zero weight on Ben’s payoff; therefore all
she cares about is her own payoff.
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Figure 3.13 Utility maximization: Self-interested offer vs. altruistic offer. Anmei
offers a split to Ben of (10, 0), whereas Chen offers Diane a split of (7, 3). Anmei’s
indifference curves are vertical because she gives no weight in her utility function
to Ben getting any money ((1−α) = 0); therefore she keeps $10 and Ben gets $0.
Between Chen and Diane, Chen gives some weight to Diane getting money
((1−α) = 0.3); therefore his indifference curves are shaped like indifference
curves we’ve looked at previously and at his constrained utility maximum Chen
gets $7 and Diane gets $3. Notice that if Chen gives any less or any more to Diane,
then he would be on a lower indifference curve, such as at points b’ and a’ on uC1 .
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! reminder Payoffs and
utility The term payoffs
means money winnings in
experimental games; utility is
how much a person values a
particular strategy profile.
Here we have a case—Chen
but not Anmei—in which
payoffs are not the same
thing as utility. Chen’s utility
function places a value on
Diane’s payoffs, not just his
own.

We display indifference curves for Anmei and Chen in Figure 3.13. The
indifference curves in panel (a) are unusual: they are vertical because the
only thing that Anmei values is what is on the horizontal axis, namely, her
payoff. Using themrs =mrt rule, we find the constrained utility-maximizing
point for each person where their highest indifference curve touches the
feasible frontier.
In this case, though, the feasible frontier is given by a straight line because

it represents a split of money. The maximum amount of money that Anmei
or Chen can keep is $10 and they can offer splits in 1 cent increments
between themselves and their partners. The vertical intercept corresponds
to the instance in which they give all $10 to their partners. The horizontal
intercept corresponds to the instance in which they keep all $10 to them-
selves. Chen has preferences such that he would like a 70%-30% split of the
$10 (his α = 0.7) and his highest indifference curve is tangent to the feasible
frontier at a split of split of (7, 3) shown by point b’ in Figure 3.13 (b).
Anmei has preferences such that she would like a 100%-0% split of the

$10 (her α = 1, she places zero weight on Ben’s payoff) and her highest
indifference curve touches the feasible frontier at b in Figure 3.13 (a) at a
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split of (10,0) (she keeps all the money). We can interpret the slope of her
indifference curves as her maximumwillingness to pay in order to give Ben
a small positive payoff, and ask: Howmuch of her own payoffs would she be
willing to give up to transfer a penny to Ben? The answer is that there is no
amount, however small, that would motivate her to do this.
What allocation does she choose? Her highest utility is where her vertical

indifference curve uA2 touches her highest feasible allocation to herself of
$10. She keeps all the money. Her keeping all the money shouldn’t surprise
us because she gives no weight to Ben’s payoff. In mathematics, a solution
like this is called a corner solution. Notice that we couldn’t use our standard
requirement for finding the constrained utility maximum ofmrs =mrt. But
following the rules of constrained utility maximization, that Anmei would
find the point in the feasible set with the highest utility, still applied to our
problem and we found the solution.

M-NOTE 3.10 Themrs for a self-regarding dictator

Why are Anmei’s indifference curves vertical in Figure 3.13? To answer this
question, we need to find her marginal rate of substitution. To find her mrs,
we need the marginal utilities of the two arguments of her utility function: πA
and πB the money payoffs that Anmei and Ben respectively get.
Marginal utility to Anmei of Anmei’s payoff:

uAπA =
𝜕uA
𝜕πA = 1 ⋅ (πA)(1−1)(πB)0 = 1

Marginal utility to Anmei of Ben’s payoff:

uAπB =
𝜕uA
𝜕πB = 0 ⋅ (πA)1(πB)(0−1) = 0

Therefore Anmei’s marginal rates of substitution is:

mrs(πA,πB) = uπA
uπB

= 1
0
= undefined (3.24)

Now, the result of Equation 3.24 should not surprise us because the slope
of a vertical line is undefined. Anmei’s indifference curves endlessly rise and
have no run, so the negative of an undefined number (the slope) remains
an undefined number (the mrs). Her indifference map therefore represents
a range of vertical lines where the horizontal intercepts correspond to the
amount of money she keeps which is also the utility number associated with
the particular indifference curve.
Now, we might ask ourselves, what is Anmei’s utility at her constrained

utility maximum? Let’s substitute in the values we have for πA = 10
and πB = 0.

uA(πA,πB) = (πA)1(πB)0

= (10)1(0)0

= (10)1 = 10 (3.25)

Anmei has a utility that is equal to the amount of money she keeps for herself.
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M-NOTE 3.11 An altruistic person splitting the pie

We will derive Chen’s decision about splitting the pie between him and Diane.
Using his utility function, Equation 3.23 and Equation 3.12, his marginal rate of
substitution is:

mrs(πC,πD) = 7πD
3πC

Now, let’s assume that the size of the pie is z = 10, therefore, the feasible
allocations are represented by πD = 10−πC , so his mrt (the negative of the
slope of the feasible frontier) is

mrt = −dπD
dπC

= 1

Equating the mrs with the mrt, we can obtain how much Chen allocates to
himself and to Diane:

7πD
3πC

= 1

πD = 3
7
πC

Using the feasible set 3
7
πC = 10−πC

10
7
πC = 10

∴ πC = 7

and πD = 3

That is why Chen offers Diane $3 of the total of $10 that she is able to allocate.
Notice that the shares of the pie that Chen allocates to himself and to Diane

are equal to the exponents of Chen’s Cobb-Douglas utility function, Equation
3.23.

CHECKPOINT 3.9 Chen’s choice and themrs=mrt rule.

a. What is the marginal rate of transformation in the game described in
Figure 3.13?

b. Why is the utility-maximizing bundle at point b in Figure 3.13 (a) an
example of a case where the mrt =mrs rule does not work? How does
this case differ from the case shown in panel (b), where the rule does
work?

c. Use the value of Chen’smrs at point c’ in Figure 3.13 panel (b) along with
the value of the mrt to explain why for Chen the opportunity cost of
giving more money to Diane is less than his willingness to pay (give up
his own payoffs) so that Diane can have more.

3.11 APPLICATION: ENVIRONMENTAL
TRADE-OFFS
We think of environmental damage as something to be avoided, but stop-
ping or slowing the damage—or “abating” the damage in the language of
environmental science—is costly. Less damage means some combination of
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less consumption, changing our consumption patterns to be less damaging
to the environment, or diverting our productive potential from produc-
ing goods that we can now consume to discovering and installing new
technologies. We therefore face a trade-off between consuming goods and
maintaining the quality of the environment. Howmuch of these opportunity
costs of improved environmental quality are we willing to pay?
The constrained utility maximization method we have developed pro-

vides a way of posing and answering these questions using the preferences,
beliefs, and constraints approach.

HISTORY In the middle of
the twentieth century, long
before we worried about
climate change and its
unfolding calamities, Aldo
Leopold, the American
environmentalist raised an
economic question: “Like
winds and sunsets, wild things
were taken for granted until
progress began to do away
with them. Now we face the
question whether a still
higher ‘standard of living’ is
worth its cost in things
natural, wild and free.” 3

Leopold was articulating a
trade-off between, on the one
hand, consuming goods and
services—Leopold’s higher
“standard of living”—and on
the other, the costs of
environmental damage—the
“cost in things natural, wild
and free.”

Feasible combinations of conventional goods and
environmental quality
The opportunity cost of environmental quality is consumption of other
(conventional) goods such as food, clothing, shelter, and transportation,
which we must give up to secure a higher-quality environment. There is a
feasible frontier showing the combinations of environmental quality, x, and
conventional goods, y, that are possible for a society. The feasible frontier
in the case of environmental quality depends on the abatement technology,
which represents how much consumption of conventional goods we have
to give up to achieve a given level of environmental quality.
Figure 3.14 shows a feasible frontier between conventional goods (y) and

environmental quality (x). We measure environmental quality on a numeric
scale from 0 (the environment that we would have if no abatement were
done) to 20 (the environment resulting if we were to divert to abatement
uses all of society’s resources above some minimum level of consumption).
We measure conventional consumption as billions of dollars.
The negative slope of the feasible frontier at any point is the marginal

rate of transformation of reduced environmental quality into increased
conventional consumption, or − Δy

Δx
. The steeper the frontier, the greater

is the increase in feasible consumption allowed by a given small reduction
in environmental quality.
This is also the opportunity cost of improved environmental quality. So a

flatter frontier means a lower opportunity cost of abatement.
To see this, starting at no abatement expenditures (y = y), the opportunity

cost of improved environment is initially small (the frontier is nearly flat)
and as the society implements more abatement, the cost of more abate-
ment increases as the environmental quality increases. The shape of the
feasible frontier reflects an increasing marginal rate of transformation, or
an increasing marginal opportunity cost of environmental quality.
Put another way, if environmental quality is at its maximum at the

intercept of the feasible frontier with the horizontal axis, people could
consume a lot more conventional goods if it were willing to tolerate a
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Figure 3.14 Trade-off between consumption of conventional goods and
environmental quality. The constrained utility maximum is the point on the
feasible frontier on the highest indifference curve u2 , shown as point b where the
mrs =mrt rule holds. The constrained maximum is at the point where the
feasible frontier is tangent to the highest attainable indifference curve.
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small deterioration of environmental quality (the frontier is steep where
it intercepts the horizontal axis). But the feasible increase in consumption
of conventional goods allowed by a reduction in environmental quality falls
as the level of environmental quality declines.

CHECKPOINT 3.10 Increasing opportunity cost of environmental quality
Explain how the shape of the feasible frontier in Figure 3.14 illustrates the
increasing opportunity cost of environmental quality.

M-CHECK An example of the
function representing the
feasible frontier is shown
below, where y is the goods
available for consumption,
y = 100 is the level of y that is
feasible when environmental
quality is at its minimum, and
x is environmental quality.

y = 100− 1
2
x2 (3.26)

This is the equation for the
feasible frontier that is
graphed in Figure 3.14.

3.12 APPLICATION: OPTIMAL ABATEMENT OF
ENVIRONMENTAL DAMAGES
Howmuch abatement is the right level, taking account of both preferences
for conventional goods (consumption) and the quality of the environment
along with the opportunity costs in lost consumption?
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A citizen chooses a level of abatement of environmental
damages
To begin with the simplest case, think of just one citizen, Anmei, whomight
be representative of the attitudes of the whole society, trying to decide
on the level of abatement that she would like to see implemented. She
cares about both the quality of the environment, x, and the amount of
conventional goods that will be available for people to consume.
Anmei’s utility function has the following form: u = u(x,y). Anmei consid-

ers what she would like to see her society do about the environment (x),
taking account of the effects on everyone. In other words, she is thinking
from an other-regarding perspective, like an ideal policymaker.
Anmei’s indifference curves between environmental quality and conven-

tional goods are downward-sloping because she regards both environ-
mental quality and conventional consumption as goods for which more is
better. This means the marginal utility of both y and x are positive (e.g.
uy > 0 and ux > 0). The negative slope of the indifference curves shown in
Figure 3.14 at any point is Anmei’s marginal rate of substitution between
more consumption of goods and a better environment. Hermarginal rate of
substitution shows the amount of goods she would be willing to give up for
a small improvement in the environment. As before, Anmei’s indifference
curves exhibit diminishing marginal utility of both environmental quality
and consumption.
An example of a utility function that Anmei might have is the Cobb-

Douglas utility function:

u(x,y) = xαy(1−α) = x0.4y0.6 (3.27)

Figure 3.14 shows three indifference curves defined by Equation 3.27: u3
is unattainable given that the feasible frontier, u1 intersects the feasible
frontier twice, and u2 is tangent to the frontier at point (xb,yb). Anmei’s
constrained maximum allows her and her fellow citizens to consume 75
million units of conventional goods and enjoy environmental quality of
about 7 (see M-Note 3.12 for the worked solution). If she were able to
implement relevant environmental and fiscal policies, this point is the best
society can do in Anmei’s opinion.
What is the total opportunity cost in foregone conventional consumption

of a level of environmental quality of 7? The maximum feasible level of
conventional consumption with no abatement is $100 billion. The dif-
ference between the maximum feasible consumption of $100 billion and
Anmei’s preferred choice of conventional consumption of $75 billion is
the opportunity cost of an environmental quality of 7. In our example,
the abatement costs are equal to $100 billion−$75 billion = $25 billion in
conventional goods. A citizen with Anmei’s preferences thinks that the
sacrifice of $25 billion consumption goods is worth paying to have an
environmental quality of 7 instead of zero.
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Figure 3.15 Trade-off between consumption of conventional goods and
environmental quality with R&D. The choice between consumption of
conventional goods and environmental quality with R&D pivoting the feasible
frontier outwards leading to a new point of tangency on a higher indifference
curve u3 . Given the functions we used to make the figure yb does not change, but
yb could also increase or decrease.
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New technologies, and conflicts of interest ✓ FACT CHECK The pace of
environment-friendly
innovation is astounding.
Have a look at the reduction
in costs of the photovoltaic
cells used in solar panels
dropping to one-onehundreth
of their costs in 1975 in Figure
8.3: they cost about $105 in
1975 and the cost decreases to
$0.72 by 2014.

If, with a mind to the future, some of the abatement costs are devoted to
research to improve abatement technologies, this would pivot the feasible
frontier outward, as shown in Figure 3.15.
As is shown in Figure 3.15, the shift of the feasible frontier would permit

higher environmental quality of x ≈ 9.8 at the same level of consumption
of $75 billion. But there would still be a trade-off: more conventional goods
would require less environmental quality, or more environmental quality
would require fewer conventional goods to stay on the feasible frontier.
We can also use Figure 3.14 to see why people often disagree about

environmental policy.

• Preferences: people’s preferences for conventional goods and the envi-
ronment may differ.

• Beliefs: people may disagree about the opportunity costs or the benefits
of environmental quality.

• Conflicts of interest: the costs and benefits of abatement fall on different
people; those whose jobs or profits depend on carbon-based energy or
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who do a lot of airline travel, for example, stand to bear more of the costs
of addressing climate change, while regions likely to be particularly hard
hit by climate change in the absence of abatement like Africa bear a larger
share of the benefits.

M-NOTE 3.12 The trade-offs and opportunity costs of the environment

Let us work through the process that Anmei the policymaker would go through
to identify the combination of goods in billions of dollars with environmental
quality.
First, let us calculate her marginal rate of substitution from her utility

function, uA(x,y) = (xA)0.4(yA)0.6 . From earlier in the chapter, we know that
the mrs(x,y) is the ratio of marginal utilities and we have already calculated
this for α = 0.4 and (1−α) = 0.6 in Equation 3.17 in M-Note 3.7.

mrs(x,y) =
2y
3x

(3.28)

Anmei’s feasible frontier, based on her beliefs and understanding of the
existing science, is given by the equation y = 100− 1

2
x2 , for which we can find

her mrt(x,y) = − dy

dx
:

dy
dx

= −x

∴−
dy
dx

= x (3.29)

We now set the mrt(x,y) given by Equation 3.29 equal to the mrs(x,y) given
by Equation 3.28 and we isolate one of the variables, y:

x =
2y
3x

Multiply through by 3x 3x2 = 2y

Divide through by 2 y = 3
2
x2 (3.30)

We can now substitute Equation 3.30 into the feasible frontier to find xb and
yb , the values that solve Anmei’s constrained optimization problem, the best
she can do:

3
2
x2 = 100− 1

2
x2

2x2 = 100

x2 = 50

∴ xb = √50 = 7.07

Having found xb , we can substitute it back into Equation 3.30 to find yb :

y = 100− 1
2
(√50)2

= 100− 1
2
(50)

yb = 75

So, as a result of Anmei’s policymaking utility function and feasible frontier,
she would choose a combination of environmental quality, x, of value 7.07
with consumption of good and services of $75 billion; $75 billion is $25 billion
less than the maximum consumption of goods and services, y = 100 billion,
so the cost of abatement is $25 billion.
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CHECKPOINT 3.11 Differences and conflicts Draw two versions of Figure
3.15 showing two people, one favoring a substantial amount of abatement
and the other favoring little. Illustrate this in your two figures by differences
in their indifference curves showing their preferences, and differences in
the feasible frontier showing what they believe to be the opportunity costs
of abatement.

3.13 CARDINAL INTERPERSONALLY
COMPARABLE UTILITY: EVALUATING POLICIES
TO REDUCE INEQUALITY
Most policy choices involve conflicts of interest like these concerning the
abatement of environmental harms. Few policy choices are entirely win-
win. Most policies—whether they concern taxation, immigration, health
insurance, or the rate of inflation—result in benefits for some and losses
for others.

Figure 3.16 John Stuart Mill
(1806–1873).
Philosopher-economist John
Stuart Mill referred to what we
would now call the sum of the
total utilities of a population
as “a good” that should be
promoted: “the general
happiness is desirable . . . each
person’s happiness is a good
to that person, and the
general happiness, therefore,
a good to the aggregate of all
persons.”4

Photo credit: LOC.

Ordinal and cardinal utility in policy evaluation
How do we then evaluate competing policies? Don’t think about this as
a question about what would be a good outcome for you if you were a
participant in the society. Instead, try to take the position of what Adam
Smith called the Impartial Spectator who did not himself stand to gain or
lose, but wanted instead to consider the gains and losses impartially.
One answer you might give is just to count those who prefer each policy

and select the most popular policy. All this requires is that people be able
to rank the policies in question as better, worse, or indifferent. We could
in this case treat utility as ordinal (that is, simply a ranking (or ordering) of
outcomes).
Something like this might occur in a majority rule democratic political

system, especially if citizens could vote on policies as they do in Switzerland
and other countries in referendums asking citizens to vote for or against a
particular policy.

HISTORY Adam Smith in The
Theory of Moral Sentiments
conceived of the Impartial
Spectator as follows, “We
endeavour to examine our
own conduct as we imagine
any other fair and impartial
spectator would examine it. If,
upon placing ourselves in his
situation, we thoroughly enter
into all the passions and
motives which influenced it,
we approve of it, by sympathy
with the approbation of this
supposed equitable judge. If
otherwise, we enter into his
disapprobation, and
condemn it.”5

But this way of evaluating policies might result in evaluating positively
those policies that confer minor gains to those in favor, and substantial
losses to those preferring another policy. This does not seem like an ideal
rule. An alternative is to weigh the amount of the gains to the beneficiaries
of each policy against the size of the costs incurred by those who would
have done better under some other policy. This kind of comparison requires
that we know not only which policies people prefer, but how much they
prefer them. To do this we treat utility as a cardinal measure for which
utility is not just an ordinal ranking, but instead a number indicating how
well-off the person is under the option in question. As we explained in
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section 3.3, treating utility as cardinal allows us to say two very different
things:

1. for Anmei, the outcome (x′,y′) is twice as good as (x,y) because for
example uA(x′,y′) = 2uA(x,y);

2. the sumof the Anmei’s andBrenda’s utility is greaterwith outcome (x′,y′)
than with outcome (x,y) because uA(x′,y′) +uB(x′,y′) > uA(x,y) +uB(x,y).

HISTORY Lionel Robbins
(1898–1984) was a leader in
the “ordinal revolution” in
economics. Economics, he
wrote, does not need “to
compare the satisfaction
which I get from the spending
of 6 pence on bread with the
satisfaction which the Baker
gets by receiving it. That
comparison . . . is never
needed in the theory . . . ”
Moreover, “There is no way of
comparing the satisfactions of
different people.”6

Both statements involve cardinal utilities, but they differ. The first state-
ment compares how much Anmei values two different states that she will
experience. It does not compare her evaluation of a state that she will
experience with someone else’s evaluation of the state they will experience.
The first statement is an example of the cardinal utility that we introduced
in Chapter 2 as the basis of expected payoffs (or expected utility) and the
analysis of decision-making in risky situations.
The second statement compares Anmei’s utility with Brenda’s utility.

When utility is represented in this way it is called interpersonally com-
parable cardinal utility (or sometimes “cardinal full comparable utility”). If
we consider utility to be cardinal in this interpersonally comparable sense,
then we can compare how well-off two or more people are, and how much
better off or worse off a policy would make each of them. This provides a
way to evaluate which policies should be implemented by asking whether
the gains of those who benefit from a policy exceed the losses of those who
do not.

Figure 3.17 Pareto
comparisons in the
Fisherman’s Dilemma Game.
The Pareto criterion selects c
over a (which it dominates)
but cannot rank points b, c,
and d because all of them are
Pareto efficient.
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Why do these two methods of comparing utility matter? Remember that
one of the problems with Pareto efficiency as a criterion for policy out-
comes is that many outcomes can be Pareto efficient. So Pareto efficiency
does not provide an adequate basis for an Impartial Spectator preferring
one outcome over the other. Using the second—stronger—conception of
cardinal utility along with the judgment that one outcome is better than
another if total utility is greater provides a rule for evaluatingwhich Pareto-
efficient outcome we might prefer as a society.
In the payoffs for the Fishermen’s Dilemma in Figure 1.13 (shown here

in the margin for easy reference) three of the four outcomes of the game
are Pareto efficient. The Pareto criterion provides no way to choose among
them. By contrast the rule—maximize total utility—selects themutual coop-
erate outcome (point c) with total utility of 6.

Cardinal utility and the distribution of wealth
To see what adopting the “maximize total utility” rule would mean, imagine
that the Impartial Spectator is given the task of dividing a given amount of
wealth between Anmei and Brenda. The amount of wealth she has to divide
is equal to 1, so each person can get a fraction of that wealth and, as long
as the fractions sum to 1, then the outcome will be Pareto efficient. Let the
fraction that Anmei gets be a and Brenda’s fraction be b = 1− a. Anmei and
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Brenda have identical preferences for wealth given by the identical cardinal
utility functions: own utility = u(own wealth) so:

❯ EXAMPLE When you say
“I’ll do the shopping; it’ll be
less trouble for me than for
you” you are representing
utility (the trouble of
shopping) as cardinal and
making an interpersonal
comparison of utility (less
trouble for me than for you).
In fact, much of our everyday
ethical reasoning and even
simply being a good friend
require making interpersonal
comparisons of the benefits
and costs that people
experience.

• Anmei’s utility: u(a).

• And, because b = 1− a, Brenda’s utility: u(b) = u(1− a).

The horizontal axis in Figure 3.18 shows all possible distributions of
wealth between Anmei and Brenda.

• Anmei’s share of wealth, a, varies from 0 to 1.

• At a = 0, Anmei gets nothing and Brenda gets everything.

• At a = 1, Brenda gets nothing and Anmei gets everything.

Figure 3.18 also shows the twomarginal utility of wealth functions. For each
of them the marginal utility of wealth declines the more wealth they have.
So, in the figure Anmei’s marginal utility curve slopes downward as she
gets more wealth (moving from left to right). Remembering that for Brenda
farther to the right means less wealth (the opposite of Anmei) her curve
slopes upward because as she gets less wealth (moving from left to right)
her marginal utility of wealth is higher.
Suppose the status quo is ah, a situation in which Anmei is wealthy and

Brenda is poor (Anmei’s has share of wealth ah and Brenda’s share of wealth

Figure 3.18 Distribution of wealth, marginal utility, and total utility. In the figure
a is the proportion of wealth belonging to Anmei (A). (1− a) is the proportion of
wealth belonging to Brenda (B). As a person’s wealth increases, the marginal
utility of wealth decreases. A’s total wealth increases as you move along the
bottom line from left to right, and as a result her marginal utility decreases.
Because B’s wealth increases as the division moves toward the left, B’s marginal
utility decreases from right to left. The utility functions used to create this figure
are shown in M-note 3.13.
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is 1− ah). Anmei’s marginal utility at ah, uAa (ah) is lower than Brenda’s utility
at the same point uBb (bh). The vertical difference between points g and h
shows the magnitude of the difference in their marginal utilities.
Because g > h, we know that a policy that takes a small amount of wealth

from Anmei and transfers it to Brenda (moving to the left from ah) reduces
Anmei’s utility by less than it increases Brenda’s. Redistributing wealth from
Anmei to Brenda therefore increases total utility (the sum of Anmei’s and
Brenda’s utilities).
Applying this reasoning to other points in the diagram, we find that

the distribution of wealth that maximizes total utility is ai, where Anmei’s
marginal utility of wealth equals Brenda’smarginal utility of wealth. Because
Anmei’s and Brenda’s utility functions are identical, the total utility-
maximizing point distributes wealth equally, ai =

1

2
.

Figure 3.19 Daniel Kahneman
(1934–), a psychologist and
Nobel Laureate in economics,
has advocated a hedonistic
(meaning concerning pleasure
and pain) theory of utility.
Kahneman titled one of his
papers “Back to Bentham?” to
pay homage to the early
nineteenth-century
philosopher economist
Jeremy Bentham’s utilitarian
theory.7

Photo credit: U.S. National Institutes
of Health.

M-NOTE 3.13 Maximizing total utility

Adam Smith’s Impartial Spectator would like to find the distribution of wealth,
aW, such that the sum of the utility of the two will be as large as possible. Here
are their utility functions (the same as those used to create Figure 3.18).

A’s utility: uA(a) = a(1− a
2
) (3.31)

B’s utility: uB(b) = uB(1− a) = (1− a)(1− 1− a
2

) (3.32)

The Impartial Spectator maximizes W = u(a) +u(1− a)
(3.33)

By differentiatingW with respect to a, we can find ai, the Impartial Spectator’s
welfare-maximizing choice of a:

Wa =
du(a)
da

+ du(1− a)
da

Differentiating the two utility functions (Equations 3.31 and 3.32) with respect
to a to find the two marginal utilities and setting the result equal to zero:

= (1− a) − a = 0

∴ ai =
1
2

CHECKPOINT 3.12 Redistribution of wealth Explain how Figure 3.18
shows that A owning the fraction ah of the wealth does not maximize the
sum of the utilities of A and B, and why redistributing some of A’s wealth
to B would increase total utility.

3.14 APPLICATION: CARDINAL UTILITY AND
SUBJECTIVE WELL-BEING
A century ago economists thought that while ordinal comparisons like bet-
ter or worse are possible, empirical interpersonal comparisons expressed
by a number indicating the degree of preferences were impossible to
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make. But today researchers are actively engaged in measuring individual
happiness and life satisfaction, using techniques ranging from surveys and
natural observation to the methods of experimental neuroscience. They
are asking such questions as: “How important is income for happiness?”
“Is being without a job a bigger source of unhappiness than being without
a spouse?” These researchers refer to happiness or life satisfaction as
subjective well-being.
To measure “pleasures and pains” in the lab, volunteers are exposed to

an electrical shock and asked to report on their experience of that on a
numerical scale. Others are asked to plunge their hands into extremely cold
water for as long as they can stand it and immediately report their level of
unhappiness having done so. Respondents in surveys are asked their “life
satisfaction.”

✓ FACT CHECK The
Satisfaction with Life survey is
based on five questions each
of which is rated on a 7-point
scale from Strongly Disagree
(1) to Strongly Agree (7). Here
are the questions: In most
ways my life is close to my
ideal; The conditions of my
life are excellent; I am
satisfied with my life; So far I
have gotten the important
things I want in life; and If I
could live my life over, I would
change almost nothing.This research has sought to understand the activities that make people

most happy. Almost all people surveyed seem to like sex quite a lot, ranking
“intimate relations” as having a high subjective well-being value. Ranked
after sex, people like socializing, relaxing, sharing meals with friends, pray-
ing, and exercising. People don’t like housework, childcare, commuting, or
working. People also report major changes in subjective well-being from
painful events, like sudden loss of a job, a death in the family, or divorce,
or from positive events like marriage, or the birth of a child.8 But when you
ask someone about their happiness over time themeasures are surprisingly
consistent: people are likely to report similar activities or outcomes as
providing them with happiness when you ask them at different intervals.

✓ FACT CHECK
Non-laboratory measures of
subjective well-being suggest
that people with higher
subjective well-being tend to
be less likely to contract a
cold virus and to recover more
quickly when they do contract
the cold. Similar evidence
exists for people who have
recovered from wounds and
had baseline and subsequent
subjective well-being
measured: those who are
happier recover more quickly.9

What are the take-home messages about subjective well-being?
First, we can measure happiness and the degree to which people are

satisfied with their lives and also identify the things that contribute to a
person’s subjective well-being.
Second, people who report greater subjective well-being are also better

off by physical and biological measures. For example, they are less likely
to be ill. Subjective well-being also manifests in hormone levels, brain
patterns, and palm temperature.10

Third, while income matters for happiness (especially for people
without much income) people value social relationships—marriage, a job,
friendships—more than they value income.11 Making the transition from
unemployed to employed boosts a person’s subjective well-being by much
more than would be predicted simply by the increase in income. This
is because having a job is a source of respect and dignity, especially as
it provides a way for people to express autonomy, competence in their
expression of their abilities, and relatedness to other co-workers and
people around their work.

❯ EXAMPLE The substantial
subjective cost that people
experience when they are out
of work is one reason why
employers (who have the
power to terminate a person’s
job) have power over their
employees. We shall return to
this when we study the firm
and the labor market.
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CHECKPOINT 3.13 Joy or misery? Think about the kinds of activities
discussed above that provided people with joy (that they ranked highest
in terms of providing them with subjective well-being).

a. Compare them with their opposites: those that result in disutility or even
misery.

b. Come up with a list of activities that you engage in that provide you with
joy which you try to prioritize.

c. Why do you spend the time that you do on these activities? Why do you
not spend more?

d. Do you engage in activities that in the moment are unpleasurable but
which you believe provide you with benefit nonetheless?

e. Do you think such activities appear in the models we’ve developed?

3.15 PREFERENCES, BELIEFS, AND
CONSTRAINTS: AN ASSESSMENT
Many scholarly disciplines in addition to economics are devoted to under-
standing human behavior including psychology, sociology, anthropology,
archaeology, and history, but also more distant endeavors including lit-
erature, philosophy, neuroscience, computer science, and biology. The
preferences, beliefs, and constraints approach, while a standard set of
tools in economics that is widely used in other fields, is just one of many
approaches.
People newly familiar with the approach often raise the following ques-

tions about it.

• Are people really all that selfish? This concern is based on a misun-
derstanding of the model, which says nothing about whether people
are seeking to help others, aggrandize themselves, or a little of both.
Our treatment of altruism, reciprocity, and fair-mindedness shows that
the model—using indifference curves and feasible sets, for example—can
apply to a variety of motives.

• Do people consciously optimize, for example, applying the mrs =mrt rule
when they shop? The model is not a description of how people actually
think or their emotional states when they take a break from studying, or
support a particular environmental policy.Wemodel insteadwhat people
would do if they did the best that they could. The fact that the model
often yields predictions similar to what we observe empirically (including
by experiments, econometric, and other quantitative methods) does not
require that the model is an accurate representation of the process by
which people come to take one course of action over another.

HISTORY In his 1953 work,
Essays in Positive Economics,
Nobel Laureate Milton
Friedman (1912–2006)
observed that “predicting the
shots made by an expert
billiard player” could be done
on the basis of “the
complicated mathematical
formulas that would give the
optimum directions” of the
shots. But this prediction
would not be “based on the
belief that billiard players,
even expert ones, can or do”
actually make these
calculations.12

In some cases, people consciously optimize, going though mental calcu-
lations similar to the model. For example, a person buying a house or
choosing between two job offers will weigh the pros and cons of the
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alternatives. But in other cases, the actions may not even appear to us as a
decision, for example, what to eat for breakfast, what to wear today, or what
our personal values should be. Without consciously trying to do so, people
may arrive at something like the solution to these optimization problems by
trial and error, or by observing others who seem to be successful or happy
with their choices, or by following habits that will remain in place unless
changed by some dramatically adverse consequences of following them.

HISTORY Positive and
normative economics The
distinction between the
economics of “what is” called
positive economics and “what
ought to be” called normative
economics was made by John
Maynard Keynes in his 1893
Scope and Method of Political
Economy and by Milton
Friedman in his 1953 The
Methodology of Positive
Economics. The distinction is
controversial in part due to
differences about the
appropriate role for “what
ought to be” statements in
economics.13

Other concerns about the model are more serious.

• What about emotions and visceral reactions, aren’t they important? This
question points to a shortcoming of the approach; but it is not that
the approach excludes emotions like fear, shame, and attraction. The
shortcoming is that the preferences, beliefs, and constraints approach
says almost nothing at all about motives; that is, it says nothing about the
reasonswhy people rank some outcome as superior to another. Knowing
more about motives like this would help us understand economic and
other behavior.

• Commitments and consequences. The framework is based on the idea that
our behavior is based on our beliefs about the consequences our actions
will bring about in the future. Don’t we sometimes act to fulfill promises
or other commitments made in the past, or just to “do the right thing”
without regard to future consequences? Yes, we do, and a shortcoming
of the approach is that it does not address that kind of behavior.

• Predicting behavior and evaluating outcomes. Economists use the same
concept “utility” both in models designed to predict the actions that
people will take and also to provide the basis for evaluating economic
outcomes and public policies to improve them. The idea is that whatever
it is that motivates people to make the choices they do should also
be the objective of public policy and form the basis for our preferring
one societal outcome over another. But treating actual behavior as if
it were the pursuit of a concept of well-being that should be the basis
of our judgment of societal outcomes is a mistake. The reasons for
our actions (that is, our preferences) include addictions, weakness of
will, shortsightedness, and otherwell-documented socially dysfunctional
aspects of human behavior that in retrospect are often deeply regretted
by those acting on them.

A sensible conclusion from reviewing these concerns about the pref-
erences, beliefs, and constraints approach might be that the approach is
better for answering some questions than others, and learning to distin-
guish which is which is an important learning objective. As we said at the

HISTORY Jeremy Bentham
(1746–1832) is considered the
founder of the philosophical
tradition called utilitarianism,
which forms the basis of
much economic thinking both
positive and normative. His
most famous book begins:
“Nature has placed mankind
under the governance of two
sovereign masters, pain and
pleasure. It is for them alone
to point out what we ought to
do, as well as to determine
what we shall do. On the one
hand the standard of right
and wrong, on the other the
chain of causes and effects
are fastened to their
throne.” 14

beginning of the chapter: the map is not the territory. Good maps don’t
have all the information about the territory they depict and good economic
models require us to leave some things out.
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CHECKPOINT 3.14 Utility in the evaluation of policy Use the case of
smoking to illustrate the difference between using the concept of utility
to predict behavior and also to evaluate societal outcomes. Economists
use the addictive nature of tobacco to better understand preferences for
smoking. Should our evaluation of anti-smoking policies include, as a cost
of the policy, the frustrated craving for smoking experienced by the targets
of such a policy?

3.16 CONCLUSION
In this chapter we have studied the constrained optimization problems
shown in Table 3.1. Though the problems concerned are quite different, the
models and analytical tools we used to analyze them are very similar. In
each case the analysis of the decision involves two kinds of trade-offs:

• The first trade-off that appeared in each of these situations is the
actor’s relative valuation of the things she cares about, measured by the
negative of the slope of an indifference curve, that is, the marginal rate
of substitution.

• The second trade-off is that at any point on the feasible frontier, the
opportunity cost of having more of one good that the actor values is that
she must have less of another good that she values. This opportunity cost
trade-off is measured by the negative of the slope of the feasible frontier,
that is, the marginal rate of transformation.

The result—the action taken doing the best she can under the constraints
she faces—is determined in the same way in all the cases: by finding the
point on the feasible frontier that is on the highest indifference curve.
This will often be the bundle where the mrs =mrt rule holds. Table 3.1
demonstrates that many seemingly different kinds of action can be studied
with a common model, one that we will use often.
In this chapter, we have focused on single actors and for the most part

excluded from the model something important: other people. With the

Table 3.1 The constrained optimization problems used in this chapter.

Actor Utility depends on Action Constraints

Keiko Learning, Living time Time allocation Learning-Living feasible frontier
Keiko Learning, study effort Study effort Study-Learning production function
Anmei/Chen Payoffs to two players Distribution of endowment The total endowment
Anmei/Brenda Conventional goods Choice of amount of Consuming conventional goods

Environmental quality conventional goods degrades the environment
Impartial Spectator Wealth of A and B Redistribute wealth Limited amount of

wealth to distribute



OUP CORRECTED PROOF – FINAL, 11/9/2021, SPi

Conclusion 159

exception of the farmers of Palanpur, we have modeled the person facing a
given situation defined by a feasible frontier and preferences represented
by indifference curves. (We already explained that the second person in the
Dictator Game is not really a player at all.)
We now turn to a world populated by people interacting strategically,

and we ask how economic institutions—the rules of the game—affect the
outcomes of these interactions and in particular:

• Is the resulting allocation one in which all of the potential gains from
exchange have been realized?

• Have the rules of the game advantaged some players at the expense of
others, resulting in unequal outcomes?

We shall continue to employ the tools of constrained utility maximization,
understanding people’s trade-offs through their marginal rates of substitu-
tion and of transformation. We will need these tools—and a few new ones—
to understand the mutual gains made possible by people interacting and
the conflicts that necessarily arise over how these gains will be distributed.

MAKING CONNECTIONS
Strategic and nonstrategic social interactions: In the previous chapters we
considered strategic social interactions—like the fishermen and the farmers
from Palanpur. Here we look at simpler aspects of behavior when a person is
attempting to do the best they can in situations that are not strategic because
the choice of how hard to study, or howmuch fish to buy is not greatly affected
by others’ choices.

Self-regarding and social preferences: In Chapter 2 we provided evidence
that people can be self-regarding, altruistic, reciprocal, spiteful, and fair-
minded. These diverse behaviors can be modeled using the preferences,
beliefs, and constraints approach bymeans of indifference curves and feasible
frontiers, as we showed for the case of an altruist.

Opportunity costs and trade-offs: Regardless of whether a person’s pre-
ferences are entirely self-interested or not, people face trade-offs among the
ends they wish to pursue and they face opportunity costs when trying to
choose a course of action.

Public policy: Economics engaged: The idea of constrained utility maximi-
zation illustrated the trade-off between consuming more goods on the one
hand or either consuming less and using some of the economy’s resources
to abate environmental damages, obtaining greater environmental quality.
We also modeled the choices an altruistic person might make in sharing
something of value thereby providing a model capable of analyzing the kinds
of result observed in the experiments reviewed in the previous chapter.

Evaluating outcomes: Treating utility as cardinal and inter-personally com-
parable rather than ordinal allows us to compare the benefits and burdens
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that a policy will impose on different people. This provides a basis (one of
a number of alternatives) for saying that one policy or outcome might be
preferred to another, as illustrated by the case of the distribution of wealth.

IMPORTANT IDEAS
preference constraints beliefs

Homo economicus altruist reciprocator

ordinal utility cardinal utility utility function

Cobb-Douglas utility total utility marginal utility

diminishing marginal utility mrs=mrt rule slope

indifference curve marginal rate of substitution diminishing marginal

trade-off willingness to pay rate of substitution

marginal product feasible frontier production function

opportunity cost marginal rate of transformation increasing marginal rate of transformation

feasible set increasing opportunity costs subjective utility

interpersonally comparable utility abatement (of environmental costs) offer curve

distribution of wealth feasible frontier corner solution

price line pleasures and pains

MATHEMATICAL NOTATION
Notation Interpretation

u() utility function

x a good (or a “bad”)

y a good (or a “bad”)

h hours of studying

α Cobb-Douglas exponent of good x

y vertical intercept of the feasible frontier

a A’s share of wealth

p price of a good

u constant utility along an indifference curve

z endowment in the Dictator Game

π payoff in the Dictator Game

Note on superscripts and subscripts: A, B, C, D: different people; subscript
b indicates where someone does the best they can; RD: feasible frontier
with R&D.



CHAPTER

4PROPERTY, POWER AND
EXCHANGE
MUTUAL GAINS AND CONFLICTS

[T]he efforts of men are utilized in two different ways: they are directed to the production
or transformation of economic goods, or else to the appropriation of goods produced by
others.

Vilfredo Pareto,
Manual of Political Economy (1906)1

DOING ECONOMICS

This chapter will enable you to:

• Explain why, when people exchange goods, there are both mutual gains and conflict over
the distribution of these gains.

• Understand how an allocation of goods can be evaluated on grounds of Pareto efficiency
and fairness.

• Show how preferences affect the outcome, and how other-regarding social preferences
may reduce the scope of conflicts over the distribution of the gains from exchange.

• Understand how property rights, the exercise of power, and other aspects of the rules of
the game will affect the extent of mutual gains and the inequality of their distribution.

• Use mathematical tools (equations and graphs) to illustrate the above points.
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Figure 4.1 Burning Man is an
annual gathering of tens of
thousands in the Nevada
desert in the U.S. What you
see is the city (tents and other
dwellings) constructed by the
“burners.” Nothing will remain
after they leave. Burners
cannot use money to
purchase goods. Instead,
people give goods they bring
or make or services they
provide to others. See here
how Nobel Prize–winning
economist Paul Romer spent
his time at Burning Man
(https://www.nytimes.com/2019/
09/05/upshot/paul-romer-
burning-man-nobel-
economist.html).
Photo: DigitalGlobe via Getty
Images.

4.1 INTRODUCTION: “STRANGE AND HARD TO
BELIEVE”
Ibn Battuta, the fourteenth-century Moroccan scholar, reported that along
theVolga River inwhat is nowRussia, long-distance trade took the following
form:

Each traveler . . . leaves the goods he has brought . . . and they retire
to their camping ground. Next day they go back to . . . their goods
and find opposite them skins of sable, miniver, and ermine. If
the merchant is satisfied with the exchange he takes them, but
if not he leaves them. The inhabitants then add more skins, but
sometimes they take away their goods and leave the merchant’s.
This is their method of commerce. Those who go there do not
know whom they are trading with or whether they be jinn [spirits]
or men.2

The Greek historian Herodotus describes similar exchanges between
Carthaginian and Libyan groups in the 5th century BCE. After having
left their goods, Herodotus reports, the Carthaginians withdraw and the
Libyans “put some gold on the ground for the goods, and then pull back
away from the goods. At that point the Carthaginians . . . have a look, and if
they think there is enough gold to pay for the cargo they take it and leave.”
Herodotus describes how the process continues until an acceptable

price is hit upon, remarking with surprise that “neither side cheats the
other . . . [the Carthaginians] do not touch the gold until it is equal in value to
the cargo, and [the Libyans] do not touch the goods until the Carthaginians
have taken the gold.”
Alvise da Ca da Mosto, a fifteen-century Venetian working for the Por-

tuguese crown, reported a similar practice in the African kingdom of Mali,
regarding it as “an ancient customwhich seems strange and hard to believe.”
But is the so-called silent trade really so odd? Transfers of goods among

strangers can be dangerous.What one expected to be an exchange atmutu-
ally agreeable pricesmay end up as theft or an “offer you cannot refuse.” But
trade among strangers can also be highly profitable. The potential gains
from trade are often greater, the more distant geographically or socially
the parties are to the exchange: the salt brought by Tuaregs from the Atlas
Mountains in North Africa across the Sahara by camel to the Kingdom of
Ghana was not available at any price in West Africa.3 The gold and tropical
nuts Tuaregs gained in silent trade with Ghanaians was not available north
of the Sahara.
The silent trade—with its unusual etiquette in which parties interacted

only at a distance—allowed both Tuaregs andGhanaians to get some ofwhat
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they lacked and wanted in return for giving up some of what they had in
abundance and could readily part with.
They were exploiting the mutual gains that differences in geography,

tastes, technologies, and skills allow. And the rules of the game for govern-
ing their exchange process—the institutions that we call “the silent trade”—
were a way of doing this and dividing the mutual gains without risking
violent conflicts.
Other than these mutually advantageous exchanges, there are many

other ways that goods change hands: from the use of violent coercion by
private parties (i.e. theft), or by the use of one nation’s military force to
acquire the resources of another people. People have also been violently
coerced into work through enslavement by private actors and states alike.
A key characteristic of these coerced transfers is that they are not

motivated by mutual gain, but instead by the gain of one party facilitated
by superior force and institutional power. These transfers of resources and
lives have shaped the course of history and have had important economic
consequences and enduring legacies.
But here we set aside the use of physical coercion and ask how societies

organize the process of exchangemotivated not by fear of physical harmbut
instead by the prospect of mutual gain. We also provide terms that allow us
to evaluate some of these outcomes as better or worse than others. And
we will see that depending on the rules of the game the distribution of the
mutual gains made possible by exchanges may be highly unequal.

4.2 MUTUAL GAINS FROM TRADE: CONFLICT
AND COORDINATION
In a modern economy we engage in indirect monetary exchange: selling
some of our goods or some of our working time for money and using the
money we have acquired to purchase the goods we need. We typically do
not barter directly as did the Libyans and Carthaginians. The principles
of barter exchange, where goods are directly transferred between two
parties without the use of money, however illustrate the fundamental
considerations behind all types of exchange, including indirect monetary
exchange.

! reminder As in Chapter 3
a bundle is just a list of the
quantity of the goods (or
other thing of value) that a
person has. We refer to the
bundles held by all of those
involved in an exchange as an
allocation.

We will simplify by thinking about just two people who exchange goods
directly with each other, thereby modifying the goods that they hold. To
do this we will introduce three terms describing the bundles that each has
before and after exchange:

• The endowment bundle: or endowment, the quantities of goods a person
has before exchanging goods.
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• The post-exchange bundle: the bundle a person has after exchanging
goods with another person.

• The allocation: bundles held by each of the people (either before or after
exchange).

Voluntary exchange: mutual gains and conflict over their
distribution
An exchange is voluntary if all parties to the exchange have the option to
not engage in it but instead choose to engage in the exchange. So each party
must expect to be better off, or at least expect to be noworse off, as a result
of the exchange. This implies that each party prefers (at least weakly) their
post-exchange bundle to their endowment bundle.

! reminder Recall from
Chapter 1 that a change is a
Pareto improvement if it
makes at least one person
better off and none worse off.

Recalling the meaning of a Pareto comparison, we can see that if an
exchange is voluntary for both parties, the post-exchange allocation must
be a Pareto improvement over the endowment; otherwise one or both of
the parties would have refused to participate in the exchange.
Tomake the idea of voluntary exchange concretewe often let the fallback

position of the players be a bundle of goods that is their private property
which they are free to dispose of in exchange or by gift to others, or to
retain for themselves, excluding others.
Let’s review some of the terminology from earlier chapters and explain

how they are used to study the process of exchange.

• A person’s fallback position is what they experience in the absence of the
exchange under consideration, and also the utility number they assign
to that bundle (that is, the utility of their endowment bundle, which is
considered to be her next best opportunity).

• The improvement in utility enjoyed by a party to an exchange is their rent
resulting from the exchange, namely, the difference between the utilities
associated with their post-exchange bundle and their fallback position.

ALLOCATION In a game, an allocation is a particular distribution of goods or
other things of value to the players.

VOLUNTARY EXCHANGE An exchange is voluntary if neither party can coerce the
other to participate nor require them to renew the exchange beyond an
agreed-upon duration.

PRIVATE PROPERTY The right and expectation that one can enjoy one’s
possessions in ways of one’s own choosing, exclude others from their use, and
dispose of them by gift or sale to others who then become their owners.
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• The total rents received by parties to an exchange, also termed the gains
from trade are the utilities of the exchanging parties at the outcome of
the exchange minus the utilities at their fallback positions.

! reminder An economic
rent is the difference between
a player’s fallback payoff and
the payoff (profit or utility)
they obtain from participating
in an interaction. The total
gains from exchange from an
interaction is the sum of the
economic rents of all
participants.

The fact that an exchange is voluntary does not mean that it is fair. Some
exchanges take place under conditions such that one party gains virtually
all of the available rents. How the economic rents are divided between
participants is the distributional outcome of the exchange. The rents may
be captured by one party, leaving the other with a different set of goods
than her endowment but no better off.
Or the rentsmay be split among the parties in away that appears fair, or at

least acceptable to both, as in the silent trade between the Carthaginians
and the Libyans described by Herodotus. The division of the gains from
exchange in the form of economic rents is parallel to the division of the pie
in the Ultimatum Game of Chapter 2.
Exchange therefore has two aspects: mutual benefit and conflict of

interest:

• Mutual benefit is possible because participants move from their endow-
ment bundle to the post-exchange allocation where they share the gains
from exchange and obtain an economic rent.

• A conflict of interest is present because the gains from exchange can be
divided in many ways among the parties who find themselves in conflict
over who gets the larger share.

Institutions and social norms govern the process of exchange that leads
both to the reallocation of goods, and to the distribution of the gains from
trade. We will see that institutions and social norms have effects on:

• Pareto efficiency, facilitating or obstructing the realization of every
opportunity for mutual gain among the parties to an exchange; and

• The degree of inequality of the distributional outcome, favoring one party
or the other in the conflict of interest in the distribution of the economic
rents.

A major institutional challenge today is to find rules of the game that will
have as a Nash equilibrium an allocation that is both Pareto efficient and fair.

CHECKPOINT 4.1 Conflict of interest Make sure that you understand the
terms fallback position, voluntary exchange, mutual benefit, and conflict
over the distribution of the mutual benefits made possible by exchange.
(A good way to check is to use each term in a sentence of your own.)

DISTRIBUTIONAL OUTCOME How the gains from exchange—the economic
rents—are distributed among the people in an exchange.
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4.3 FEASIBLE ALLOCATIONS:
THE EDGEWORTH BOX

HISTORY The Edgeworth box
is named after the British
economist Francis Ysidro
Edgeworth (1845–1926) who is
credited with having invented
this clever way to represent
exchange and bargaining. It
was actually invented by
Pareto!4

Let’s think about a concrete setting in which two people might consider
alternative possible distributions of two goods between them. Let’s say that
Ayanda and Biko have to divide a total of 10 kilograms of coffee and 15
gigabytes of data between them. (For concreteness, they found the coffee
and a burner phone with the data left behind by the students who moved
out of the apartment they just rented.) At the start, nobody owns the goods,
the two quantities are simply amounts available to the two of them. Ayanda
and Biko might now ask each other: What allocation of the coffee and data
between the two of us would be the best?
We use the notation x = 10 and y = 15 to stand for the total amount of

coffee (x) and data (y) available. We define xA and yA as the quantities of
goods x (coffee) and y (data) in Ayanda’s bundle, and similarly xB and yB are
the quantities in Biko’s.
The amount of the two goods in their respective bundles can be any-

where from zero to the entire amount available, namely, x and y. Then, an
allocation is a particular assignment of coffee and data to the two people
that we can write as (xA,xB;yA,yB). An allocation is feasible if the amounts of
coffee and data it gives to Ayanda and Biko is no greater than the amount
available:

xA + xB ≤ x

yA + yB ≤ y

Figure 4.2 (a) represents the total supply of the goods, with width and
height equal to the total amount of coffee (x) and data (y) available. The
box’s width is the total amount of x, x (kilograms (kg) of coffee) and its
height is the total amount of y, y (gigabytes (gb) of data). We measure
A’s allocation, (xA,yA) from the lower-left-hand corner of the box, and B’s
allocation, (xB,yB) from the upper-right-hand corner.
Any point in the box (or on its edges) is a bundle representing a feasible

allocation of the two goods between the two parties, with the property that
it fully exhausts the total supply of the two goods.
Allocation z, for example, gives Ayanda 9 kilograms of coffee and 1

gigabyte of data and Biko 1 kilogram of coffee and 14 gigabytes of data
(exhausting the 10 units of x and the 15 units of y).
There are also many feasible allocations of the two goods that are not

shown in the box. For example, if Ayanda and Biko each got 1 kilogram
of coffee and one gigabyte of data, that would be feasible given the total
amounts, but it could not be shown in the Edgeworth box because the
Edgeworth box shows only allocations where the two people divide up all
of the goods so that they sum to x and y.
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Figure 4.2 Feasible allocations that exhaust the supply of both goods. Figure 4.2
(a) shows an example of a feasible allocation at point z. Figure 4.2 (b) shows the
direction in which each person prefers to move to increase their utility. When
indifference curves are plotted in this rectangle the graph is called an
Edgeworth box.
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for Biko
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for Ayanda

(b) Preferred bundles

A caution: it is natural to think that Ayanda might be at one point in the
box and Biko at another. This is not possible. A point in the box is not just
a single bundle for one or the other of them. It is an allocation of goods
between the two. They differ in where they would like that allocation to be.
As we move to the northeast (up and to the right) in the box, Ayanda gets

more of both goods, and as wemove to the southwest (down and to the left)
in the box, Biko gets more of both goods. Because we assume for now that
both are self-regarding we show this on the figure with the arrows labeled:
“Better for Ayanda” and “Better for Biko.”

! reminder In Chapter 1, we
used z to indicate the fallback
position of people playing
games in the general form of
the Fishermen’s game with
ranked outcomes. At z, the
people experience their
utilities, uAz and uBz , as their
utility at the fallback position,
that is, their endowments if
they do not trade.

Howcanwe evaluatewhether some allocations are better than others? To
do this we can represent the preferences of the two parties by plotting their
indifference curves in the box. This allows us to say for both Ayanda and
Biko that for any two allocations (points in the box) the first is preferred to
the second, the second is preferred to the first, or the person is indifferent
between the two. To do this we need to know the utility functions of the
two.
Both Ayanda and Biko enjoy consuming both coffee and data. Their utility

functions are:

Ayanda’s utility function uA(xA,yA)

Biko’s utility function uB(xB,yB)

We assume that the indifference curves for both parties exhibit decreasing
marginal utility for both goods. To provide a concrete example, we will
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Figure 4.3 Indifference curves in an Edgeworth box: Identical utility functions. In
panels (a) and (b) we show three of Ayanda’s and Biko’s indifference curves
respectively. In panel (c), Biko’s indifference curves have been flipped 180∘ so that
the origin in the lower left of panel (b) has become the origin of the Edgeworth
box at the upper right.
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(b) Biko’s indifference curves
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(c) Indifference curves in an Edgeworth box

assume that both Ayanda’s and Biko’s utility functions are Cobb-Douglas,
but in some cases that follow,with different preferences for coffee and data:

Ayanda’s utility function uA(xA,yA) = (xA)αA (yA)(1−αA)

Biko’s utility function uB(xB,yB) = (xB)αB (yB)(1−αB)

In numerical examples we will often contrast two cases:

• Identical: The two people have identical preferences for the two goods,
such as αA = 1

2
,αB = 1

2
.

• Different: The two people have different preferences, for example, such
that A’s αA = 2

3
, whereas for B αB = 1

3
. So Ayanda has a stronger preference

for coffee than Biko does.

An Edgeworth box allows us to see both people’s indifference curves in
the same space to identify mutually beneficial trades. Ayanda and Biko’s
indifference curves are shown separately in Figure 4.3 panels (a) and (b). In
panel (c) we plot the same indifference curves together in the Edgeworth
box. Ayanda evaluates the allocations from the point of view of the lower-
left-hand corner, and her indifference curves represent higher utility as we
move to the northeast in the box.
Ayanda’s indifference map looks exactly the same in the Edgeworth box

as it does in the separate plot, because in both cases the origin from which
we measure her allocation is in the lower-left-hand corner. But Biko’s map
has been flipped so that the origin is in the upper-right corner and his
indifference curves represent higher utility as we move to the southwest
(down and to the left) in the box.
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It may help you understand how we superimposed Biko’s preferences on
Ayanda’s if you think about what we called their “point of view.” In panels (a)

! reminder In Chapter 3 we
defined the Cobb-Douglas
(CD) family of utility functions
as:

u(x,y) = xαy(1−α)

(with 0 ≤ α ≤ 1). The
Cobb–Douglas utility function
results in a marginal rate of
substitution,
mrs(x,y) = α

(1−α)
y

x
.

and (c), imagine Ayanda standing at the lower-left origin and looking up her
indifference map, as if the curves were contours of a mountain, the curves
farther away being at higher altitudes. Now do the same with Biko, but for
him when he looks to the northeast in panel (b), he is looking up his “utility
mountain.” But in panel (c) he is standing at the upper-right origin and the
way up his utility map is to the southwest.
In the figures, at allocation z Ayanda and Biko have allocations (xAz ,yAz ) =

(9, 1) and (xBz ,yBz ) = (1, 14). The indifference curves that go through allocation
z provide Ayanda and Biko with utilities uAz = uA2 and u

B
z = uB2 .

M-CHECK Biko’s indifference
map would look exactly the
same as in Figure 4.3 (b) if we
rotated the Edgeworth box
180∘ to measure Biko’s
allocation from the
lower-left-hand corner.

In panels (a) and (c), uA2 = uAz is Ayanda’s indifference curve through
z. In panels (b) and (c), uB2 = uBz is Biko’s indifference curve through z.
The indifference maps for both Ayanda and Biko have indifference curves
through every point in the box, but (following “the map is not the territory”
principle) we show only three in the figure.

! reminder In games like
the Ultimatum Game in
Chapter 2 any allocation of
the pie in which the entire
endowment is allocated to
one of the players or the
other (in other words, “no
money left on the table”) is
Pareto efficient. But the
allocations resulting from the
Ultimatum Game are
frequently inefficient because
when the Responder rejects
the Proposer’s offer both
players get zero, and all of the
money is left on the table.

M-NOTE 4.1 Evaluating utilities at an allocation

Consider the case in which both utility functions are Cobb-Douglas with
Ayanda’s αA = 2

3
and Biko’s αB = 1

3
. We can calculate their utilities at the

allocation z. In this example, Ayanda likes coffee more than Biko does.
Ayanda has a Cobb-Douglas utility function uA(xA,yA) = (xA)

2

3 (yA)
1

3 :

• She has 9 kilograms (kgs) of coffee and 1 gigabyte (gb) of data.
• So her allocation at point z is (xAz ,yAz ) = (9, 1).
• At her allocation z her utility is uA(xAz ,yAz ).
• So for 9 kgs of coffee and 1 gb of data: uA(9, 1) = (9)

2
3 (1)

1
3 = 4.33.

CHECKPOINT 4.2 Biko’s utility at allocation z Using the two utility func-
tions shown in the text with α = 1

2
, calculate the utility of the two at the

allocation z, and at an alternative allocation in which Ayanda has exchanged
one kg of her coffee for one gb of Biko’s data.

M-CHECK Even if for some
reason we were not to allow
the allocation to involve
fractional quantities of the
goods and require that
allocations be integers, there
are 176 possible allocations
(that’s 11× 16, in case you are
wondering, because we would
then have to include zeroes
as possible allocations for the
goods).

4.4 THE PARETO-EFFICIENT SET OF FEASIBLE
ALLOCATIONS
Which allocations in the Edgeworth box are Pareto efficient?
It’s easy to see that simply throwing away some of x or y cannot be

efficient because allocating those portions to Ayanda and/or Biko instead
would have made at least one of them better off without making the other
worse off. So Pareto efficiency also requires that xA + xB = x and yA + yB = y.
By construction, any of the great many allocations in the Edgeworth box
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Figure 4.4 Pareto-efficient allocations: Different utility functions. To make this
figure we set uA = (xA)

2

3 (yA)
1

3 and uB = (xB)
1

3 (yB)
2

3 . So Ayanda has a stronger
preference for coffee, and Biko has a stronger preference for data. Allocation h is
Pareto superior to allocation z, but it is not Pareto efficient because an alternative
point, e.g. allocation tB , is Pareto superior to point h (Biko is better off without
Ayanda’s being worse off). All points along the Pareto-efficient curve between i
and tB are both Pareto superior to h and z and Pareto-efficient.

A's coffee (kilograms), xA

A'
s 

da
ta

 (g
ig

ab
yt

es
), 

yA

0 1 2 3 4 5 6 7 8 9 10
0
1
2
3
4
5
6
7
8
9

10
11
12
13
14
15

u1
A uz

A u3
A Pareto-

efficient
curve

Ayanda

Biko
10 9 8 7 6 5 4 3 2 1 0

15
14
13
12
11
10
9
8
7
6
5
4
3
2
1
0

B's coffee (kilograms), xB

B's data (gigabytes), y B

u1
B

uz
B

u3
B

u4
B

z

i

d

tB

tA

h

allocates all of the coffee and data to one or the other participant, andmeets
this criterion.

! reminder The marginal
rate of substitution is the
negative of the slope of the
indifference curve. It is also
equal to the ratio of the
marginal utilities of the two
goods, x and y, i.e.
mrsA(x,y) = uAx /uAy . The
marginal rate of substitution
is also the willingness to pay
for x in terms of y. The
people’s marginal rates of
substitution have the
dimensions data/coffee (data
for coffee).

To narrow things down, Ayanda and Biko could agree that the final allo-
cation chosen must be Pareto-efficient. In Figure 4.4 we show Ayanda and
Biko’s indifference curves through some arbitrary endowment allocation z
that they might consider as a way of dividing up the goods. The figure also
shows two more indifference curves for Ayanda: one indifference curve
higher and one indifference curve lower than for allocation z. The figure
also shows threemore indifference curves for Biko: two indifference curves
higher and one indifference curve lower than for allocation z.

The endowment allocation is not Pareto efficient
Think about z as a hypothetical allocation, for example, if Biko said: “Ayanda,
how about you have 9 kg of coffee and I get the 1 kg remaining, while I get
14 gb of the data, and you get the 1 gb remaining.” We can see, however, that
z in Figure 4.4 is not Pareto efficient. The reason is that at the allocations

! reminder For an outcome
to be Pareto superior to
another, at least one
participant must be made
better off—get higher
utility—and no participant can
be made worse off—get lower
utility.

given by point z, Ayanda’s and Biko’s indifference curves:
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• intersect, which means

• they have different slopes,

• indicating different marginal rates of substitution,

• which means their willingness to pay to acquire more of one or the other
good differ,

• and this means that there is a feasible Pareto-improving exchange that has
not been realized,

• so these allocations are not Pareto efficient.

The difference between the two people’s marginal rates of substitution
at the point z indicates that there must be a Pareto-improving alternative
allocation—Ayanda having less coffee andmore data and the opposite being
the case for Biko. In other words there is some allocation to the “northwest”
of allocation z, for example the allocation at point i, that is a Pareto
improvement over the allocation at z. So we can eliminate point z in Figure
4.4 as a candidate for being a Pareto-efficient allocation.

M-NOTE 4.2 The mrs in the Edgeworth box with different utility func-
tions

At allocation z (9, 1; 1, 14) in Figure 4.4, we can calculate each person’s marginal
rate of substitution and compare them. We computed what a person’s
mrs(x,y) is when she has Cobb-Douglas utility in M-Note 3.4. We obtain Biko’s
from the same reasoning. We shall assume for this example that the two have
different preferences as in Figure 4.4.
Let’s start with Ayanda, given that αA = 2

3
and recalling (from Equation 3.12)

that with the Cobb-Douglas function mrs(x,y) = α
(1−α)

y

x
:

• mrsA(x,y) = uAx
uAy

= 2 yA

xA

• Substitute in A’s allocation at z: mrsAz (xAz ,yAz ) = 2× 1

9
= 2

9

Ayanda is willing to sell a kilogram of coffee for 2

9
of a gigabyte of data.

Now for Biko, αB = 1

3
and again recalling that mrs(x,y) = α

(1−α)
y

x
:

• mrsB(xB,yB) = uBx
uBy

= 1

2

yB

xB

• Substitute in B’s allocation at z: mrsBe (xBe ,yBe ) =
1

2

14

1
= 7

Biko is willing to pay 7 gigabytes of data for a kilogram of coffee.
We can see that mrsA <mrsB because 2

9
< 7. This means that Biko would

pay up to 7 gigabytes of data for a kilogram of coffee, and Ayanda would give
up 1 kilogram of coffee for as little as 2

9
of a gigabyte of data. There is ample

space between these two prices for a mutually beneficial trade. This shows
up in Figure 4.4: the slope of Ayanda’s indifference curve is steeper than the
slope of Biko’s indifference curve at allocation z.
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Which allocations are Pareto efficient? ThemrsA = mrsB rule
The same reasoning allows us to eliminate most of the other points too.
Remember the demonstration that showed point z to be Pareto inefficient
started with “at the allocations given by these points Ayanda’s and Biko’s
indifference curves intersect.”
So any allocation at which the indifference curves intersect, like points

d, h, and z in Figure 4.4 cannot be Pareto efficient.
To find the Pareto-efficient allocations, we need to determine which

allocations remain after we have eliminated all of those at which the
indifference curves cross. To do this we can run the above reasoning in
reverse.
If the two indifference curves (one of Ayanda’s, one of Biko’s) share a

common point (that is, that represent the utilities at a particular allocation)
but do not intersect, then the two indifference curves must be tangent. This
tells us (reversing the logic above about indifference curves that intersect)
that if Ayanda’s and Biko’s indifference curves:

• are tangent, this means that

• they have the same slopes, indicating

• identical marginal rates of substitution,

• meaning that Ayanda and Biko have the samewillingness to pay for the two
goods.

• This is the same as saying that theirmaximumwillingness to pay to acquire
more of the other’s good is not greater than the least price at which the other
would part with their good

• and this means that there is no feasible Pareto-improving alternative
allocation that could be implemented by an exchange,

• so the status quo allocation is Pareto efficient.

! reminder Themrs=mrt
rule We derived a similar rule
for single-person interactions
in Chapter 3. The mrs =mrt
rule (with a few exceptions)
identifies the constrained
utility-maximizing optimal
allocation for a single
individual as the bundle at
which the marginal rate of
substitution (the person’s
willingness to pay for more of
the y-good) is equal to the
marginal rate of
transformation (the
opportunity cost of getting
more of the y-good).

This gives us the following rule for an allocation between two players, A and
B, being Pareto efficient:

The mrsA =mrsB rule: mrsA(xA,yA) =mrsB(xB,yB) (4.1)

This rule differs from the seemingly similar mrs =mrt rule introduced
in section 3.9. The mrs =mrt rule applies to a single individual and it
identifies a constrained optimum for that person. This new rule applies to
interactions among two or more interdependent actors, of the kind that
occur in markets for labor, credit, and many goods. It identifies a Pareto-
efficient point for the people involved in the interaction. The superscripts
A and B are there to remind you that two (or more) players are involved in
this rule. The two tangency rules are compared in Table 4.1.

M-CHECK Like the
mrs =mrt rule, mrsA =mrsB

does not work in every case.
The Pareto-efficient point may
be a corner solution (not a
tangency) at which one of the
goods is not consumed at all
by one of the players.
Moreover, just like the
mrs =mrt rule, a tangency
identified by the mrsA =mrsB

rule may be a minimum not a
maximum. The reasons are
the same as were explained
for the mrs =mrt rule.
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Table 4.1 Two rules: individual constrained optimization and societal Pareto
efficiency.

Rules Tangency of Rule for what

mrs =mrt An individual’s feasible
frontier and
indifference curve

Individual constrained
optimization

mrsA =mrsB Two or more people’s
indifference curves

Societal (multi-person)
Pareto efficiency

The points tA, tB, and i lie on the purple Pareto-efficient curve in Figure
4.4. The Pareto-efficient curve consists of all Pareto-efficient allocations,
including Ayanda getting all of both goods, or none of either. The Pareto-
efficient curve is sometimes called the “contract curve,” a term we do not
use because there need not be any contract involved.
Confining allocations to the Pareto-efficient curve limits the choices that

Ayanda and Biko need to make. But the question is still far from answered.
Moving from one Pareto-efficient allocation to another must make one of
the participants better off and the other worse off. The Pareto-efficiency
criterion is not going to help themdecidewhich of the points on the Pareto-
efficient curve they would consider to be the best.
So they face a problem and a conflict of interest.

• The problem is that there are still innumerable Pareto-efficient outcomes
on the Pareto-efficient curve and they need some way to decide which
one to choose.

• The conflict of interest is that Ayanda prefers points on the Pareto-
efficient curve to the northeast in the Edgeworth box, while Biko prefers
points to the southwest, so they will not agree on which Pareto-efficient
division of the coffee and data to make.

M-NOTE 4.3 Computing the Pareto-efficient curve

Taking the case in which the two have different utility functions (that we
studied in M-Note 4.2), we will usemrsA =mrsB rule to work out the equation
for the Pareto-efficient curve.
To find the Pareto-efficient curve, we set Ayanda’s marginal rate of

substitution equal to Biko’s marginal rate of substitution. We already
know that mrsA(xA,yA) = 2 yA

xA
and mrsB(xB,yB) = 1

2

yB

xB
. We also know that

continued

PARETO-EFFICIENT CURVE The points making up the Pareto-efficient curve
represent all of the allocations that are Pareto efficient.
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x = xA + xB = 10, so xB = x− xA and y = yA + yB = 15, so yB = y− yA . Solutions
to these equations for xA,yA,xB,yB are Pareto-efficient allocations making up
the Pareto-efficient curve:

mrsA(xA,yA) = mrsB(xB,yB)

2
yA

xA
= 1

2
y− yA

x− xA

Substitute x = 10 and y = 15 4
yA

xA
=

15− yA

10− xA

4(10− xA)yA = xA(15− yA)
40yA − 4xAyA = 15xA − xAyA

(40−3xA)yA = 15xA

Pareto-efficient curve yA = 15xA

40−3xA

CHECKPOINT 4.3 Conflict on the Pareto-efficient curve
Using Figure 4.4 do the following:

a. Explain Ayanda’s and Biko’s preference among the Pareto-efficient
points tA, tB, and i.

b. Show that they rank these points in opposite order.

c. Explain why, for any two points on the Pareto-efficient curve, Ayanda will
prefer one point and Biko another point; they will never agree on which
is preferable.

4.5 ADAM SMITH’S IMPARTIAL SPECTATOR
SUGGESTS A FAIR OUTCOME
Not wanting to waste time fighting over who gets more of the goods limited
to x and y, Ayanda and Biko have to figure out an institution or set of
rules to pick an allocation. This means stepping back and looking at the
problem without thinking about their own particular preferences. They
would probably experiment with some simple rules. They could adopt:

• the “finders keepers” rule and allocate the goods to whoever had first
discovered the discarded coffee and data; but this might not seem fair;

• the fifty-fifty norm of the landlords and sharecroppers in Chapter 2, and
each take half the quantity of the two goods; but if they have different
preferences (as is the case in panel (b) of Figure 4.4) splitting both goods
equally would not even be Pareto efficient (an equal split is not on the
purple Pareto-efficient curve).

• the maximize total utility principle; but this places no value on equality,
and might result in selecting an allocation in which one person had most
of the goods (and utility) and the other little of either.

❯ EXAMPLE To see how
maximizing total utility might
lead to unacceptable
outcomes, think about two
people, one who in order to
minimize her carbon footprint
or for other ethical reasons
has cultivated a simple
lifestyle and is not much
interested in increasing her
material consumption and the
other who has cultivated a
taste for luxuries and will be
miserable without them.
Maximizing total utility would
require giving most of the
goods to the second person.
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To develop more satisfactory rules, they might consult Adam Smith’s ! reminder You met the
Impartial Spectator in section
3.13 in Chapter 3. There she
was called on to determine a
fair distribution of wealth, so
the decision was
one-dimensional: there was
just one thing—wealth—being
divided up. The problem here
is two-dimensional: there are
two goods and the Spectator
will have to develop a rule for
allocating both of them
between Ayanda and Biko.

Impartial Spectator, a fair and impartial observer who can assist them (and
us) in reasoning about what a good outcome might be. We use uppercase
letters for her name to remind you that she is an entirely made-up char-
acter, not a person at all, and not a part of the game in which Ayanda and
Biko are engaged. The Impartial Spectator is a thought experiment rep-
resenting our conscience, allowing us to explore differing values and how
they could lead us (and Ayanda and Biko) to select a particular allocation
as the best.
We’re going to follow the Impartial Spectator’s thinking by looking

at different fairness criteria that she could adopt. For example, she
could ask:

• Are the procedures that determined the allocation fair?

• Is the outcome itself fair?

The first criterion is referred to as a procedural judgment, and there-
fore she judges the outcome based on the procedure used to acquire the
goods. She would ask for example if the original endowment bundles had
been acquired fairly, for example through hard work, or perhaps as a gift
from someone who themselves had acquired the goods fairly. If they had
acquired the goods through previous trade, the Spectator would go on to
inquire if the process of trading had itself been fair: For example did either
of them have unfair advantages in determining the price at which they
would exchange.
The second criterion is called substantive: it asks about the substance of

the resulting allocation—howmuch do each of themget—asking for example
if it is fair (no matter how it came about).
Both criteria are important, but we will focus on the substantive

judgements because it allows us to illustrate how the Impartial Spectator
could select the “best” allocation by solving a constrained optimization
problem. For the Impartial Spectator to make judgments among Pareto-
efficient allocations that give Ayanda and Biko different levels of utility
using the constrained optimization method, she needs two pieces of
information:

• the set of all Pareto-efficient combinations of utility levels that Ayanda
and Biko could experience by allocating the goods in different ways;

• the value that she places on each of these combinations of the utility
levels of the two.

The utility possibilities frontier
Setting aside Pareto-dominated allocations, the Impartial Spectator will
concentrate on the boundary of the set of feasible utility pairs of the two.
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Figure 4.5 The utility possibilities frontier (UPF) and the Impartial Spectator’s
iso-social welfare curves (w). The utility functions of the two players used to
create panel (a) are identical, with in both cases α = 0.5. Because they both value
the two goods in the same way, they consume them in the same proportions at all
points on the Pareto-efficient curve. The only difference is which player has more.
Each point in panel (b) corresponds to an allocation in the Edgeworth box shown
in panel (a). The downward-sloping blue curves in panel (b) are the Impartial
Spectator’s iso-social welfare curves, corresponding to six levels in her judgment
of social welfare w1 through w6 . Social welfare is lower at points closer to the
origin. The allocation given by point i is the social optimum determined by the
mrs =mrt rule.

A's coffee (kilograms), xA

A'
s 

da
ta

 (g
ig

ab
yt

es
), 

yA

0 1 2 3 4 5 6 7 8 9 10
0
1
2
3
4
5
6
7
8
9

10
11
12
13
14
15

u1
A uz

A u3
A

Pareto efficient
curve

Ayanda

Biko
10 9 8 7 6 5 4 3 2 1 0

15
14
13
12
11
10
9
8
7
6
5
4
3
2
1
0

B's coffee (kilograms), xB

B's data (gigabytes), y
B

u1
Buz

Bu3
Bu4

B

z

i

d

tB

tA

h

(a) Identical preferences Edgeworth box

A's utility, uA 

B'
s 

ut
ili

ty
, u

B  

0 1 2 3 4 5 6 7 8 9 10 11 12 13
0

1

2

3

4

5

6

7

8

9

10

11

12

13

Utility possibilities frontier

Impartial Spectator's
iso–social

welfare curves

tB

i

tAz

h

w1

w2
w3
w4
w5

w6

Feasible
combinations

of utility

Infeasible
combinations

of utility

mrs = mrt

(b) The utility possibilities frontier (UPF) and the Impartial
      Spectator’s iso-social welfare curves (w)

This is called the utility possibilities frontier (UPF) and it shows the pairs
of Ayanda’s and Biko’s utilities associated with allocations on the Pareto-
efficient curve.
In Figure 4.5 (a) we show an Edgeworth box of the two player’s allocation

problem in which they have identical preferences. In panel (b), we show
the utility possibilities frontier for this case. For the moment, ignore the
downward-sloping blue curves.
The utility possibilities frontier is downward-sloping because the partic-

ipants are in conflict. We are considering only Pareto-efficient points, so
any increase in the utility of one must be associated with a reduction in
the utility of the other. The utility possibilities frontier is constructed from
the Pareto-efficient curve by translating each Pareto-efficient allocation
(xA,yA;xB,yB) into a point (uA(xA,yA),uB(xB,yB)) that represents the utility
levels of the two participants at that allocation. To construct it, take any

UTILITY POSSIBILITIES FRONTIER The utility possibilities frontier is composed
of the feasible Pareto-efficient combinations of utilities of the members of a
population.
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point on the Pareto-efficient curve in Figure 4.4, say point tA, then read
from the two indifference curves through tA the two levels of utility of
Ayanda and Biko at that allocation (namely 8.52 and 3.74 respectively), then
go to Figure 4.5 (b) where those two utility levels become the coordinates
in the utility possibilities graph of point tA in the Edgeworth box graph.

! reminder The utility
possibilities frontier is similar
to what we did in Chapter 1 to
understand the Pareto
efficiency of different game
outcomes. The utility
possibilities frontier is
another feasible frontier
introduced in Chapter 3, since
it shows the feasible
combinations of utility
possible given the available
goods and the preferences of
the participants.

Points tA, i, and tB correspond to the same lettered points in Figure
4.4 and portray the utilities of each of the two at these Pareto-efficient
allocations. In similar fashion, points z and h correspond to the same
letters in Figure 4.4, but these allocations, being Pareto inefficient, are of
no interest to the Impartial Spectator.
As in the case of other feasible frontiers, the negative of the slope of

utility possibilities frontier, − ΔuB

ΔuA
, is the marginal rate of transformation of

B’s utility into A’s utility by progressively giving A more of the goods and
B less. This is also the opportunity cost—in the Spectator’s reasoning—of A
having more utility in terms of the sacrifice in B’s utility necessary to allow
this. A steep utility possibilities frontier means that for A to gain one unit of
utility, B must sacrifice a lot.

CHECKPOINT 4.4 The utility possibilities frontier and the
Pareto-efficient curve

a. Explain why the utility possibilities frontier in Figure 4.5 is downward-
sloping.

b. Explain why, if the utility functions of the two differ, an even split of the
two goods—half of each to Ayanda and half of each to Biko—could not
be the Impartial Spectator’s choice of the best allocation.

The Impartial Spectator’s social welfare function
Which point on the utility possibilities frontier—in other words which
allocation of the goods between Ayanda and Biko—the Impartial Spectator
ranks as best will depend on her values. She has to compare how much
she values the utility of Ayanda and Biko respectively and how this varies
depending on the level of utility that each are experiencing.
To do this she has to be able to compare the levels of utility for the two

for each of the allocations on the utility possibilities frontier. She needs to
treat the utility of each like ordinary numbers that measure the size not just
the rank of something, in this case the cardinal utility of each.
A summary of the Impartial Spectator’s evaluation of different utility

distributions (uA,uB) is provided by her social welfare function,W(uA,uB).
This is similar to the utility function that expresses a person’s preferences

SOCIAL WELFARE FUNCTION A social welfare function is a representation of
“the common good” based on some weighting of the utilities of the people
making up the society.
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over bundles of goods, (x,y), but remember the Impartial Spectator is not a
person, but a thought experiment. This is why it is called the social welfare
function rather than the Impartial Spectator’s utility function.

! reminder Assigning
cardinal utility numbers to
bundles means that we can
make statements like:

• for Ayanda, the outcome
(x′,y′) is twice as good as
(x,y) but also

• the sum of the utility
experienced by Ayanda and
Biko is greater with
outcome (x′,y′) than with
outcome (x,y) because
uA(x′,y′) +uB(x′,y′) >
uA(x,y) +uB(x,y).

The sum of the utilities of the
two—in the second
statement—is an example of a
social welfare function.

An example is a social welfare function that expresses total welfare as the
product of the utility of the citizens, each utility raised to some exponent.

Example of social welfare function: W(uA,uB) = (uA)λ(uB)1−λ (4.2)

This social welfare function has the same form as a Cobb-Douglas utility
function: the participants’ levels of utility are the “goods” for the Impartial
Spectator. When λ = 0.5 = 1− λ, then the Impartial Spectator:

• weights the two people’s utilities equally; and

• places diminishing marginal value on increases in the utility of either
of Ayanda or Biko; the greater is their utility, the less they add to the
Impartial Spectator’s assessment of social welfare.

Because the Impartial Spectator values the twopeople’s utilities equally, and
(in the judgment of the Spectator) the marginal value of increased utility is
diminishing, she will not rank highly any outcome in which one or the other
gains most of both goods.
Just as we can use indifference curves to represent a person’s utility

function over goods, we can use iso-social welfare curves to represent
the Impartial Spectator’s social welfare function over the utility distribution
between people. The level of social welfare is the same along an iso-social
welfare curve, just as utility was the same along an indifference curve. A
set of iso-social welfare curves, w1 to w6, are depicted in Figure 4.5 (b) with
higher numbers in the subscripts indicating higher levels of social welfare,
just as with indifference curves earlier.
Given the Impartial Spectator’s social welfare function, the problem of

choosing the Pareto-efficient allocation of coffee and data becomes a con-
strained optimization problem similar to those in Chapter 3. The feasible
frontier for the Impartial Spectator is the utility possibility frontier, because
it represents the levels of utility that are achievable given the amount of
goods available and the preferences of the participants.
The iso-social welfare curves of the social welfare function are analogous

to indifference curves for a single individual, but apply to the utilities of
the two people not the two goods consumed by the single individual. They
express the valuations of the Impartial Spectator, not the preferences of
the individual. Similar to the individual indifference curve, the negative of
the slope of the iso-social welfare curve at any point (uA,uB) is the Impartial

ISO-SOCIAL WELFARE CURVE Iso-social welfare curves show constant or equal
(“ iso”) levels of welfare for different combinations of utility among those involved.
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Spectator’smarginal rate of substitution of Ayanda’s utility in terms of Biko’s
utility. And we can use the mrs =mrt rule to find the constrained social
welfare-maximizing allocation. It is the point where the utility possibilities
frontier is tangent to an iso-social welfare curve.
The social welfare maximum shown in the Edgeworth box in Figure 4.5

(a) is xA = 5,yA = 7.5,xB = 5,yB = 7.5 or a fifty-fifty split of each good. In the
utility possibility frontier in Figure 4.5 (b) this is point i. If their preferences
differed, or if the Spectator had a reason to value the utility of one of the two
more than the other then the social optimum would require each getting
different amounts of x and y.
Societies do not have an Impartial Spectator to determine how to weight

the competing interests of society’s members in a social welfare function.
Instead, in a democratic society we debate the question of distribution and
sometimes come to a consensus (and sometimes to a deadlock). Contro-
versy about the rights andwrongs of economic policies such as the tax rates
paid by wealthy people and the provision of public services to all, are often
implicitly about the weights (such as λ, in Equation (4.2)) that policymakers
should place on the well-being of different people.
Herewe see a sharp contrast between the Pareto-efficiency criterion and

the maximization of social welfare. Preferring a particular Pareto-efficient
allocation over an alternative allocation in which both are worse off cannot
be a matter of conflict. But maximization of some particular social welfare
function subject to the constraint of the utility possibilities frontier—some
gaining and some losing depending on the social welfare function used—is
certain to be controversial.
The imaginary Impartial Spectator helps us understand how values dic-

tate what we think of as better or worse allocations. These outcomes, as we
have seen in previous chapters andwewill now see in greater detail, depend
on the rules of the game. So the Impartial Spectator will have something to
say about how we evaluate which are better or worse institutions by which
we organize the process of exchange.

4.6 PROPERTY RIGHTS AND PARTICIPATION
CONSTRAINTS
The scenario of Ayanda and Biko enjoying their coffee and data in their
student residence and deciding how to allocate them helps us understand
the abstract issues of Pareto efficiency and fairness. Very similar issues
arise when instead we consider Ayanda and Biko to be total strangers,
interacting in a market. But in this new setting the allocation will not be
determined by some imaginary Impartial Spectator. Instead, the allocation
will be determined by who initially owns which goods and the rules of the
game that regulate how Ayanda and Biko might exchange some of their
goods with each other.
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Market institutions: Property rights and participation
constraints
Nobody actually owned the data and coffee that the Impartial Spectator
allocated in our thought experiment, and Ayanda and Biko were not really
engaged in a game. This is not how markets work. Key aspects of the rules
of a market game are:

• The rule of law establishes that the institutions—the laws and other
informal rules—governing the interaction are observed, and not violated
by arbitrary acts (for example theft of the other’s goods by one of the
traders or confiscating by a government official).

• Private ownership. At any moment in the game the goods are the private
property of one or the other of the players, so a point in the Edgeworth
box indicates a distribution of property between the two. The ownership
of coffee and data by the two at the start of the game is each player’s
endowment.

• Fallback option. The endowments are the next best alternative for the
two, their fallback options if no exchange takes place.

• Private property and the rule of law mean that each player has the option
to refuse offers so any exchanges that a player will agree to participate in
must be Pareto improvements over the endowment.

• Bargaining power is determined by rules of the game that may favor one
of the traders over the other and will affect the nature of the exchanges
that are executed, and who captures the greater share of the gains from
exchange.

Private property does not distinguish between the two parties: each have
identical rights to exclude the other from their bundle of goods. This would
be true even if Biko initially owned all of the goods and Ayanda had none
or the other way around. In this respect private property rights provide a
level playing field because the right to exclude others from the use of your
goods does not depend on how many goods you have, or on your identity.
The exchange process begins with the property people “start with,”

that is, their endowment allocation. These endowments exist before the
exchange we are considering happens. But we are cutting into time at a

HISTORY It has not always
been true that one’s property
rights did not depend on
one’s identity. In many
societies, some people—such
as women—did not have the
right to own property, and
some people—such as
enslaved people—were
themselves treated as
property.

particular moment. These endowments, which are the status quo of our
game, are the result of similar games played in the past, and also other
games in which who owns what goods may have been determined by force
and not by voluntary exchange.

BARGAINING POWER The extent of a person’s advantage in securing a larger
share of the economic rents made possible by an interaction.



OUP CORRECTED PROOF – FINAL, 11/9/2021, SPi

Property Rights and Participation Constraints 181

This means that unlike the Impartial Spectator starting with a clean
slate—any allocation in the Edgeworth box is up for consideration—and
advising Ayanda and Biko on the division of a pile of goods they have tripped
over in their student residence, market exchange starts from one particular
point in the Edgeworth box: the endowment allocation.
The rules of the game then determine how the two can move to some

other post-exchange allocation. The endowment allocation is important for
two reasons:

• it is the starting point of the process; and

• because the exchange is voluntary, meaning they can refuse to trade, the
endowment allocation is their fallback position, that is, the worst they
can do.

The participation constraint (PC)
To see how the second bullet above will narrow down what the post-
exchange allocation can be, starting at any given endowment allocation
we introduce the following notation, along with panel (a) of Figure 4.6 (we
will explain in panel (b) below). The endowment bundle of person i is (xiz,yiz)
where the superscript indicates who person i is (i = A for Ayanda, i = B
for Biko). This allocation is point z in the figure. It is identical to point z
in previous figures, but instead of being some hypothetical allocation that
the Impartial Spectator was trying out in a thought experiment, it is now
something entirely different: it is what Ayanda and Biko own at the start of
the game. It is their wealth.
From point z you can see that Ayanda’s and Biko’s endowments of coffee

and data are the same as the hypothetical allocation considered by the
Spectator, above:

• Ayanda’s endowment: (xAz ,yAz ) = (9, 1).

• Biko’s endowment: (xBz ,yBz ) = (1, 14).

Introducing history in the form of initially privately owned endowments,
along with the voluntary transfer requirement, limits the possible alloca-
tions that can result from exchange.
Because they can refuse any deal and therefore experience the utility

from their endowment bundle, they will not accept any post-exchange

ENDOWMENT ALLOCATION The ownership of goods at the start of a game (or at
the status quo) is called the endowment allocation.
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Figure 4.6 Edgeworth box, the utility possibility frontier, and the bargaining set.
In panel (a) uAz is Ayanda’s utility at her endowment and is her participation
constraint (shown by indifference curve uAz ) and uBz is Biko’s utility at his
endowment and is his participation constraint (shown by indifference curve uBz ).
In panel (b) points tB , tA , and i show the levels of utility associated with the
allocations indicated by the same lettered points in the panel (a).
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bundle that makes them worse off than their fallback utilities. The indiffer-
ence curves, uAz and uBz , that include the endowment point are the post-
exchange bundles that yield a utility identical to their fallback position.
These two indifference curves are called their participation constraints.
They are called participation constraints because Ayanda will not partici-
pate in (that is shewill refuse) any offer that would give her a post-exchange
bundle below and to the left of uAz . Likewise Biko will not participate in any
offer that would give him a post-exchange bundle above and to the right of
uBz (labeled as u

B
z = 3.74 in Figure 4.6).

! reminder The
participation constraint is
also the fallback in the
exchange scenario, the utility
that a person can certainly
secure if they choose not to
participate in exchange at all.

The yellow-shaded space between the two constraints—the indifference
curves, uAz and uBz—including the points on these indifference curves make
up the set of allocations that are Pareto superior (at least weakly) to point
z and which therefore could be the result of voluntary modifications of the
endowment allocation bymeans of exchange. This area is called the Pareto-
improving lens.

PARETO-IMPROVING LENS The set of allocations that are (at least weakly)
Pareto superior to the fallback options of the players is the Pareto-improving lens.
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CHECKPOINT 4.5 Pareto-improving set and the bargaining set Explain
how point z in panel (a) of Figure 4.4 corresponds to (meaning, is based on
the same allocation as) point z in panel (b). Do the same for point i, tA and
tB. Explain why the yellow-shaded areas in the two panels represent the
same sets of allocations.

4.7 SYMMETRICAL EXCHANGE: TRADING INTO
THE PARETO-IMPROVING LENS
In this section we consider the case in which the two traders have iden-
tical preferences. That is, that their Cob–Douglas utility functions have
αA = αB = 0.5.
We used a hypothetical point z in Figure 4.4 to show that an allocation

where the indifference curves cross cannot be Pareto efficient. Our demon-
stration consisted of showing that at such an allocation both Ayanda and
Biko could both be better off at a different allocation.
We can now use the same reasoning to illustrate how starting at point z,

now an endowment allocation—a real distribution of ownership of two
bundles—the two could trade into the Pareto-improving space, and
eventually—given the right rules of the game—get all the way to the Pareto-
efficient curve.
Each person has a willingness to pay for x in terms of y, their marginal

rate of substitution at the endowment allocation z. Ayanda’s maximum
willingness to pay is hermrsA = 1

9
and Biko’s maximum willingness to pay is

his mrsB = 14.
The difference between Ayanda and Biko’s willingness to pay (mrs) signals

an opportunity for Ayanda to trade data with Biko at a rate of exchange
between her own marginal rate of substitution and Biko’s marginal rate of
substitution. A small exchange on these terms would move them to a post-
exchange allocation upward and to the left of the endowment.
To stress that the game is entirely symmetrical imagine that they have

agreed on a set of rules to determine the price and the amounts to be
exchanged. At any allocation at which the mrs of the two differs (meaning
their indifference curves intersect), take the following steps:

1. Pick a “price” midway between the mrs of the two. (This means that at
point z the price would be 14+ 1

9
divided by 2, or 7.06.)

2. Ask the amounts that each would like to transact at the price of 7.06 gb
of data for a kilo of coffee, for example how much coffee Ayanda would
like to “sell” at this price, and howmuch coffee Biko would want to “buy”
(these desired amounts will differ between the two).
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3. Because the transfer has to be voluntary (nobody can be forced to buy
more than they wish), transfer the amounts desired by the person who
wishes to transact least.

4. At the resulting post-exchange allocation determine if the indifference
curves are intersecting. If so, return to step 1 and continue.

5. If not (that is, if the indifference curves are tangent) end the game with
this final allocation.

We can see that by this process the twowill havemoved, step by step from
the endowment allocation at point z to a final post-exchange allocation that
will be on the Pareto-efficient curve. We know that they will get there for
two reasons:

• Trades are Pareto-improving: each trade they take moves them in the
direction of the Pareto-efficient curve because moving in the other
direction could not be a Pareto-improvement and would violate the
participation constraint.

• Trade concludes at a Pareto-efficient outcome: by the rules of the game
they have adopted they will keep on exchanging until they are at a place
where their marginal rates of substitution are identical, which must be
on the Pareto-efficient curve.

We can conclude then that there are no more trades to make because the
allocation is Pareto efficient. Or, what is the same thing: because there are
no more mutually advantageous transfers of goods possible, the allocation
must be Pareto efficient.
They could have adopted a different set of rules for exchange. For exam-

ple, they could have said that for step 1 above there will be two alternative
prices, one just a little less than Biko’s willingness to pay, and the other
just a little more than the lowest price at which Ayanda would part with
her coffee; and then just flipped a coin to see which of these prices they
would use in that transaction. Having made that transaction and the new
allocation, check to see if Biko’s willingness to pay for coffee is still greater
than the lowest price at which Ayanda is willing to sell. If so, flip another
coin to see whose preferred price will be used, make the trade, and so on,
until no further trade is possible.
Other than knowing that theywould eventually get to the Pareto-efficient

curve, we do not know which specific point on the curve they would get to.
If all of the coin flips went in favor of Ayanda, they could end up close to tA

in Figure 4.6 with Biko sharing very little of the gains from exchange. Or it
could have gone the other way, somewhere near point tB. They even could
have ended up at point i the allocation chosen by the Impartial Spectator.
But that would have been by pure chance.
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The utility possibilities frontier in Figure 4.6 (b) translates these
allocations and the transactions supporting them into the utilities of
the two players. The Pareto-improving lens in panel (a) corresponds to
the bargaining set in panel (b). It is called the bargaining set because it
is the set of all possible pairs of the utilities of the two that could be the
result of some bargain into which they entered voluntarily. Panel (a) shows
all of the allocations—denominated in quantities of x and y allocated to the
two—that are Pareto improvements over the endowment allocation. The
second—the bargaining set—shows the utility levels associated with every
allocation in the Pareto-improving set.
If we consider other rules of the game, which point to the bargaining set

they implement—it may be in the interior, not on the frontier—it will depend
on the rules governing how they bargain, including how the rules affect the
bargaining power of the players.

CHECKPOINT 4.6 Pareto improvements, rents, and Pareto efficiency If
point h is the post-exchange allocation based on the endowment allocation
of point z, explain the following:

a. Did Biko benefit from the exchange?

b. Did Ayanda benefit from the exchange?

c. What is the rent that Ayanda receives as a result of this exchange?

d. Did the exchange result in a Pareto improvement?

e. Is the post-exchange allocation (point h) Pareto efficient?

4.8 BARGAINING POWER: TAKE IT OR LEAVE IT
The two examples of rules of the game for bargaining over the distribution
of coffee and data above were symmetrical. Neither “split the difference
between the willingness to pay of the two” nor “alternating coin flips to see
whose preferred price will be used” gave any obvious advantage to either
player.
But many bargaining interactions are asymmetrical. One of the players

has more of the bargaining power. Bargaining power is the ability to gain a
large share of the mutual gains from exchange (total rents) made possible
from some interaction, as may be determined by the rules of the game
governing the interaction and the skill of the players in securing a favorable
agreement under these rules.

BARGAINING SET The set of all allocations that are Pareto improvements over
the players’ fallback (no-bargain) options and the utilities associated with these
allocations is termed the bargaining set.



OUP CORRECTED PROOF – FINAL, 11/9/2021, SPi

186 Property, Power, and Exchange: Mutual Gains and Conflicts

An example is the Ultimatum Game in Chapter 2 (whose name already
suggests the asymmetry). The Proposer makes an offer of some fraction of
the “pie.” The Responder’s strategy set is simply: accept or reject, or “take it
or leave it.” Being in a position to make that kind of an ultimatum is called
take-it-or-leave-it power, or TIOLI power for short.
In the coffee-for-data-bargaining game, if Ayanda had TIOLI power, she

could have said to Biko: “I’ll give you 2 kilograms of coffee and you give me 9
gigabytes of data. If you refuse, I will not agree to any other trade youmight
propose.” In other words, “either accept the allocation I impose, or we both
stay at our endowment, z.” Of course Ayanda’s threat to terminate dealings
if Biko refuses has to be credible: if Biko suspects that he could refuse and
Ayanda would listen to a counteroffer, the threat in the TIOLI offer would
be empty. A bargainer with TIOLI power can often capture most or even

! reminder The Ultimatum
Game discussed in Chapter 2
has this TIOLI structure
including returning to the
endowment point if the
Responder rejects—both
getting a payoff of zero,
namely what they would have
received had they not
interacted. That is why it is
called the Ultimatum Game,
as the Proposer’s offer is an
ultimatum.

all of the total rents that an economic interaction provides. This is because
TIOLI power allows a bargainer to specify both:

• the price at which the goods will be exchanged; and

• the amount of goods that will be exchanged.

This means that the person with TIOLI power can just pick some preferred
allocation—a point in the Edgeworth box different from the endowment
point—and make that the TIOLI offer.
What take-it-or-leave-it offer will Ayanda make to Biko? We have

assumed that Ayanda does not care about Biko’s utility, but she does care
about how he will respond to her offer. If he rejects, then she gets her
fallback option. She will realize that she must offer Biko a deal that Biko
regards as better—or at least not worse—than his endowment. In other
words, Ayanda has to take Biko’s participation constraint as a limit on the
kind of offer she will make. This is an example of the backward induction
method that you learned in Chapter 2: Ayanda has to reason backwards
from her understanding of what Biko will do after she has made her offer
to what offer she should make now.

TAKE-IT-OR-LEAVE-IT POWER A player with take-it-or-leave-it power (TIOLI
power) in a two-person bargaining game can specify the entire terms of the
exchange—for example, both the quantity to be exchanged and the price—in an
offer, to which the other player responds by accepting or rejecting.

CREDIBLE THREAT A threat is credible if carrying it out is the best response if
the target of the threat takes the action that the threat was intended to deter.
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So Ayanda has the following constrained maximization problem: find a
final allocation (different from the endowments) to propose at which Biko
is no worse off than at his endowment and Ayanda is as well-off as she
can be. Ayanda knows that the solution to this problem must have two
characteristics: It must:

• satisfy Biko’s participation constraint, that is, be in (or on the boundary
of) the Pareto-improving lens in Figure 4.6; and

• be Pareto-efficient, but this is not because Ayanda cares any more about
efficiency than she does about Biko: if she offered an allocation that
satisfied Biko’s participation constraint and was not Pareto efficient then
there would be some other allocation at which she could be better off and
Biko not worse off than his fallback option, z.

Ayanda would probably offer Biko something just a tiny bit better than
Biko’s fallback utility to make sure he accepts. But to avoid having to keep
track of that tiny amount in our thinking, here and in the rest of the
book, we will assume that Biko will accept an allocation that just meets his
participation constraint.

M-CHECK Remember that in
Chapter 3, a utility maximizer
is often constrained by a
feasible frontier. Even with
TIOLI power, Ayanda is
constrained by Biko’s
participation constraint, that
is, uB(xB,yB) ≥ uBz .

That solves the problem for Ayanda: to meet the two requirements bul-
leted above, shemust find the intersection of the Pareto-efficient curve and
Biko’s participation constraint uBz . Therefore, Ayanda offers an exchange
that implements point tA. The same result is shown in Figure 4.6 (b), where
tA represents the distribution of utilities resulting from the TIOLI allocation
that Ayanda offered and Biko (barely and grudgingly) accepted.
Point tB in the Edgeworth box corresponds to the allocation where Biko

has TIOLI power and point tB on the utility possibilities frontier is the
corresponding distribution of utilities.

! reminder An outcome is
socially efficient when it
maximizes a social welfare
function; what is deemed
socially efficient depends on
how the utility of each
member of the population is
weighted in the social welfare
function.

We can see that the TIOLI allocation does not weight the two utilities
identically (as did the social welfare function of the Impartial Spectator,
which led to point i). This is why we say that allocation tA is Pareto efficient
but not socially efficient, where the latter term is whatever the Impartial
Spectator selected based on maximizing an equally weighted social welfare
function.
Two features of the TIOLI allocation are important because they arise

in many social coordination problems where the constrained optimizing
process is limited by a participation constraint:

1. Inequality: At participation-constrained outcomes the bargainer with
TIOLI power gets all of the economic rent.

2. Pareto efficiency: The participation-constrained outcome is Pareto effi-
cient.
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The second feature is true by the definition of Pareto efficiency: an allo-
cation in which one party cannot be made better off without making the
other party worse off. Such an allocation must be the result of one person
maximizing their utility subject to a constraint set by some level of utility
of the other person. This is just what the person with TIOLI power does,
with the minimal level of the utility of the other person being given by his
fallback option.

M-NOTE 4.4 Finding the Pareto-efficient curve

The Pareto-efficient curve: At Checkpoint 4.3 we asked you to find the Pareto-
efficient curve for Ayanda and Biko when they have identical Cobb-Douglas
utility functions with α = 0.5. The solution is that the Edgeworth box has the
following Pareto-efficient curve defined over the two people’s allocations of
x and y:

yA = (3
2
)xA (4.3)

We can rewrite Equation 4.3 in terms of xB and yB by substituting xA = x− xB

and yA = y− yB in the equation to find:

yB = (3
2
)xB (4.4)

As you can see, the Pareto-efficient curve is a line from the one corner of the
Edgeworth box to the other.

M-NOTE 4.5 Finding Ayanda’s TIOLI offer

We need two pieces of information to find Ayanda’s TIOLI offer:

• the equation for the Pareto-efficient curve (because we know that the
resulting allocation will be Pareto efficient), and

• the equation for Biko’s participation constraint (because we know that
Ayanda will not offer him anything better than his utility at his endowment
bundle).

We calculated the Pareto-efficient curve (PEC) in M-Note 4.4. We use Equation
4.3:

yB = (3
2
)xB

Biko’s participation constraint: B’s fallback utility (his participation con-
straint (PC)) at his endowment xBz = 1,yBz = 14 is:

uBz (1, 14) = (1)0.5(14)0.5 = 3.74.

So we need to find the point on the Pareto-efficient curve at which Biko has
this level of utility u = (xB)0.5(yB)0.5 = 3.74.
A’s TIOLI Offer: We substitute the Pareto-efficient curve’s value for xA into

B’s utility function that is equal to B’s fallback utility:
continued
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uB = (xB)0.5 (3
2
xB)

0.5

⏟⎵⎵⏟⎵⎵⏟
PEC

= uBz = 3.74⏟⎵⎵⏟⎵⎵⏟
PC

⇒ (3
2
)
0.5

xB = 3.74

xBTA = 3.74/(3
2
)
0.5

= 3.05 ≈ 3

∴yBTA = 3
2
xB = 3

2
(3) = 9

2
= 4.5

∴xATA = x− xB = 7

∴yATA = y− yB = 10.5

So where “TA” means A had TIOLI power, the post-exchange allocation
will be xATA = 7, yATA = 10.5, xBTA = 3, yBTA = 4.5. The post-exchange allocations
imply that A made a TIOLI offer to B of 2 units of x (xBTA − xBz = 3− 1 = 2) in
exchange for 9.5 units of y (yATA − yAz = 14− 4.5 = 9.5). A’s utility is uATA = 8.97
and B remains on his participation constraint at uBz = 3.74.

CHECKPOINT 4.7 Ayanda’s TIOLI power Explain why, when Ayanda has
TIOLI power she will make an offer implementing a Pareto-efficient out-
come.

4.9 APPLICATION: BARGAINING OVER WAGES
AND HOURS
We illustrate TIOLI power by a case in which the two bargainers drop their
student personas to take on familiar roles in what is arguably the most
important market in a modern economy: Ayanda is the owner of a company
interacting with Biko, a prospective employee. In a labor market with an
employer and worker bargaining over wages and working conditions the
employer almost always has TIOLI power, stating the wage, the job, and
the hours. The worker accepts or not. We postpone until Chapter 15 the
question: Why might Ayanda get to have this power and not Biko?
So, leaving theworld of coffee and data behind us, wewill see that the sum

of the mutual gains enjoyed by the two and how these are divided between
them will depend on the rules of the game governing their interaction:

• Power: Do the two bargain symmetrically with neither one nor the other
of them having first-mover advantage? Is one of them first mover with
TIOLI power?

• Fallback: What is each person’s fallback position? How well-off are they
if they do not exchange at all? Does Biko have other options than being
employed by Ayanda? If Ayanda does not employ Biko, are there others
she could employ?
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To fill in some answers to these questions, our two actors are now:

• Ayanda, an employer: whose endowment bundle is a sum of money only
(no employees), and who in the absence of any exchange with Biko has
nobody work for her; she will make Biko a take-it-or-leave-it offer of a
sum of money in return for some number of hours of work for her; and

• Biko, a worker:who is applying to work in Ayanda’s company. His endow-
ment bundle is free time only (no money); he has a maximum of 16 hours
of (non-sleeping) time to spend, possibly working for Ayanda.

We introduce a more complete model of the labor market with com-
petition among firms for workers and customers and among workers for
jobs in Chapter 11 including the ways that unemployment benefits, and the
extent of competition among firms, could affect these outcomes. We will
take another step toward realism by taking into account the fact that Biko
has some freedom to choose how hard he is going to work while on the job.

Quasi-linear preferences for money and time
To represent the preferences of Ayanda and Biko we will introduce a new
utility function, one that will simplify our analysis while still conveying the
main insights. The function is called quasi-linear because utility is partly
(“quasi”) proportional to one of the arguments of the function, while being
nonlinear in the other arguments. The Cobb-Douglas utility function is not
quasi-linear because it is nonlinear with respect to both x and y.

M-CHECK Quasi-linear
utility functions have the
form:

u(x,y) = ay+h(x) (4.5)

where a is a constant. The
constant a makes utility linear
in y and the function h(x)
makes utility nonlinear in x.
For example, h(x) could be x2
or the natural log of x, ln(x).
We often set a = 1, which
means that the marginal
utility of y is 1 and that utility
is measured in whatever units
y is measured in.

As in the case of Harriet deciding how much fish to buy in Chapter 3,
we will consider the second good as “money left over” after the exchange.
Thismay seem odd becausemoney is not something you value for itself. But
money can buy you other goods which you do value: The utility of “money
left over” is the utility of the goods which the person can purchase as a
result.
We now illustrate a case where one person starts off with all of one

good and none of the second, so the other person starts with all of the
second good, but none of the first. This could model you walking into the
supermarketwithmoney in your pocket (ormore likely on a credit card) and
nothing in your shopping bags, and planning to walk out with less on your
credit card and some groceries in your shopping bag. So it is a model of any
kind of exchange. But here we illustrate it by Ayanda (possibly) employing
Biko.
The marginal rate of substitution for a person with quasi-linear prefer-

ences that are linear in “money” (y) depends only on the amount she has of

QUASI-LINEAR FUNCTION A quasi-linear function depends linearly on one
variable and nonlinearly on another variable.
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Figure 4.7 Marginal rates of substitution with quasi-linear preferences. With
quasi-linear preferences such that utility is linear in the y-good, marginal rates of
substitution depend only on the amount of the good x (here, Hours of Living for
Biko), and not at all on the amount of money left over to buy other goods, y. As a
result, indifference curves with different levels of utility are vertical displacements
of a single curve—you can add or subtract an amount of y from the indifference
curve to move it up or down. Biko’s utility function is: uB = yB +32xB − (xB)2 .
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the good or service for which her preferences are nonlinear (x), not on the
amount of money.
The reason why this is true is because:

• the marginal rate of substitution is the ratio of the marginal utility of x to
the marginal utility of y;

• the person’s marginal utility for y is a constant; it does not decline as she
gets more y; so

• the marginal rate of substitution depends only on the marginal utility of
x which varies with the quantity of x consumed because the function is
nonlinear in this variable.

You can see this in Figure 4.7 by noticing that for a given amount of x
the slope of the indifference curve (shown by the dashed tangent lines) is
the same no matter how much y the person has, such as at x = 8 hours
of living, as shown by points f, g, and h. This is because, given the quasi-
linear utility function that we used to draw the figure, the willingness to
pay for an additional hour of living (the marginal rate of substitution, that
is, the negative of the slope of the indifference curve) does not depend on
the amount of money left over that the person has. It depends only on how
many hours of living they have. This means that the indifference curves u1,
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u2, and u3 in the figure are just shifted up replicas (you can see the amounts
by which they are shifted up by comparing the vertical axis intercepts).
We can also compare points e and g at the same level of y: Biko likes

to have more living time (uB1 < uB2 ) and his willingness to pay for additional
hours of Living declines themore he has (the indifference curve is less steep
at g than at e). It is of course unreilistic to think that anyone would have

! reminder In Chapter 3 we
analyzed a case in which the
marginal utility of a person’s
wealth declined the more
wealth she had, and asked
what distribution of wealth
would maximize the sum of
the utilities of two individuals.

truly linear preferences in any amount imaginable of money left over, for
this would require that the person did not have diminishing marginal utility
in the things that money can buy. But because “money” can be considered
as generalized purchasing power that can be spent on a vast array of
things, and because we do not consider changes in people’s bundles of
money making them either billionaires or paupers, it is a useful simplifying
assumption here.

✓ FACT CHECK If Ayanda is
the employer and Biko one of
her prospective employees,
she probably has a lot more
income than him, so it might
be more realistic for purposes
of comparing their utilities (or
adding them up) if we let her
have a utility function in
which the (constant) marginal
utility of income were less
than his. But this would
complicate the model without
adding any new insights.

Allocating money and time
Because Ayanda, the employer, and Biko, the worker, have quasi-linear
utility functions their marginal utility of money is constant. So if their
money left over is increased by one monetary unit, their utility rises by one
unit. This means we can measure the utility of each in whatever monetary
units they are using, which since their names are from South Africa, might
as well be the South African rand.

✓ FACT CHECK In August
2020, 1 euro was equal in
value to about 16 South
African rand (ZAR), 1 pound
sterling was equal to about 21
South African rand, and 1 US
dollar was equal to 17 South
African rands. In 2020, the
hourly minimum wage in
South Africa was ZAR 20.76.

Biko values his Living (that is his 16 waking hours, minus the time he
“hires out” of himself to work for Ayanda). But the marginal utility to him of
free time decreases as the amount of free time he has increases, another
instance of the “law of diminishing marginal utility.”
Ayanda places a value, too, on Biko’s free time, but it is the opposite of

Biko’s value: she benefits by Biko having less free time and her having more
of Biko’s timeworking for her. The positive value she places on Biko’s labor—
like the positive value he places on his free time—depends on how much of
it she gets. The marginal utility to Ayanda of Biko’s labor decreases as she
hires more of his time: the value of Biko’s work is high the first hour Ayanda
hires, less valuable the second hour, less valuable the third, and so on.
This is because if she has just an hour of his time, she assigns him to really

important tasks, but the tasks he does in later hours are less essential to
Ayanda. (This is similar to why the marginal productivity of time studying
diminishes as the amount of time studying increases, another instance of
the diminishing marginal productivity of labor.)
Figure 4.8 shows the setting for this interaction as an Edgeworth box,

with the quantities interpreted as amounts per day. Remember: Biko prefers
allocations that are lower (more money for him) and to the left (more free
time); Ayanda prefers allocations that are higher and to the right. The
endowment point z is in the upper-left corner of the box showing that
initially Biko has 16 hours of Living time and no money. Ayanda has 400
South African rands (ZARs) but no Labor from Biko to work in her company.
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Figure 4.8 Bargaining over hours and wages. Shown are three each of Ayanda’s
and Biko’s indifference curves and the utility that they experience at any of the
allocations indicated by the points making up these curves. Point z is the
endowment allocation which is a point on the participation constraints of each of
the two. Points tA and tB respectively are the allocations resulting when Ayanda or
Biko are first mover with TIOLI power. The yellow-shaded area is the
Pareto-improving lens. The vertical line (including its dashed portions) is the
Pareto-efficient curve made up of all points of tangency between the indifference
curves of the two such as j, tA , and tB .
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As before, like z every point in the box represents an allocation that is
feasible given the amount of money that Ayanda has in her endowment
bundle and the amount of free time that Biko has in his.
Three of Biko’s indifference curves and three of Ayanda’s are shown in

Figure 4.8. For both Ayanda and Biko, their reservation indifference curve
(their participation constraint) includes the endowment point zwhere Biko
has 16 hours of Living (his free time) and Ayanda has $400 per day to pay
workers.
Also shown is one of Biko’s indifference curves labeled uB3 , which is

tangent to Ayanda’s participation constraint (uAz ) at point t
B. The allocation

given by that tangency is a Pareto-efficient allocation (because themarginal
rates of substitution of the two are equal). We also show a third indiffer-
ence curve for Ayanda, labeled uA3 , which is tangent to Biko’s participation
constraint (uBz ) at point t

A. These two tangencies are points on the Pareto-
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efficient curve, which is a vertical line through these points of all the
potential tangencies above each person’s fallback.
The reason why the Pareto-efficient curve is vertical here (remember

it was an upward-sloping curve or line in the previous Edgeworth boxes)
is that Ayanda and Biko have quasi-linear utility functions. Remember:
with quasi-linear utility, the marginal utility of hours depends only on the
quantity of hours and not on the amount of money they have. If the two
curves are tangent at 8 hours when Ayanda has most of the money and
Biko little, they will also be tangent at 8 hours when Biko has most of the
money and Ayanda has little.

CHECKPOINT 4.8 Marginal rate of substitutionwith a quasi-linear utility
function Explain why themarginal rate of substitution is the same at points
f, g, and h in Figure 4.7, and the marginal rate of substitution is higher at
point e.

4.10 APPLICATION: THE RULES OF THE GAME
DETERMINE HOURS AND WAGES
The Edgeworth box and the indifference curves by themselves do not
determine the outcome of the interaction. Without knowing more, any
point in the box is a possible outcome. Knowing the endowment allocation
z narrows down the possible post-exchange allocations but not by very
much.
Employment in most modern economies is voluntary (but see the Fact

Check), so we will require that the outcomes are limited to those that are at
least as good for each participant as their fallback position given by point z.
As a result, outcomes of bargaining between the employer and the worker
must be in the yellow-shaded Pareto-improving lens in Figure 4.8.

✓ FACT CHECK Involuntary
exchanges In the past, slavery
has meant the ownership of
one person by another,
including the right of sale of
the enslaved person to
another owner. The term
modern slavery refers to any
situation in which, like
historical slavery, the services
or goods that one party
provides for another are not
voluntarily offered but are
motivated by fear of severe
harm. Ownership of one
person by another need not
be part of modern slavery.
Prisoners, immigrants without
legal rights of residence,
residents of undemocratic
countries, “sex slaves,” and
children are overrepresented
among contemporary
“modern slaves.”

We illustrate the importance of institutions by showing the allocations
will result under four different rules of the game. Each set of rules is a
specific account of four different ways that an employer and worker might
interact:

• The employer can make a take-it-or-leave-it offer of both the wage and
the hours worked.

• As members of a trade union, the employees (we will take Biko as a
representative worker) can make a take-it-or-leave-it offer specifying
both the wage rate and the length of the working day (hours).

• Legislation is passed limiting working hours per day to no more than five
hours and the total pay or this period to not less than 254 rand or 50.80
rand per hour.
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• The above legislation is passed, but it has a proviso that if the two
parties can agree on an alternative allocation, their agreement can be
implemented.

❯ EXAMPLE Put yourself in
Biko’s shoes if the allocation
is point tA . How do you think
he feels about his employer
and his job? Would he be
motivated to work hard, not to
steal from his employer, and
otherwise contribute to the
profitable operation of her
firm? These are serious
problems and a reason why
extreme allocations—like
Ayanda getting all of the
economic rent from the
interaction and Biko being
indifferent between his job
and being fired—are not
commonly observed. If
Ayanda has an interest in
Biko’s goodwill and hard work,
she may have to share at least
a bit of the gains from
exchange with Biko so that he
receives a rent. This fact will
become important when we
consider the labor market.

Employer has TIOLI power
Imagine that, like most employers, Ayanda can offer Biko a job description:
work a given amount of hours for a given amount of pay (and therefore
for a particular hourly wage). Biko’s only choice is to accept or reject, so
Ayanda has take-it-or-leave-it power. For Biko to accept, Ayanda knows the
offer must be at least as good as Biko’s reservation option, so the relevant
constraint for her is Biko’s participation constraint (as was the case for the
coffee and data bargaining).
She will choose the point that she values most along this indifference

curve, and therefore implement an offer indicated by point tA. Having TIOLI
power, the employer has captured all of the economic rent, leaving Biko
indifferent between taking the job and refusing it (as before in cases like
this we just assume he takes the job).
What is Ayanda’s rent from this transaction, meaning the excess of her

utility at point tA compared to at point z, the endowment allocation atwhich
no trade has occurred? Reading the utility numbers from her indifference
curve at point tA and her reservation indifference curve through point zwe
can see that her rent is uA3 = 652 minus uAz = 400 or 252. Because utility is
measured vertically in terms of money this is the same thing as the vertical
distance between points tA and tB in the graph.

Employees and their trade union have TIOLI power
Turning to the opposite case, Biko, through his trade union, is now first
mover with TIOLI power. The offer he will make (and she will accept) is
the opposite of tA the allocation resulting when Ayanda had TIOLI power.
Biko will recognize Ayanda’s participation constraint—he has to make her
an offer she will not refuse. And he will choose the allocation indicated by
point tB in which his post-exchange bundle gives him all of the economic
rents of 252.
This is the most that Biko could demand without Ayanda’s simply going

out of business ormore realistically, seeking tomove her business to a place
without trade unions. This constraint on the demands that workers can
make on employers in a market and profit-based economy will be a major
theme in the chapters to come.

Legislation imposes hours and pay limitations
The legislation described above imposes on both Ayanda and Biko the
allocation at point b in Figure 4.9, which is Pareto inefficient. It sets a
new status quo, a new fallback position that, if they cannot come to some



OUP CORRECTED PROOF – FINAL, 11/9/2021, SPi

196 Property, Power, and Exchange: Mutual Gains and Conflicts

Figure 4.9 Allocations with legislation and bargaining. The legislation stipulating
hours and pay results in the allocation indicated by point b. Because b is
preferred to the no-exchange option z by both of them, they will definitely make
an exchange. But they both can do better than at b. Taking the allocation at b as
their new fallback position, they could bargain to point a or any other allocation
in the new yellow Pareto-improving lens.
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agreement about some different allocation will be the new post-exchange
allocation.
Both Ayanda and Biko can see that at b they could both do better by

agreeing that Biko should work more than five hours, and Ayanda should
pay him more. The small yellow Pareto-improving lens shows the space for
their possible bargains.

Bargaining to override the legislation: more work and more
pay
They could bargain to agree upon any point in the Pareto-improving lens,
possibly agreeing on the Pareto-efficient allocation at point a. Where they
ended up in or on the boundary of the Pareto-improving lens would depend
on the rules of the game governing that bargaining process. They might
even fail to agree on any bargain—as is often the case with players in the
Ultimatum Game—and remain at point b.
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Figure 4.10 Rents under differing rules of the game, with Ayanda as employer
and Biko as worker. The rents and gains from exchange of each set of rules are
shown in the figure. That is, the figure shows each player’s utility under each set
of rules minus that player’s fallback option (uAz = 400 and uBz = 256 respectively).
The gains from exchange are the sum of the rents received by Ayanda and Biko.
Source: Authors’ calculations described in the text.
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Figure 4.10 shows how Ayanda and Biko do under these differing rules of
the game as indicated by the rents they enjoy in the Nash equilibrium of
each game, that is the excess of their utility over the utility associated with
their fallback options of 400 and 256 respectively.
Introducing a historically realistic set of rules of the game—making the

employer the first mover with TIOLI power—has two effects: it generates
252 units of utility in gains from trade, and itmakes the final allocationmore
unequal than the endowment allocation (because the employer captures all
of the mutual gains made possible by exchange). Biko’s share of the total
utility (not shown) falls from two-fifths to one-third.
In many countries during the twentieth century the response to the

unequal allocations implemented when the employer has TIOLI power was
the formation of trade unions.
And you can see from the figure that if the union were powerful enough

for it to have TIIOLI power (a not very realistic scenario), then Biko (and
his trade union colleagues) capture the entire rent, Ayanda getting nothing
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more than her reservation utility. Biko’s share of the total utility (not shown)
jumps from two-fifths at the endowment allocation to well over half.
Even before workers had the right to vote and before trade unions

were legal, political movements mobilized to pressure governments to
regulate working conditions. In the model the introduction of hours and
wage regulations implemented an outcome in which both Biko and Ayanda
captured some of the gains from trade. The reforms implemented a Pareto-
inefficient allocation, but the shortfall from the maximum possible joint
rents was minor (from 252 to 235).
The final case—bargaining up from the regulated hours and wages—

describes labor markets in many countries today. Government regulations
establish a fallback position, and then employers and workers (either indi-
vidually or in trade unions) seek bargains that improve on that allocation.
Though they differ radically in their distributional aspect, all of the

scenarios are Pareto superior to the endowment allocation. We can also
see that the negotiated allocation after legislation is Pareto superior to the
allocation implemented by the legislation.
We cannot saywhich of the three Pareto-efficient allocations is preferred

from a fairness standpoint without knowing more about Ayanda and Biko’s
other wealth, their needs, and other aspects that might affect their ethical
claims on the benefits of their interaction.

CHECKPOINT 4.9 Bargaining over hours and wages Using Figure 4.10,
explain how the following two things (taken separately) would affect the
outcome under the four different rules of the game above (start by
explaining how the endowment point z would be affected):

a. If Biko does not exchange his time with Ayanda and is unemployed, he
receives what is called an unemployment benefit, that is, a payment from
the government equal to ZAR100, and this is financed by a tax on Ayanda
equal to ZAR100.

b. Ayanda now has free access to a robot that will at no cost do work
equivalent to two hours of Biko’s time.

4.11 FIRST-MOVER ADVANTAGE: PRICE-SETTING
POWER

! reminder A player has a
first-mover advantage when
the institutions, history, or
structure of a game give the
player the opportunity to
make an offer or move before
the other players in the game
can take action. The
opportunity to move first can
confer an advantage that
results in a greater share of
economic rents in the
outcome of an interaction.

Returning to Ayanda and Biko with their former personas as students
exchanging coffee and data, wewill now see thatwhile firstmovers typically
have advantages, these advantages need not be due to TIOLI power. Ayanda
may be first-mover but be unable to commit to a take-it-or-leave-it offer
that stipulates an exchange of a specific amount of coffee for a specific
amount of data.
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Price-setting power
She may have what is called price-setting power (PS power) if she can
specify a price—either a monetary price or the ratio at which the two will
exchange goods—but not howmuch (the quantity) of her good Biko will buy.
Ayanda might say, for example: “I will give you 1 kilogram of coffee for

every 3 gigabytes of data you give me. You can decide how much data you
would like to exchange for coffee at that ratio, but the ratio is not going to
change. Of course you are free to buy nothing.”
We saw that owners of companies typically have TIOLI powerwhen hiring

employees; but in their interactions with their customers they typically
have only price-setting power. They set a price at which they will sell their
product, and sell as much to each customer at that price as the customer
wants to buy.

The incentive-compatibility constraint (ICC)
If Ayanda has price-setting power she must find a way to determine the
price when it is the price alone that makes up her offer. So her constrained
optimization problem is not the same as it was when she had TIOLI power.
When Ayanda had TIOLI power she had only to satisfy Biko’s participation

constraint. Of course whether she has TIOLI power or just price-setting
power, if Ayanda wants to exchange with Biko, she will have to satisfy his
participation constraint.
But there is now a second constraint she must satisfy called the

incentive-compatibility constraint: whatever post-exchange bundle
Ayanda would like to implement, she must provide Biko with incentives
so that his best response will be to exchange the amount that will allow
her to “move” from her endowment bundle to her desired post-exchange
bundle.
This is called the incentive-compatibility constraint because she must

provide Biko with incentives that motivate Biko to act in a way that is
compatible with (meaning, that implements) her desired outcome. The
incentive-compatibility constraint is based on Biko’s best response—the
amount of coffee he is willing to buy—to the price Ayanda offers.

PRICE-SETTING POWER A first mover with price-setting power can commit to a
price—or in the case of barter, the ratio at which goods will be exchanged—but not
the quantity that will be transacted at that price.

INCENTIVE-COMPATIBILITY CONSTRAINT The incentive-compatibility
constraint, ICC, describes the limits on the outcomes that a first mover may
implement by showing how a second mover will respond to each of the choices
that the first mover might make, also known as the second mover’s best-response
function.
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You have encountered best responses in Chapter 1. There the strategy
sets were particular actions and therefore best responses were limited to
actions like “Plant Late,” or “Fish 12 hours.” Options like “Plant a little earlier”
or “Fish 10 hours and 15 minutes” were not possible. Sometimes discrete
strategy sets and best responses like this make sense (think: “Drive on the
left if you are in the UK, or Japan”).
But sometimes the strategy sets for players are continuous, as for exam-

ple in setting a price for a good or when choosing the amount of time for
an activity, like fishing. When this is the case—as with Ayanda’s decision to
set a price—we consider the players’ best responses as continuous variables
and describe them by best-response functions.
Aswas the casewhen she had TIOLI power, Ayandawill reason backwards

from her understanding of how Biko will respond to each of her possible
offers and how that will affect her utility. That is, she will use backward

M-CHECK A continuous
variable can take on any value
over some interval. So, a
variable that can take the
value of any number between
0 and 5 is a continuous
variable; a variable that is
restricted to the integers
between 0 and 5, namely, 1, 2,
3, or 4 is discrete. The number
of your sisters or brothers is
discrete; the height of any one
of them is continuous.

! reminder Backward
induction is a procedure by
which a player in a sequential
game chooses a strategy at
one step of the game by
anticipating the strategies
that will be chosen by other
players in subsequent steps
in response to her choice.

induction.
To determine how Ayanda can maximize her utility subject to Biko’s

incentive-compatibility constraint (the price-setting case) is a somewhat
more complex problem than maximizing her utility subject only to Biko’s
participation constraint (the TIOLI power case). The reason is that in the
TIOLI case there are just two things that Biko can do: accept or reject her
offer. But when Ayanda has price-setting power only, Biko can choose from
the entire range of possible amounts that he might be willing to exchange
with her, depending on the price.
As a result, Ayanda has to think in two stageswhen choosing a price ratio.

First stage: What will Biko do? How much coffee will Biko buy at each
price ratio Ayanda offers? This is Biko’s price-offer curve,
which is his best response.

Second stage: What should I do, given what he will do? Given her esti-
mate of Biko’s best response, which price ratio maximizes
Ayanda’s utility? That is, which price ratio coupled with
Biko’s response to it will result in a post-exchange allocation
with the highest possible utility for Ayanda?

Best response and incentive compatibility
For the first stage, that is, determining how Biko will respond to each price
she might offer, Ayanda uses whatever information she might have, such as
her experience in the past with Biko’s response to offers, her best guess as
to Biko’s utility function, or her experience with other people she thinks are
similar to Biko.

! reminder The method is
identical to how we derived
Keiko’s price-offer
curve—offering money in
return for fish—in Chapter 3,
except that here Biko is not
“buying” coffee using money,
he is exchanging data for
coffee. As a result the “price”
is not in terms of dollars per
kilogram of coffee, but
gigabytes of data per
kilogram of coffee.

Just as in Chapter 3 there is a budget constraint limiting the exchanges
he can undertake, but this is now a line giving feasible combinations of data
and coffee available to him through exchange at some given price. If the
price is p—the number of gigabytes of data per kilogram of coffee—and his
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post-exchange bundle is denoted as (xB,yB), then Biko’s budget constraint
requires that the value of his post-exchange bundle must be the same as
the value of his endowment bundle, or:

! reminder In Chapter 3
Harriet chose between two
goods—fish and money left
over. The price of fish was p
and the “price of money” was
1 (1 Rupee is worth one
Rupee.) Here we have two
goods—coffee and data—but
as before we have just one
price, p which is the value of
gigabytes of data expressed in
kilograms of coffee instead of
money. This is the same as if
we had just set the price of
coffee at 1, so as to focus on
the relative price of the two
goods.

pxB + yB = pxBz + yBz (4.6)

or p(xB − xBz ) = yBz − yB (4.7)

The second version of the budget constraint means that the value of the
coffee that he acquires (at the price p) or xB − xBz must be equal to the value
of the data that he gives up yBz − yB.
We can rearrange Biko’s budget constraint another way to show that the

price p must be equal to the ratio of the amount of data he gives up to the
amount of coffee he gets:

p =
yBz − yB

xB − xBz
(4.8)

We show the derivation of Biko’s best-response function in Figure 4.11.We
start, in panel (a) by showing Biko’s best response to one particular price. M-CHECK ΔyB = yB − yBz ,

implying −ΔyB = yBz − yB.
Therefore, − ΔyB

ΔxB
= yBz−yB

xB−xBz
.

We know that given the price p4 Biko will choose how much data to
transfer to Ayanda in return for her coffee in order to maximize his utility
subject to his budget constraint. In panel (a) we show his feasible set with
his budget constraint for that particular price, p4. The budget constraint
includes the point z because one of the feasible choices he couldmakewhile
respecting the budget constraint is to exchange nothing.
In Figure 4.11 the slope of the p4 line is the amount of data that Biko gives

up (ΔyB ) divided by the amount of coffee that he gets (ΔxB), when the price
is p. So:

p = −
ΔyB

ΔxB
=
yBz − yB

xB − xBz
marginal rate of transformation (mrt) = −slope of the price line

For any given price this is the kind of individual utility maximization
problem that you studied in Chapter 3 in which the solution is to find the
allocation atwhich themrs =mrt rule holds. You can see in panel (a) that the
highest indifference curve that Biko can reach, consistent with his budget
constraint (labeled uB2 ) is tangent to his budget constraint at point b4. This
result expresses the principle of constrained optimization that you have
already learned. It is a point equating:

• the slope of his indifference curve, which is the negative of themarginal
rate of substitution; and

• the slope of the feasibility frontier—in this case the budget constraint—
which is the negative of themarginal rate of transformation of coffee into
data.
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Figure 4.11 Constructing B’s best-response function (ICC). In panel (a), B’s
feasible set is in the upper-right corner of the Edgeworth box because, as we
explained in Figure 4.3, the upper-left corner of the box is the origin for him
(indicating zero of both goods). In panel (a), when the price p4 is equal to 3.53
Biko reaches his highest feasible indifference curve (uB2 ) by giving up 5.3 gb of
data in return for 1.5 kg of coffee. In panel (b) he chooses post-exchange bundles
indicated by points b3 and b2 in response to prices p3 < p4 and p2 < p3 . B’s
best-response function (ICC) connects these and similar points, all of them B’s
utility-maximizing bundle, for different prices.
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The mrt is the price, p, set by Ayanda, that tells Biko how many gb of data
he has to give up to get 1 kilo of coffee. Biko’s best response is to choose a
post-exchange bundle that satisfies the two conditions:

mrs = mrt tangency: mrsB(xB,yB) =mrt = p (4.9)

and, budget constraint: pxB + yB = pxBz + yBz (4.10)

Equation 4.9 expresses the optimizing part of Biko’s choice, while Equa-
tion 4.10 expresses the constraint. The utility Biko enjoys at b4 in the figure
is the best he can do at that price and it is also greater than the utility of his
endowment bundle (uB2 > uBz ). From this we conclude that if the price is p4
Biko will choose the post-exchange bundle given by point b4. This gives us
one point on Biko’s best-response function.
In panel (b) we construct Biko’s best-response function, by repeating the

analysis in panel (a) but for differing prices, tracing out a curve in the (x,y)
coordinates. This is his best-response function because, by construction,
points on the curve show for each the value of p the post-exchange
allocation that maximizes his utility if he could buy any amount of Ayanda’s
coffee at the price p. Ayanda now has all the information she needs to set
the price.
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M-NOTE 4.6 The incentive-compatibility constraint

Here we show the derivation of the incentive-compatibility constraint for
Ayanda’s utility choice of a utility-maximizing price to offer Biko. This equation
will show, for every price that Ayanda could offer, the amount of goods that
Biko will be willing to exchange.
To do this we use the two conditions that Biko’s response must satisfy.

Given the price p offered by Ayanda, Biko’s budget constraint is Equation 4.10.

pxB + yB = pxBz + yBz , (4.11)

where yB is a function of xB. That is Equation 4.9:

yB(xB) = −pxB +pxBz + yBz

To maximize his utility uB(xB,yB(xB)), Biko will choose the bundle (xB,yB(xB))
that satisfies:

duB

dxB
uBx +uBy

dyB

dxB
= uBx −uByp = 0

That is

mrsB(xB,yB) = −u
B
x

uBy
= −p =mrt (4.12)

Suppose that uB = (xB)
1

3 (yB)
2

3 , we can derive the incentive-compatibility
constraint using Equations 4.11 and 4.12. From M-Note 4.2, we have

mrsB(xB,yB) = 1
2
yB

xB

Moreover, the budget constraint can be rewritten as Equation 4.8, that is,

p =
yBz − yB

xB − xBz

Therefore, we have

1
2
yB

xB
= −

yBz − yB

xB − xBz
(4.13)

which defines the incentive-compatibility constraint shown in the Edgeworth
box.

CHECKPOINT 4.10 First-mover advantage Explain why the person with
TIOLI power is constrained by the participation constraint while the person
with price setting power is constrained by the incentive compatibility
constraint.

4.12 SETTING THE PRICE SUBJECT TO AN
INCENTIVE-COMPATIBILITY CONSTRAINT
Biko’s best-response function is the incentive-compatibility constraint for
Ayanda’s optimizing problem, shown in Figure 4.12. Because Ayanda always
has the option of simply discarding some of the data she gets from Biko,
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we can think about the green-shaded area under Biko’s best-response
function as her feasible set. The slope of Biko’s best-response function is
(from Ayanda’s viewpoint) themarginal rate of transformation of coffee into
data, given how Biko responds to each of the prices she could set.
You can see that starting at the endowment allocation, the best-response

function is initially steep, so a modest amount of coffee that she gives up
can be transformed—through exchange—into a substantial amount of data.
But the more data she wishes to acquire—moving up on the best-response
function—the less favorable to her the mrt becomes. For each additional
kilogram of coffee that she gives up, she gets fewer and fewer gigabytes of
data.
Notice that the incentive-compatibility constraint is more limiting to

Ayanda than is Biko’s participation constraint in Figure 4.12 (a) labeled: uBz ,
B’s PC. This means that there are some allocations (between the partici-
pation constraint and the incentive-compatibility constraint) which would
make Biko better off than at his endowment bundle, and which Ayanda
would prefer to any point in her feasible set, but which Ayanda could not
implement when she has price-setting power but not take-it-or-leave-it
power.
Ayanda’s choice of what price to set is a familiar constrained optimization

problem. It proceeds in two steps:

1. Determine the final allocation she would like to implement by finding
the point in the feasible set that is associated with the highest utility. To
do this she uses themrs =mrt rule and selects point n in the figure, with
its associated utility uAN. This is where her indifference curve is tangent
to Biko’s best-response function. This is shown in Panel (a) of Figure 4.12.

2. Determine the price that will implement this outcome. Every allocation
on the best-response function corresponds to someparticular price that
will implement it. Price pN shown in Figure 4.12 (b) implements point n.

We have given the price that Ayanda sets a superscript N because the
allocation that it implements is a Nash equilibrium. To confirm that this is
the case we ask two questions:

• Given the strategy that Ayanda has adopted—that is, setting the price pN—
is there any way that Biko could do better than he does by trading with
her so as to implement her chosen allocation (point n)? The answer is no,
because n is a point on his best-response function, which tells us that if
she offers the price pN the best he can do is to trade with her so as to
implement her desired point.

• Given the strategy that Biko has adopted—his best-response function—is
there any way that Ayanda could do better than she does by setting the
price pN? The answer is no, because she found point n exactly by doing
the best she could given his best-response function.
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There are two important aspects of the Nash equilibrium (allocation n) of
this game.
First, the Nash equilibrium is not Pareto efficient. Ayanda’s and Biko’s

indifference curves are not tangent at n, they intersect, and you know
from the mrsA =mrsB rule any allocation at which the indifference curves
intersect is not Pareto efficient (because then the rule is violated). The
reason why Ayanda implemented a Pareto-inefficient allocation is that the
constraint she faced was not Biko’s PC (the slope of which is mrsB) but
instead his best-response function (the slope of which is the mrt). So she
implemented mrsA =mrt ≠mrsB violating the Pareto-efficiency rule. The
allocations that are Pareto superior to n are shown by the yellow lens
between the indifference curves through n.
Second, the person who is not the first mover (Biko) receives a rent in

the Nash equilibrium: as you can see from Figure 4.12 at n he is better off
(on a higher indifference curve) than with his endowment bundle (which
is his fallback option, namely no trade) indicated by the indifference curve
labeled uBz , B’s PC.

Figure 4.12 A sets the price subject to B’s best-response function (ICC). Ayanda’s
utility-maximizing post-exchange bundle is indicated by point n where her
indifference curve is tangent to Biko’s best-response function (his price-offer
curve or incentive-compatibility constraint). The negative of the slope of the solid
gray line through both n and the endowment point z is equal to the price Ayanda
chooses, pN . Biko’s budget constraint given by Ayanda’s choice of pN is tangent to
Biko’s indifference curve through n by construction, that is, because n is on Biko’s
best-response function. To interpret the lower-shaded area as a feasible set, it
must be the case that A could choose not to consume the data or coffee she has
in that area (that is, some of it could be thrown away).
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There is an important lesson here: when one of the two parties has
price-setting power, but not TIOLI power, she may use that advantage to
advance her distributional interests in a way that implements an inefficient
outcome.
This explains why when Ayanda has the power to set the price but not

to stipulate the amount that Biko is to purchase at that price—when she
has price-setting power but not TIOLI power—she uses her power to get a
larger piece, but of a smaller pie. When she had TIOLI power she knew that
she would get the whole pie—the entire economic rent—because the only
constraint she faced was Biko’s participation constraint. So for Ayanda with
TIOLI power, her slice and the entire pie were the same thing. Doing the
best she could do and implementing a Pareto-efficient allocation therefore
coincided.
The takeaway is: when a person is maximizing their utility:

• constrained by the other’s participation constraint, then the Nash equilib-
rium allocation will be Pareto efficient because the best they can do is to
implement the mrsA =mrsB rule; but if they are

• constrained by the other’s ICC (best-response function) the result will not
be Pareto efficient because instead they will implement the mrs =mrt
rule.

We will see that in many economic interactions—including credit mar-
kets, labor markets, and markets for goods of variable quality—it is the
incentive-compatibility constraint that constrains the actor setting the
price (orwage, or interest rate) not the participation constraint. So theNash
equilibria in these markets will be Pareto inefficient, even if the market in
question is highly competitive.
Moreover, when firms face limited competition either in selling outputs

or buying inputs, we will see that the same principle is at work. It is not the
participation constraint that constrains the profit-making process, and so
the resulting allocations will be Pareto inefficient.

CHECKPOINT 4.11 PS power vs. TIOLI power

a. Using Figure 4.12, by reading the relevant points on the x and y axes, say
what the post-exchange allocations for Ayanda and Biko will be (how
much coffee for each, how much data for each). Compare this to the
post-exchange allocations when Ayanda has TIOLI power, calculated in
M-Note 4.5.

b. Test your understanding of the first-mover case by explaining the out-
come when Biko is the first mover and has price-setting power. Draw a
new version of Figure 4.12.
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4.13 APPLICATION: OTHER-REGARDING
PREFERENCES—ALLOCATIONS AMONG FRIENDS
Ayanda and Biko are about to experience one final change in their identities,
alongwith a personality transplant: they have become friends and they care
about each other. Both are altruistic: they place some positiveweight on the
well-being of the other. This means, as you will recall from Chapter 2, that
they are other-regarding: when evaluating an allocation they take account
not only of their bundle but also the other person’s bundle.
They still have a decision to make: how to divide up their coffee (still 10

kilos of it) and the data (15 gigabytes of it as before). But we will assume now
as it was when you first met them that neither of them own any of either
good—so there is no endowment allocation like our interpretation of point
z so far.
To see how the Edgeworth box helps us to understand their decision

problem and because this involves some unusual indifference curves, we
first treat a hypothetical case in which Ayanda is altruistic and Biko is as
before entirely self-regarding. (We do not imagine that Ayanda would put
up with this, it is just a first step along the way to seeing how two other-
regarding friends would look at the problem.)

An altruistic utility function
Altruistic Ayanda cares not only about her bundle at an allocation, but also
what Biko gets. Ayanda’s utility therefore depends not only on xA and yA

but also on xB and yB. We measure how much she cares about what Biko
gets—her degree of altruism—by λ ( “lambda”) a number that varies from 0, if
she is entirely self-regarding, to one-half if she places as much weight on
what Biko gets as what she herself gets, in which case she would be called
a perfect altruist.

M-NOTE 4.7 An altruistic utility function

Remember if Biko did not exist so that Ayanda were making her choice of an
allocation in isolation, her utility would be

uA(xA,yA) = xαAy
(1−α)
A (4.14)

But interacting with Biko and dividing goods with him, for λ > 0 we have
Ayanda’s utility function as an altruist:

uA(xA,yA,xB,yB) = (xαAy
(1−α)
A )

(1−λ)
(xαBy

(1−α)
B )

λ
(4.15)

To see why we say that λ is a measure of how much Ayanda cares about
what Biko gets we can take the natural logarithm of equation 4.15

ln(uA) = (1− λ) ln(xαAy
(1−α)
A )+ λ ln(xαBy

(1−α)
B ) (4.16)

continued
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Equation 4.16 says that the natural logarithm of A’s utility is (1− λ) times the
natural logarithm of her valuation (if made in isolation) of her own bundle
plus λ times the natural logarithm of B’s evaluation (if made in isolation) of
his bundle.
If Biko is also altruistic, then his utility function has the same structure as

Ayanda’s but the interpretation of λ is the opposite. In Biko’s utility function
λ is the exponent of Ayanda’s bundle, and (1− λ) is the exponent on his own
bundle, the opposite of where these terms appear in Ayanda’s utility function.
The totally self-regarding person, Biko in this case, recalling that he places
no weight on the bundle of the other person; his degree of altruism, λ = 0. So
self-regarding B’s utility function would be:

uB(xA,yA,xB,yB) = (xαAy
(1−α)
A )

0
(xαBy

(1−α)
B )

1

= xαBy
(1−α)
B (4.17)

which is just his previous utility function before we introduced λ. Any term
raised to a zero exponent (as in Biko’s utility function) has a value of 1.

CHECKPOINT 4.12 Spite and love

a. What would it mean in the utility function 4.15 if we had λ < 0? Can you
give an example of someone acting as if they had preferences like this?

b. Can you imagine a person having a value of λ greater than one-half, what
would this mean? Can you think of situations in which people have acted
on preferences of this type?

An altruistic indifference map
To draw her indifference map, we will give Ayanda some particular value
of λ. Figure 4.14 (a) shows an Edgeworth box representing a not-perfectly-
altruistic Ayanda with λ = 0.4.
Ayanda’s indifference curves look like the contours on a topographic

map of a mountain. We described the constrained optimization process in
Chapter 3 as a kind of hill climbing, where both elements in the bundle were
a “good” and over the entire map, the mountain rose to higher levels if you
moved in the “northeast” direction, that is more of both goods. In those
figures you never saw the top of the mountain, because there was not any
top. There was no such thing as “too much” of either good.

Figure 4.13 Reminder: we
used the lower-left contours
of a hill in Chapter 3. Here the
indifference curves are
themselves full contours of a
hill.

But Ayanda’s indifference map has a definite peak at the allocation indi-
cated by point v. The reason is that from her other-regarding perspective
she can have “too much” of a good when that means that Biko (who, she
cares about) has too little. This is why Ayanda’s indifference curves are oval
shaped.
Notice that when she has little of either good (close to her origin in the

lower left of the box) her indifference curves look as you have seen before.
In this situation both coffee and gigabytes are “goods” so more of each
is better, even if this necessarily means less for Biko. So the indifference
curves slope downward, as you would expect. Moving up or to the right
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Figure 4.14 Allocation and distribution with one altruistic person and one
self-regarding person. In panel (a) the green oval-shaped curves labeled uA are
the indifference curves based on Ayanda’s utility function. In both panels, points z
and i are the same allocations here as in Figure 4.5. Notice that in panel (a)
because Ayanda values what Biko gets she regards the allocation at point j as
equivalent to the allocation k, despite the fact that she receives less of both
goods at j than she does at k. For the same reason, Ayanda’s utility reaches a
maximum at the allocation v indicated in the figure. The Pareto-efficient curve
now does not include k, because Biko is so deprived of both goods at the point
that Ayanda prefers v to k.
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(b) Altruistic Ayanda and self-regarding Biko

brings you to a higher indifference curve. In this part of the figure “more
is up.”
But beyond a certain point “more” for Ayanda is no longer “up.” If she has

most of both goods, then getting even more is not something she values,
so moving up and to the right leads her to lower not higher indifference
curves.
To understand the upward-sloping parts of Ayanda’s indifference curves,

remember that if one of the axes represents a good and the other a bad,
then the indifference curve slopes upward, as in the case of study time (a
bad) and expected grades (a good). In the upper right of the box for example
near point k where she has most of both goods and Biko has little of either
the indifference curves slope downward because for Ayanda having more
of either good (and Biko having less) reduces her utility: both her coffee and
her gigabytes are “bads” not goods.

M-CHECK The tangencies at
points above and to the right
of v in Figure 4.14 (not shown
in the figure) that we have
excluded from the
Pareto-efficient curve
illustrate the cases in which
the mrsA =mrsB rule fails.

In Figure 4.14 (b) we add Biko’s conventional (self-regarding) indifference
curve, so we now know how both of them evaluate every feasible allocation
given by the dimensions of the box. To do this we use Biko’s self-regarding
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utility function with the value he places on Ayanda’s utility being zero that
is λ = 0 because he is entirely self-regarding (that is, zero altruism).
The Pareto-efficient curve is, as before, made of points of tangency

between Ayanda’s and Biko’s indifference curves. But now we exclude
tangencies at allocations forwhich Ayanda places a negative value on having
more of one or both of the goods, above and to the right of her “utility peak”
at v. As a result the Pareto-efficient curve in Figure 4.14 looks different from
the one in Figure 4.5 as it does not extend upward and to the right beyond
Ayanda’s maximum v. Ayanda does not want more of either good than she
gets at her maximum v, while Biko prefers j to any allocation in which she
gets less of either or both of the goods.

CHECKPOINT 4.13 Altruistic comparisons Consider Figure 4.14

a. Where is Biko’s utility peak in the figure (analogous to Ayanda’s alloca-
tion at point v)?

b. Where would point v be if λ = 1

2
(or as close to λ = 1

2
as possible)?

c. What happens if Ayanda is self-regarding and Biko is an altruist? How
would the Edgeworth box change?

Efficiency and fairness among altruists
With these analytical tools we can now look at the decision problem faced
by the friends Ayanda and Biko both with other-regarding social prefer-
ences. Figure 4.15 shows for the sameEdgeworth box, the indifferencemaps
of the two. We assume their levels of altruism toward each other to be the
same, that is, λ.
Unlike the case of one altruistic actor, now both participants have pre-

ferred allocations in the interior of the Edgeworth box. They both would
like to avoid “too much of a good thing.”
Each of their preferred allocations are shown in the figures by the

allocations, vA for Ayanda and vB for Biko. Around each person’s preferred
allocation, their iso-social welfare curves move outward and downward in
all directions, corresponding to lower and lower levels of utility.
As you can see from Figure 4.15 (a) the Pareto-efficiency curve is a line

between their two preferred “utility peaks” vA and vB. By comparing panels
(a) and (b) depicting greater and lesser degrees of altruism, you can see
that the more altruistic they are, the shorter the Pareto-efficient curve
is, because greater altruism eliminates more of the extremely unequal
allocations.
There is still a conflict of interest, however. At Ayanda’s preferred allo-

cation Biko has a level of utility less than the utility he enjoys at this own
preferred allocation. The same is true of Ayanda: she does much better at
her preferred allocation than at Biko’s.
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Figure 4.15 Altruistic indifference maps. The two panels depict two different
levels of altruism: high (λ = 0.4) in panel (a) and low (λ = 0.2) in panel (b). The
allocations indicated by the points vA and vB are respectively A’s and B’s
preferred allocation. The Pareto-efficient curve is composed of all allocations at
which both own coffee and own data are “goods” rather than “bads” to both A and
B, and where their marginal rates of substitution are equal, that is, their
indifference curves are tangent.

0 1 2 3 4 5 6 7 8 9 10
0
1
2
3
4
5
6
7
8
9

10
11
12
13
14
15

A's coffee (kilograms), xA

A'
s 

da
ta

 (g
ig

ab
yt

es
), 

yA

Pareto efficient
curve

u1
Au2

Au3
Au4

A

u1
B

u2
B

u3
B

u4
B

i

Ayanda

Biko

z

vA

vB

10 9 8 7 6 5 4 3 2 1 0

15
14
13
12
11
10
9
8
7
6
5
4
3
2
1
0

B's coffee (kilograms), xB

B's data (gigabytes), y
B

(a) More altruism (λ = 0.4)
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(b) Less altruism (λ = 0.2)

Along the Pareto-efficient curvemovements in one direction or the other
necessarily involve one gaining and the other losing. As always the Pareto-
efficient curve is a conflict region even among altruists. The fact that the
“utility peaks” are closer together in panel (a) illustrating a greater degree
of altruism means that the conflict of interest between them is lesser the
more altruistic they are. This is one of the reasons why agreeing on a set
of rules of the game may be less of a challenge among friends or neighbors
than among total strangers.
How might they resolve their remaining conflicts of interest? Here, to

make a decision, they need to go beyond their own utilities (even taking
account of their altruistic nature) to bring in some additional way of making
a judgement. They might adopt:

• a social norm that they both share, for example if one of the two
found the coffee and the data they could go by “finders keepers”; in this
case whichever of them who found the goods could make the decision,
presumably implementing his or her preferred allocation;

• a procedural rule of justice, for example flipping a coin to see whose
preferred allocation vA or vB would be implemented; or
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• a substantive rule of justice, for example picking an allocation on the
Pareto-efficient curve midway between their two utility peaks.

Point i in the figures is a reference point showing the allocation that the
Impartial Spectator (whoweights Ayanda’s and Biko’s utilities equally) would
implement. This is the same allocation that they would have both preferred
had they been perfect altruists.

CHECKPOINT 4.14 Altruism and rents Why does altruism reduce the
conflict over which allocation to implement?

4.14 CONCLUSION
From the silent trade that Ibn Battuta and Herodotus described centuries
ago to eBay, Amazon, and Alibaba today, people have exchanged goods
to their mutual advantage and engaged in conflicts over who would get
the lion’s share of the gains from exchange. The four scenarios we have
introduced have made it clear that the outcomes of these exchanges and
conflicts depend on the institutions under which they take place, and the
preferences of the people involved.
We have examined several institutional approaches to resolving the

conflict between Ayanda and Biko over allocations of available goods. They
all illustrate the dilemma posed in social interactions between:

• The goal of reaching an allocation that is Pareto superior to the endow-
ment and possibly even Pareto efficient.

• The goal of resolving the conflict over the distribution of the resulting
economic rents in a way that is fair.

Table 4.2 summarizes some of the key aspects of the cases we have
discussed. Which of the scenarios in the table are relevant in any particular
case depends on the rules of the game for the society of which the players
are a part.
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MAKING CONNECTIONS
Constrained optimization in strategic interactions: The constrained opti-
mization techniques developed in Chapter 3 are used to better understand
strategic interactions introduced in Chapters 1 and 2.

Optimization rules: In addition to the mrs =mrt rule which we developed
in Chapter 3 for individual optimization we also have the mrsA =mrsB rule
defining a Pareto-efficient outcome, both of which are used in strategic
interactions.

Mutual gains from trade: If the endowment allocation (status quo) is not
Pareto efficient, then mutual gains are possible by implementing some differ-
ent allocation of the goods which people may be able to agree to voluntarily.

Rents and conflicts: These improvements over the fallback option accruing
to the players are rents, made possible by the gains from exchange; there will
be conflicts over how the total rent is distributed among the players.

Institutions (rules of the game) and bargaining power: The distribution of
these rents in the Nash equilibrium allocation depends on the players’
preferences and the initial endowment, as well as on the property rights
in force, other institutions, and the forms of bargaining power that each
participant can exercise.

Pareto efficiency, institutions: Some rules of the game will result in Pareto-
efficient outcomes. Examples are the allocation implemented by the imaginary
Impartial Spectator, symmetrical bargaining with no barriers to trading as
long as mutual gains are possible, and take-it-or-leave-it power exercised by
one player. Price-setting power by one person, however, results in a Pareto-
inefficient outcome.

Self-regarding and social preferences: Among the set of Pareto-efficient
allocations there will generally be conflict of interest among the participants.
But, the extent of these conflicts may be reduced by social preferences such
as altruism or a commitment to fairness.
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IMPORTANT IDEAS
utility function marginal rate of substitution Cobb-Douglas utility

Edgeworth box Pareto criterion Pareto-improving lens

Pareto efficiency Pareto-efficient curve utility possibilities frontier

endowment post-exchange allocation Impartial Spectator

social welfare function mrsA =mrsB rule iso-welfare curve

bargaining mrs =mrt rule allocation

altruism private property first-mover advantage

take-it-or-leave-it power (TIOLI power) price-setting power participation constraint (PC)

incentive-compatibility constraint (ICC) price-offer curve institutions/rules of the game

gains from trade economic rent bundle

willingness to pay voluntary exchange best-response function (ICC)

MATHEMATICAL NOTATION
Notation Interpretation

α exponent of good x in the Cobb-Douglas utility function

u() utility function

x, y total amounts of x and y available

p price of coffee (gb of data per kilo of coffee)

W social welfare function

λ extent of altruism (value placed on the other’s bundle)

h() nonlinear term of quasi-linear utility function

a parameter in the linear term of quasi-linear utility function

Note on superscripts and subscripts: A, B, and i: people; z: endowment point;
ti: outcome with a take-it-or-leave-it offer by player i.



CHAPTER

5 COORDINATION FAILURES
AND INSTITUTIONAL
RESPONSES

Right now, my only incentive is to go out and kill as many fish as I can . . . any fish I leave
is just going to be picked by the next guy.

John Sorlien
Rhode Island (US) lobsterman1

DOING ECONOMICS

This chapter will enable you to:

• Understand how the external effects of our actions on others that are not taken into
account when people make choices lead to coordination failures.

• Represent social interactions with graphical and algebraic indifference curves, feasible
sets, best-response functions, and Nash equilibria.

• To see how at the Nash equilibria, the extent of both inequality and unrealized potential
mutual gains will depend on the rules of the game.

• To explain the dynamic process by which a Nash equilibrium may be attained.

• Understand how government policies such as taxes or direct regulation, the exercise
of ownership rights or power by private individuals, and cooperation based on social
preferences can help to avert a coordination failure.

• See that the Pareto improvement made possible in each of these cases occurs because
(in very different ways) the rules of the game in each case induce actors to internalize the
external effects that their actions have on others.
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5.1 INTRODUCTION: TRAGEDY AVERTED
Don’t get him wrong: John Sorlien, the lobsterman, is not the kind of self-
interested and amoral Homo economicus you might find in an economics
textbook. He is actually an environmentalist of sorts, and as President of
the Rhode Island Lobstermen’s Association he was up against a serious
problemof incentives, not a shortcoming of humannature.Whenhe started
lobstering at the age of 22, he set his traps right outside the harbor at Point
Judith, within a few miles of the beach, and made a good living. But the
inshore fisheries have long since been depleted, and now his traps lie 70
miles offshore. He and his fellow lobstermen are struggling to make ends
meet.

Figure 5.1 Sounding the
alarm on climate change, a
coordination problem. Greta
Thunberg, then 16 years old,
speaking at the United
Nations in 2019 about what is
probably the most serious
coordination problem that
humanity has ever faced. She
said: “We are in the beginning
of a mass extinction, and all
you can talk about is money
and fairy tales of eternal
economic growth. How dare
you!”2

Photo by Jemal Countess/UPI/Alamy
Live News.

Across theworld in Port Lincoln on Australia’s south coast, Daryl Spencer,
who dropped out of school when he was 15 and eventually drifted into lob-
stering, has donemuch better. During the 1960s the Australian government
assigned licenses—one per trap—to lobstermen working at the time, and
from that time on, any newcomer seeking to make a living trapping lobsters
off Port Lincoln had to purchase licenses.
Spencer purchased his start-up licenses for a modest sum and by 2000

his licenses were worth more than one million US dollars (in 2000 prices);
considerably more valuable than his boat. More than giving Spencer a
valuable asset, the policy has limited the Australian lobstermen’s work:
Spencer has 60 traps, the maximum allowed, at the same time at Point
Judith, John Sorlien was pulling 800 traps and making a lot less money.
Regulating the amount of lobsters trapped is a coordination problem.

Point Judith and Port Lincoln represent extremes along a continuum of
failure and success; with the lobstermen of Port Lincoln reaping themutual
gains made possible by a joint decision to limit the number of traps.
One may wonder why the Point Judith fishermen do not simply copy the
Australians. This is especially surprising since one of Sorlien’s friends and
a fellow Point Judith lobsterman visited Port Lincoln, returning with tales
of millionaire fishermen living in mansions. But getting the rules right is a
lot more difficult than the Port Lincoln story may suggest, and good rules
often do not travel well.
One of the common obstacles to successful coordination is that the rules

that address the coordination problem also implement a division of the
gains to cooperation. In Port Lincoln, those who were awarded the licenses
benefited; others did not. Had the young Daryl Spencer not agreed one day
to help out a lobsterman friend and then decided to become a lobsterman
himself, someone else would be a millionaire, and Spencer might still be
painting houses and complaining about the high price of lobsters.

! reminder A coordination
problem is a situation in
which people could all be
better off (or at least some be
better of and none be worse
off) if they were able to jointly
decide how to act—that is, if
they could coordinate their
actions—than if they act
independently.

Even if policies to address coordination failures could result in benefits
for everyone affected, how a group coordinates, and what policies they
coordinate on will affect how these benefits will be distributed. And this
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Figure 5.2 The Grand Banks (North Atlantic) fisheries: cod landings in tons
(1851–2014). In the 1960s new fishing technologies allowed a dramatic increase in
cod fish caught (“landings”) far outpacing the capacity of the fish to reproduce.
This led to a partial collapse of the fishery in the 1970s and a total collapse in 1992
when the Canadian government banned fishing entirely. Restoration of fishing
stocks to the sustainable levels of the past may occur by the 2030s.
Sources: Frank et al. (2005); Rose and Rowe (2015).
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makes it difficult to agree on a policy. An example is the Ultimatum
Game experiment, in which conflicts over the size of the Proposer’s and
Responder’s “slice of the pie” sometimes result in neither getting any piece
of the pie at all.
A far moremomentous coordination problem is climate change: conflicts

between richer and poorer nations, conflicts between those who make
their living in carbon-intensive industries and others who bear the costs of
that production are prominent among the reasons for the failure to address
the climate emergency. Depleting a fishing stock is little different in the
structure of its incentives and its consequences from many other social
interactions. In Chapter 9, for example, using exactly the model we develop
here of the coordination problem that fishermen face “overharvesting fish,”
that is depleting fish stocks, we will study how firms compete on markets
“overharvesting customers,” each firm attempting to sell more, and as a
result reducing the market for the products of competing firms.
In the case of overfishing or “overharvesting” consumers, when one

person fishes more, or a firm cuts prices, the external effects—on the catch
of the other fishermen or the profits of other firms—are negative. But
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external effects can also be positive, for example if you find a way to reduce
your carbon footprint, benefiting others including future generations.
In this chapter we develop tools to understand the nature of coordination

problems like the tragedy of the commons. We use these tools to analyze
some of the policies (changes in the rules of the game) that improve the
Nash equilibrium outcome when external effects are present.
We will illustrate how coordination failures occur and how policies might

address them with the example of common property resource problems
(or common pool resource problems). The “common property” or “common
pool” is the stock of fish available for catching or the pool of customers who
might purchase the goods sold by the firms.
Remember from Chapter 2 that common property resources are non-

excludable and rival, people who use them impose external costs on each
other. The “problem” is that self-regarding people will overexploit the
resource because they will not place any value on the negative external
effects of their actions on others. Just such a pattern of exploitation is
shown in Figure 5.2, which displays the catches of cod fish in the North
Atlantic fisheries.

5.2 A COMMON PROPERTY RESOURCES
PROBLEM: PREFERENCES
Let’s consider a specific example of a common property resource problem:
the overexploitation of an environmental resource. It could be the oceans,
or forests, or a livable planet, butwe’ll stick to the problemof overharvesting

Figure 5.3 Abdul and Bridget trying to catch the same fish. The lake is a common
pool resource, so the benefits are rival and each person’s fishing imposes a
negative external effect on the other. We call them fishermen which they were
when it was Bob and Alfredo in Chapter 2; but neither fisherpeople nor fishers
seemed right.
Picture credit: Anmei Zhi.
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fish. We will look at the ways that the rules of the game and the preferences
of the actors determine what we expect to happen in these situations.

Preferences over fishing time and fish consumed
We turn now to the problem confronted by two fishermen, called Abdul (A)
and Bridget (B).Wemodel just two fishermen as away of representing how a
large number of themmight interact. They fish in the same lake, using their
labor and their nets. To start, we assume they consume the fish they catch
(what we call their “catch”) and do not engage in any kind of exchange. As a
benchmark for comparison with later changes in the rules of the game, we
will begin by assuming that they do not make any agreements about how
to pursue their economic activities. (Recall that this means that they are
engaged in a noncooperative game.)
Each derives well-being from eating fish and experiences a loss of well-

being (disutility) with additional fishing time. We represent their prefer-
ences when they are engaged in some amount of fishing with the following
quasi-linear utility functions:

Fisherman’s utility = Fish consumption−Disutility of fishing

Abdul’s utility uA(hA,yA) = yA − 1
2
(hA)2 (5.1)

Bridget’s utility uB(hB,yB) = yB − 1
2
(hB)2 (5.2)

M-CHECK Abdul’s utility
function in fish and fishing
time is quasi-linear: it is linear
in fish—he derives a positive
and constant marginal utility
from consuming fish—but is
negative (it is a disutility) and
nonlinear in fishing time. His
marginal disutility of fishing
time is not constant; it is
greater the more time he
spends fishing.

The utility function given by Equation 5.1 tells us four things about Abdul’s
preferences:

• Consumption (yA) measured in pounds (0.454 of a kilogram) of fish is a
“good”; Abdul derives utility from obtaining more consumption (consum-
ing more fish) which is why yA has a positive sign.

• Time spent fishing (hA) measured in hours is a “bad”: the second term has
a negative sign.

• Utility (uA) is increased by one unit if he is able to consume one more
pound of fish, so the units in which we can measure utility are pounds of
fish.

• Marginal utility of fish consumption is not diminishing but instead is a
constant (equal to 1, because the coefficient of y in the utility function
is 1).

Bridget’s utility function Equation 5.2 is interpreted in the same way as
Abdul’s. Both of them refer to some given time period, such as a week. So
output and consumption are pounds of fish caught and eaten in a week,
while time spent fishing is hours fished over the course of a week.
If they do not fish at all, they are able to find work yielding them a utility

(income minus the disutility of work on that job) equal to uz = yz. These are
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labeled with the subscript z because this is their fallback position (as the
endowment allocation was in Chapter 4).
To decide how much time to fish, people like Abdul have to balance their

disutility of hours of work with the utility of consumption that they get
from consuming the fruits—or the fish—of their work time. To understand

!reminder The indifference
map provides information on
how he evaluates all of the
imaginable combinations of
fishing time and fish caught. It
says nothing about the
actions and outcomes that
are feasible for him.

this process, we look at Abdul’s indifference curves. His indifference curves
provide a comparison of all possible combinations of fishing time and fish
consumption, even ifmany of those combinations are not available to Abdul.

The marginal rate of substitution and the marginal cost of
fishing time
Four indifference curves derived from Abdul’s utility function, Equation 5.1,
are presented in Figure 5.4. Notice the following:

• The higher numbered (meaning more preferred) indifference curves are
above (more fish) and to the left (less work).

• The curves slope upward because fish is a good and fishing time is a bad,
so comparing points f and g he is indifferent between fishing less and
consuming less (point f) and fishing more and consuming more (point g).

Figure 5.4 Abdul’s indifference curves over output (𝐲𝐀) and fishing time
measured in hours (𝐡𝐀). Output (fish) (yA) is a “good” and provides Abdul with
positive utility, whereas fishing time (hA) is a “bad.” Notice that Abdul’s
indifference curves in fishing hours and output are upward-sloping, similar to the
indifference curves over money (income, a good) and working time (a bad) in
Chapter 4.
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• The lowest indifference curve is labeled uAz and its vertical axis intercept
is point z or the level of utility measured in fish per week, yAz that he will
receive if he does not fish at all.

• For any given level of yA the indifference curve is steeper the more hours
Abdul works: themore heworks, the greater is his dislike of workingmore
compared to how much he likes eating more fish.

• For any of the indifference curves, uA1 , u
A
2 , and uA3 , the vertical intercept is

the amount of utility (in pounds of fish) that, if they were not working
at all, would be the same as the utility at every other point on that
indifference curve.

!reminder From M-Note 3.2
you know that the slope of an
indifference curve is − ux

uy
the

negative of the ratio of the
marginal utility of the variable
on the x-axis divided by the
marginal utility of the variable
on the y-axis.

The negative of the slope of his indifference curve is Abdul’s marginal rate
of substitution between fish (yA) and fishing time (hA). This is the ratio of his
marginal utility of fishing time to his marginal utility of fish. This quantity
takes a particularly simple form in this case. Abdul’s marginal utility of fish
is 1 and (as is shown inM-Note 5.1) his marginal utility of fishing time is −hA.
So, the marginal rate of substitution of fish consumption for fishing time is:

mrsA(hA,yA) = −hA (5.3)

Or, what is the same thing:

slope of indifference curve = hA

Abdul’s marginal rate of substitution of fish consumption for fishing time is
−hA, and this is also his marginal utility of fishing time, which is negative,
because he regards fishing time as a “bad.”
The slope of his indifference curve is hismarginal disutility of fishing time

(just the marginal utility with the sign reversed). This is Abdul’s maximum
willingness to pay (in forgone consumption) towork less. If hewereworking
12 hours, then his disutility of hours of fishing hA = 12 is the greatest amount
of fish he would be willing to give up in order to be able have an hour more
free time. This can also be seen as themarginal cost of fishingmore, if he is
already fishing 12 hours.

M-NOTE 5.1 Themrs and the marginal cost of fishing time

When Abdul’s utility is given by Equation 5.1:

Abdul’s utility uA(hA,yA) = yA − 1
2
(hA)2

We have:

Marginal utility of fish consumed (holding hA constant) =
𝜕uA(hA,yA)

𝜕yA = 1

Marginal utility of fishing time (holding yA constant) =
𝜕uA(hA,yA)

𝜕hA = −hA

continued
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The marginal utility of fishing time is negative (it reduces Abdul’s utility and
is equal to −hA). We use the term marginal disutility of fishing time for the
same quantity but with a positive sign (it increases Abdul’s disutility).
The marginal rate of substitution of output for hours of work (mrsA(hA,yA))

is the negative of the slope of the indifference curve, which is the ratio of the
marginal utilities:

mrsA(hA,yA) = −hA
1

= −hA

This is Equation 5.3.

CHECKPOINT 5.1 The lake as a common property resource

a. Explain why the lake that Abdul and Bridget are fishing in is a common
property resource. What are its characteristics? Explain.

b. Return to Chapter 1 and the choice of strategies that the fishermen had
in the Fishermen’s Dilemma to Fish 10 hours or Fish 12 hours. Substitute
these values into the utility functions to see what the payoffs in the
corresponding game table would be if the fishermen could only choose
these two strategies. Find the Nash equilibrium of the game.

5.3 TECHNOLOGY AND ENVIRONMENTAL
LIMITS: THE SOURCE OF A COORDINATION
FAILURE
A coordination problem arises because Abdul or Bridget fishing more
reduces the amount of fish the other catches in an hour of fishing.
These external effects are part of the technology of fishing. A technology

is a description of the relationship between inputs—such as fishing time,
equipment, and fish in the wild—and outputs—in this case caught fish. A
technology is often describedmathematically as a production function. You
already used a production function in Figure 3.8 where the input was time
spent studying and the output was learning.
We depict Abdul’s production function in the top panel of Figure 5.5. The

higher of the two green curves represents the relationship between his
labor input and his fish output when Bridget is not fishing at all, that is:
hB = 0. The lower black curve shows how his output varies with his time
fishing when Bridget fishes hB = 12 hours.

! reminder A production
function is a mathematical
description of the
relationship between the
quantity of inputs devoted to
production on the one hand
and the maximum quantity of
output that the given amount
of input allows on the other.

Below is Abdul’s production function and a similar one for Bridget, where
xA for Abdul and xB for Bridget represent the number of fish caught by each
of them in a week and hA and hB are the hours of fishing time they work
during the week. Thus, production functions translate the actions taken by

TECHNOLOGY A technology is a description of the relationship between
inputs—including work, machinery, and raw materials—and outputs.
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the two—their fishing hours (hA and hB)—into the amount that each catches
(xA and xB) and consumes (yA and yB).

A’s catch & consumption: yA = xA(hA,hB) = hA(α−β(hA +hB)) (5.4)

B’s catch & consumption: yB = xB(hA,hB) = hB(α−β(hA +hB)) (5.5)

The two parameters of the production function are:

• α (Greek alpha) is the fisherman’smaximum average productivity, that is,
total catch divided by time spent fishingwhichwould occur if one of them
fished some small amount of time and the other did not fish at all. We let
α > 0; otherwise they could not ever catch any fish.

• β (Greek beta) measures the decrease in average productivity for each
hour fished in total by the two. We consider the case in which β > 0 to
reflect their interdependence and the negative external effect that each
fishing has on the other’s catch.

The parameter β expresses three important aspects of the technology:

• Decreasing average productivity: If Abdul spends more time fishing, his
catch will be larger, but his average productivity—the size of the catch per
hour fished—decreases. (You can see this by dividing his output shown in
Equation 5.4 by his time fishing hA to get his average productivity.)

• Decreasing marginal product of work time: If Abdul already fishes a lot,
then the additional amount of fish that he catches were he to fish a little
more will be less than if he were initially fishing a lesser amount. You can
see this from Equation 5.6 in M-Note 5.2.

• Interdependence: The fact that hA appears in Bridget’s production func-
tion and hB in Abdul’s represents the external effects and therefore the
interdependence between the fishermen. The fact that the sign of these
terms is negativemeans that the external effect is negative.

Abdul’s production function in the top panel of Figure 5.5 is increasing but
becomes flatter the more time Abdul fishes. The slope of this production
function is the marginal product of time fishing, indicating for each level of
hA the increase in the amount of his catch that would result if he increased
his fishing time a little. The slope of the production function provides two
related pieces of information; the slope is both:

• the marginal benefit of fishing time because it indicates how much he
benefits if he fishes a little more (how much the larger catch from
additional fishing time raises his utility); and

• the opportunity cost (in lost fish consumption) of working less.

The italicized expressions are different ways of stating the negative of the
marginal rate of transformation.

! reminder When x is a bad
(like fishing time) rather than
a good (like free time) the mrt
is still the negative of the
slope of the feasible frontier,
but the opportunity cost is the
amount of the y-good (fish
caught in this case) that will
be sacrificed by fishing less.

In the lower panel of Figure 5.5 we show the marginal product of an hour
of fishing based on the production function shown in the top panel, labeled
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Figure 5.5 Abdul’s production of fish with hours of fishing and marginal benefit
of hours spent fishing. In the top panel, Abdul’s light-green total product line
corresponds to when Bridget does not fish (hB = 0) and Abdul’s dark-green total
product line corresponds to when Bridget fishes 12 hours (hB = 12). Similarly, in
the lower panel, Abdul’s light-green marginal benefit line corresponds to when
Bridget does not fish (hB = 0) and Abdul’s dark-green marginal benefit line
corresponds to when Bridget fishes 12 hours (hB = 12). Points k and j in the upper
and lower figure present the same information in different ways. The slope at k in
the upper panel, for example, is the height of the marginal benefit curve in the
lower figure.
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themarginal benefit of hours of fishing. When Abdul fishes 12 hours a week
(and Bridget does not fish), his catch is 288 but when she also fishes 12 hours
(the lower green curve) his catch is just 216 lbs. Equally important, when
Bridget is not fishing, and Abdul is fishing 12 hours, his marginal product is
18. The fact that the marginal benefit curve shifts downward when Bridget
fishes 12 hours reflects the fact that in the top figure for any given amount
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of fishing time by Abdul, the total product curve is flatter if Bridget fishes
more.
Summarizing, by comparing the two curves in the upper and lower panels

of Figure 5.5 we can see the effect of Bridget fishing more on Abdul.
Compared to when she does not fish, his production function is:

• lower: This is a negative external effect, reducing the utility that Abdul
can attain for any level of fishing time that he does; and

• flatter: Its slope is also less, so when Bridget fishes more the marginal
benefit to Abdul of his fishing more declines. This reduces Abdul’s incen-
tive to fish.

M-CHECK We adopt
parameters for the production
functions so that Bridget and
Abdul cannot work so many
hours that their average
productivity becomes
negative, so that fishing more
would reduce their total
catch. This is why we do not
extend the lower of the two
production function curves in
Figure 5.5 beyond 24 hours,
the point after which the
function turns downward. M-NOTE 5.2 Themrt and marginal benefits of fishing time

We begin with Equation 5.4:

A’s catch & consumption: yA = xA(hA,hB) = hA(α−β(hA +hB))

This is the production function shown in Figure 5.5 for two different values of
hB. We know that the cost to Abdul is the disutility of fishing time. The benefit
is the fish he catches and consumes, so differentiating equation Equation 5.4
with respect to hA we can find:

Marginal productivity (benefit) of fishing time yAhA = α−β(h
A +hB) −βhA (5.6)

Equation 5.6 is the slope of the production function in Figure 5.5, and also
known as the marginal benefit of fishing time. The mrt is the negative of the
slope of the feasible frontier, so:

−mrt = yAhA = α−β(h
A +hB) −βhA = slope of feasible frontier (5.7)

M-NOTE 5.3 Numerical examples for productivity and external effects

Throughout the chapter, we’ll cover a worked example where Abdul and
Bridget have the same level of productivity and external effect on each other.
As an illustration, we set α = 30 and that β = 1

2
.

Abdul and Bridget’s utility functions therefore become the following:

Abdul’s utility: uA(hA,hB) = hA (30− 1
2
(hB +hA))− 1

2
(hA)2 (5.8)

Bridget’s utility: uB(hA,hB) = hB (30− 1
2
(hA +hB))− 1

2
(hB)2 (5.9)

In the case where the fishermen fished alone, that is the other fishermen had
zero hours fishing, Abdul’s utility would therefore be: uA = 30hA − 1

2
(hA)2 −

1

2
(hA)2 = 30hA − (hA)2 .
When Abdul and Bridget both spend time fishing, the external effect

reduces Abdul’s utility; therefore he would have:

uA = 30hA − 1
2
hAhB − 1

2
(hA)2 − 1

2
(hA)2

= 30hA − 1
2
hAhB − (hA)2
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CHECKPOINT 5.2 The meaning of β (Greek beta) The negative external
effect of one’s fishing on the other is represented by β. Why does β affect
the person who is fishing’s own utility even when no one else fishes? Why
does it make economic sense?

5.4 A BEST RESPONSE: ANOTHER
CONSTRAINED OPTIMIZATION PROBLEM

! reminder A player’s
best-response function gives,
for every possible strategy
chosen by other players, the
strategy that maximizes the
player’s utility. A strategy
profile in which all players are
playing a best response, is a
Nash equilibrium.To understand the Nash equilibrium of the interaction between Abdul and

Bridget we will need to know how each will best respond to any of the
possible levels of fishing chosen by the other. To do this we will derive the
best-response function of each. We begin, as we did in Chapter 3, with a
simpler problem: here we show how one of them, Abdul, will choose how
many hours to fish, when Bridget is fishing at some given number of hours.

Choosing a level of fishing time
This problem is set out in Figure 5.6, which combines Abdul’s indifference
curves from Figure 5.4 with his production function (when hB = 0) from
Figure 5.5.
Abdul might first consider fishing six hours, with results indicated by

points f, g, and h in the two panels of Figure 5.6. To determine if he should
fish six hours he would compare:

• the marginal cost of working more: namely the marginal disutility of
working time, which is the slope of the indifference curve at f shown as
point h in the lower panel with

• the marginal benefit of working more: namely, the marginal benefit of his
fishing time, which is the slope of the production function at f shown as
point g in the lower panel.

From the figure we see that at point f:

24 = slope of feasible frontier > slope of indifference curve = 6

marginal benefit of fishing more > marginal cost of fishing more

So Abdul would see that he would increase his utility by working more than
six hours.

Table 5.1 Three rules: individual
constrained optimization, societal
Pareto efficiency, and firm cost
minimization.

Rules Tangency of Rule for
what

mrs = mrt An
individual’s
feasible
frontier and
indifference
curve

Individual
constrained
optimization

mb = mc Restatement
of mrs=mrt
using
marginal
costs and
benefits

Individual
constrained
optimization

mrsA =
mrsB

Two or more
people’s
indifference
curves

Societal
(multi-
person)
Pareto
efficiency

Howmuch more? He will best respond if he follows some simple rules:

• mb >mc If the marginal benefit exceeds the marginal cost as at point f,
then fish more.

• mb <mc If the marginal cost exceeds the marginal benefit, then fish less.

• mb =mc If the marginal benefit equals the marginal cost, do not change
how much you fish.
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Figure 5.6 Abdul maximizes his utility subject to the constraint of his production
function when Bridget does not fish. A’s production function is xA(hA,hB = 0) and
it defines his feasible consumption, yA , when B is not fishing at all.
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He will therefore use the rule: choose the level of fishing time such that:

marginal benefit = marginal cost

slope of feasible frontier = slope of indifference curve

or mrt = mrs

A best-response function: Interdependence recognized
You can confirm from the figure that following the mrs =mrt rule, Abdul
will fish 15 hours if Bridget is not fishing, indicated by point s in the figure
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(s for “solo” because Bridget is not fishing). This gives us just one point on
his best-response function hA(hB = 0) = 15 hours.
What about when Bridget is fishing, for example, 12 hours? This case is

illustrated in Figure 5.7 where the new feasible set constraining Abdul is
smaller, because his catch for any amount of time that he spends fishing is
reduced by Bridget also fishing.

Figure 5.7 Abdul maximizes his utility subject to the constraint of the production
function when Bridget spends 12 hours fishing. The feasible set is now smaller
because of the negative external effect that her fishing imposes on Abdul. In the
top panel, at point n his indifference curve labeled uA1 is tangent to his production
function, meaning in the lower panel, that the marginal disutility of fishing time is
equal to the marginal productivity of fishing time, or the marginal cost of fishing
more is equal to the marginal benefit.
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Abdul knows that the level of fishing that will maximize his utility under
these new conditions is that which, following the rule, equates:

• the slopes of his production function and the slope of his indifference
curve so that the two are tangent in the top panel;

• or, to put it another way, the marginal benefit and the marginal cost of
more fishing in the bottom panel.

This gives us a second point on Abdul’s best-response function,
hA(hB= 12)= 12. It is no surprise that Abdul fishes less when Bridget fishes
more because we already know that Bridget’s fishing more reduces the
marginal benefit to Abdul’s fishing.
What about Abdul’s response to Bridget fishing other hours? We do

not have to go through the above process, tediously making a separate
figure for each level of fishing time she might choose. Instead we can use
mathematical expressions for the marginal costs and benefits of fishing to
determine Abdul’s best response not as a discrete point, but as a continuous
function, giving us his fishing time for any level of fishing Bridget might do.
Using the rule that the best response is the number of hours that equates

marginal benefits to marginal costs we have a general rule that can be
expressed mathematically and which allows us to isolate hA as a function of
hB and the parameters α and β. A best response is a value of hA that satisfies
the following rule:

Slope of production function = Slope of indifference curve

Marginal benefit of fishing more = Marginal cost of fishing more

Using Equations 5.3 and 5.7:

α−β(2hA +hB) = hA (5.10)

Rearranging Equation 5.10 to isolate hA and to express his utility-
maximizing fishing hours as a function of Bridget’s hours hA(hB), we have:

Abdul’s best-response function: hA(hB) = α−βhB
1+ 2β (5.11)

How does Abdul’s fishing time hA change when the variable (hB) and the
parameters (α and β) change?

• Change in Bridget’s fishing time (hB): If Bridget decreases her fishing
time, Abdul’s marginal benefit curve shifts up, and Abdul’s best response
is to increase his fishing time to balance his marginal cost with the
highermarginal benefit. Abdul’s best-response function does not shift, he
chooses a different level of fishing due to the change in Bridget’s fishing
time.

• Change in maximum productivity (α): If Abdul’s basic productivity
increases, and nothing else changes, this shifts his marginal benefit
curve up and independently of any change in Bridget’s fishing time, he
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will increase his fishing time to balance his marginal cost with the higher
marginal benefit. This is a shift in Abdul’s best-response function itself,
not just a movement from one point on it to another as in the bullet
above.

• Change in the external effect (β): If the external effect increases, Abdul’s
marginal benefit curve pivots downward with a corresponding decrease
in fishing time (β changes the slope of his marginal benefit curve). Like
the increase in α, in this case Abdul changes his fishing time due to a shift
in this best-response function.

The best-response function for Bridget can be derived in the same way
we derived Abdul’s. Therefore her best-response function (BRF) is:

Bridget’s BRF∶ hB(hA) = α−βhA
1+ 2β (5.12)

M-NOTE 5.4 Marginal benefits, marginal costs, and finding the best
responses

In M-Note 5.3, we used the example of α = 30 and β = 1

2
to provide utility

functions for Abdul and Bridget, as represented in Equations 5.8 and 5.9. We
now use those parameters to identify the first-order condition for Abdul’s
utility maximization where his marginal benefits equal his marginal costs and
therefore to provide a best-response function.

uA(hA,hB) = hA (30− 1
2
(hB +hA))− 1

2
(hA)2

uAhA =
𝜕uA
𝜕hA = (30− 1

2
hB −hA)

⏟⎵⎵⎵⎵⏟⎵⎵⎵⎵⏟
Marginal benefit

− hA⏟
Marginal cost

= 0

We can isolate Abdul’s hours of work, hA , to find his best response to Bridget’s
hours of work:

Abdul’s BRF: hA(hB) =
30− 1

2
hB

2
= 15− 1

4
hB (5.13)

Bridget’s BRF: hB(hA) =
30− 1

2
hA

2
= 15− 1

4
hA (5.14)

Each of them therefore has a best-response function that is a function of the
other person’s time spent fishing: hA(hB) for Abdul and hB(hA) for Bridget.

M-NOTE 5.5 Mathematics of the best-response function

To understand each player’s response to the other, it is useful to understand
their marginal utilities of hours of fishing. We do this for Abdul, in the
understanding that Bridget will have symmetrical results. We will therefore
find uAhA , Abdul’s marginal utility of his own hours of fishing, u

A
hB , marginal

utility to Abdul of Bridget’s hours of fishing, and hA(hB), Abdul’s best response
to Bridget’s choice of hours. We start with Abdul’s utility function:

continued
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uA(hA,hB) = hA(α−β(hA +hB)) − 1
2
(hA)2

We can differentiate Abdul’s utility function with respect to his own hours (hA)
to find his marginal utility of his own hours of work. We also differentiate his
utility function with respect to Bridget’s hours of work to find how his utility
changes when Bridget changes her hours (hB).
Let us first find A’s marginal utility of hA :

uAhA =
𝜕uA
𝜕hA = α−βhB − 2βhA −hA

= α−βhB −hA(1+ 2β) (5.15)

And now, the marginal effect on A’s utility of B’s hours (hB):

uAhB =
𝜕uA
𝜕hB = −βhA (5.16)

Using Equation 5.15, if we set Abdul’s marginal utility uAhA =
𝜕uA

𝜕hA
= 0, then we

can find his best response to Bridget’s hours of work:

uAhA =
𝜕uA
𝜕hA = α−βhB −hA(1+ 2β) = 0

Isolate hA term hA(1+ 2β) = α−βhB

A’s BRF: hA = α−βhB
(1+ 2β)

Which is what we found from setting marginal benefit equal to marginal cost
to find Abdul’s best-response function in Equation 5.11.

CHECKPOINT 5.3 How the BRFs change Make a figure similar to Figure
5.8 but using Abdul’s and Bridget’s best-response functions with the values
of α = 24 and β = 1. How and why do they differ?

5.5 HOW WILL THE GAME BE PLAYED? A
SYMMETRIC NASH EQUILIBRIUM
We do not have enough information to answer the question in the section
title. To do thiswe need answers to other questions. Is one of thempowerful
enough determine the allocation unilaterally, stating: I fish 15 hours, and
you are excluded from fishing? Is there a government that can place a tax
on fishing to discourage overharvesting the stock? Can Abdul and Bridget
agree to fish less? If they did, can they count on their agreement being
enforced? In other words, we need to know more about the rules of the
game.

! reminder We began our
analysis of Ayanda and Biko
trading data and coffee in a
similar way, with the two
being symmetrical traders
with neither of them having
any particular advantage in
the bargaining process.

One possibility is that the two act non-cooperatively (they do not make
agreements with each other) and neither has any particular advantage in
their interaction. So they simply try to do the best that they can, given what
the other is doing and given the information they have. We will investigate
other rules of the game later.
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Figure 5.8 Nash equilibrium: mutual best responses for Bridget and Abdul. The
equations for the best-response functions are:

hB(hA) = α−βhA
1+ 2β

hA(hB) = α−βhB
1+ 2β

If α = 30 and β = 0.5, the parameters we used in the previous figures, then we can
see that when Bridget does not fish (the intercept of Abdul’s best-response
function with the horizontal axis) he fishes 15 hours. The point at which their
best-response functions intersect is the Nash equilibrium of the interaction.
Using these same parameters, we can see that the Nash equilibrium given by
Equation 5.17 is that they both fish 12 hours.
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A stationary allocation among symmetric players
To study this case, we graph the two best-response functions in Figure 5.8.
This gives us all the informationwe need to determine the Nash equilibrium
of their interaction.
A Nash equilibrium is a mutual best response, so Abdul’s choice of fishing

hours must be a best response to Bridget’s choice of fishing hours, which
must in turn be a best response to Abdul’s choice of fishing hours. This
sounds complicated but with a little help from the mathematics we have
already done, it is not: a Nash equilibrium is a point that is on both of the
players’ best-response functions.
We label the point n and define the hours that they work at the Nash

equilibrium as (hAN,hBN), where point n is the Nash equilibrium in the
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figure and the superscript N indicates each player’s Nash equilibriumhours.
A Nash equilibrium is a pair of fishing times (hAN,hBN) that satisfy each
fisherman’s best-response function.
We show in M-Note 5.6 how to find the Nash equilibrium hours of fishing

for each person. At the Nash equilibrium, the two fishermen will spend the
same amount of time fishing.

hAN = hBN = α
1+3β (5.17)

Equation 5.17 shows that each fisherman’s hours spent fishing is defined
by the parameters α and β, capturing the effects on their best response
of their maximum productivity, their decreasing marginal productivity, and
the negative external effect each has on the other.
The Nash equilibrium fishing hours, hAN and hBN, are equal because

Abdul and Bridget have identical utility functions and production functions
(other than reversing the superscripts), and they are determined by the
parameters α and β. The greater is themaximumproductivity, α, the greater
will be their equilibrium hours of fishing. The larger is the negative effect
each has on their own productivity and on the other person’s productivity,
β, the lower their equilibrium hours will be.

M-NOTE 5.6 Finding Nash equilibrium fishing time

By definition of the Nash equilibrium, Abdul’s Nash equilibrium fishing time
must be a best response to Bridget’s Nash equilibrium fishing time, and
Bridget’s Nash equilibrium fishing time must be a best response to Abdul’s
Nash equilibrium fishing time. A Nash equilibrium is therefore a pair of fishing
times (hAN,hBN) that satisfy the following equations:

hAN = hA(hBN) = (α−βhBN)
(1+ 2β) (5.18)

hBN = hB(hAN) = (α−βhAN)
(1+ 2β) (5.19)

Equations 5.18 and 5.19 are two linear equations in two unknowns. We can
solve the equations for the unknowns, which are the fishing times at the Nash
equilibrium.
There is a particularly simple way to do this in our case because:

1. the two fishermen have identical utility functions (they are mirror images
of each other); so

2. we know that it must be that hAN = hBN ; and

3. we can therefore set the Nash equilibrium level of fishing of the one equal
to the best-response function of the other.

So substituting hB = hA , into Abdul’s best-response function is:

hA(hB) = α−βhA
1+ 2β

continued
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Multiplying out and isolating hA ∶

hA + 2βhA = α−βhA

hA +3βhA = α
hA(1+3β) = α

hAN = α
1+3β = hBN

CHECKPOINT 5.4 Storms and sustainability Imagine that the external
effect increased, as it would, for example, if greater climate volatility
produced storms that caused the two fishermen to fish in the same limited
part of the lake.

a. Use the equation for the best responses of the two to redraw the figure.
Why do the fishermen best respond by fishing less?

b. Use the equation for hAN and hBN to show that the Nash equilibrium
level of fishing will decline.

c. Use what you have learned to explain how the best-response functions
and the Nash equilibrium would change if the fishermen jointly adopt
a strategy to let go of young fish to make the fish population more
sustainable and reduce the external effect they have on the other
fisherman.

5.6 DYNAMICS: GETTING TO THE NASH
EQUILIBRIUM
When we used the equation for the Nash equilibrium level of hours of
fishing (Equation 5.17) to say what the effect of a change in α or β would
be, we used what is called comparative static analysis.
When using comparative statics we compare the status quo Nash equi-

librium before the change with the Nash equilibrium after the change.

• The word static refers to the Nash equilibrium because at a Nash equilib-
rium there are no reasons for the actors to change what they are doing.

• The process is comparative becausewe compare two ormore equilibrium
states before and after a change.

! reminder When we say
“other things equal” we are
using the ceteris paribus
assumption which allows us
to compare what happens
when one variable of interest
changes.

We did the following:

• We started with Abdul and Bridget at the Nash equilibrium, each fishing
12 hours.

COMPARATIVE STATICS A method which analyzes the process of change by
comparing the status quo Nash equilibrium with a new equilibrium after some
change in the underlying data of the problem.
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• We then assumed that other things (like the weather) that might affect
their fishing time are held constant (this is the ceteris paribus assumption
or ‘other things equal’).

• Then we compared the two Nash equilibria, one before the change in α
or β and the other after the change.

• We assumed that after the change Abdul and Bridget would be at the new
Nash equilibrium, working some different number of hours.

• Finally we considered the difference inwork hours between the twoNash
equilibria to be the effect of the change on work hours.

This type of analysis is called static because it compares two static
(unchanging) situationswithout looking at how the change takes place, that
is, how they get to the new Nash equilibrium. This is an essential method
of economic analysis, simplifying the matter by a shortcut. The shortcut is
thatwe did not explorewho didwhat to implement themove. In contrast, an
analysis that includes the process of change rather than focusing exclusively
on equilibria is called dynamic (the term dynamics refers to change, it is the
opposite of static).

❯ EXAMPLE Static analysis is
like inferring movement by
looking at two photos taken at
some time interval; dynamic
analysis is like watching a film
of the same process.

We did not even explain why Abdul and Bridget would have been at
the original Nash equilibrium in the first place. Fortunately, the way we
have derived our best responses provides a method to fill in the necessary
dynamic analysis.
Remember, when Abdul was selecting a best response he adopted a

simple checklist based on themarginal benefits of fishingmore (mb) and the
marginal costs of fishing more (mc): if mb >mc, then fish more; if mb <mc,
then fish less; if mb =mc don’t change how much you are fishing.
When we introduced this checklist we focused on the last line, because

that is the equality that determines the utility-maximizing level of fishing
for Abdul; that is, it is a point on his best-response function.
The first two “if” statements tell Abdul what to change when they are not

at an equilibrium because he is not fishing the optimal utility-maximizing
amount given what Bridget is doing, that is, when he is “off” his best-
response function.
As Figure 5.9 shows, these first two lines of Abdul’s checklist tell us that

starting at any allocation (that is any combination of fishing hours of each
of them) in which direction he should move, shown by the arrows (called
vectors). The dynamic analysis gives the following simple instruction: if you
are not on your best-response function, move toward it.

M-CHECK Abdul might
adopt the instruction: in any
period, close half of the
difference between the hours
I am now working and the
hours indicated by my
best-response function, given
how many hours Bridget is
now working. For example, if
Abdul were fishing six hours
while Bridget fished 12 hours,
he would increase his hours
by (12−6)/2 = 3 hours.

Abdul’s arrows are green and horizontal (when he changes his fishing
hours he moves left or right). The same reasoning allows us to show the
dynamic arrows for Bridget, they are blue and horizontal, because when
she changes her hours that moves the allocation point up or down.

DYNAMICS Refers to the study or process of change.
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Figure 5.9 How players can get to the Nash equilibrium: a dynamic analysis.
Panel (a) shows the marginal costs and benefits of Abdul’s fishing if Bridget fishes
12 hours. Panel (b) shows the dynamics of the choices in terms of the fishermen’s
marginal benefits and marginal costs. The horizontal arrows show the direction
Abdul will move if he is initially at the base of the arrow. The vertical arrows show
the same for Bridget. The inequalities involving marginal benefits and costs (mb,
mc) are the reason for the movement shown in the arrows (which are called
“vectors”).
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For example, in Figure 5.9 (a), if Abdul is fishing six hours the marginal
benefits of fishing more exceed the costs (the bracketed term on the left).
So in Figure 5.9 (b), the horizontal green arrows show that he will fish more.
Similar reasoning (in reverse) applies to the case where he is fishing, for
example, 18 hours. The extent by which the benefits differ from the costs
depends on howmuch fishing Bridget is doing. Figure (a) shows the case for
when she is fishing 12 hours. You can also work out how Bridget will adjust
her hours if she is fishing more or less than the amount indicated by her
best-response function.
You can see from the figure that unless the allocation is at point n

one or both of them will have an incentive to move (horizontally for
Abdul, vertically for Bridget) in ways that will lead them toward the Nash
equilibrium.

M-CHECK They could have
moved away from the
equilibrium rather than
towards it, had their
best-response functions been
different. Whether and how
actors may get to an
equilibrium depends on their
best-response functions, and
the details of how they act
when they are not at an
equilibrium.

This explainswhy, if theNash equilibrium shifted because of some change
in either α or β, we would expect the two to alter their fishing hours tomove
toward thenewNash equilibrium. It also explains, if enough timehad passed
since the change to which they are responding, then we would expect both
Bridget and Abdul to be at (or very close to) the Nash equilibrium. We
now introduce a way that we can evaluate all of the possible equilibria of
this game by the standards of Pareto efficiency and the resulting level of
inequality.
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M-NOTE 5.7 Numerical Nash equilibrium

In M-Note 5.4, we found the best responses for Abdul and Bridget given by
Equations 5.13 and 5.14. Using the method we outlined above and the same
parameter values (α = 30 and β = 1

2
), we set Abdul’s Nash equilibrium hours

of fishing (hAN) equal to Bridget’s best-response function to find the Nash
equilibrium level of fishing time:

Abdul’s Nash equilibrium hours ∶ hAN = 15− 1
4
hAN = Bridget’s BRF

Collect terms hAN + 1
4
hAN = 15

(5
4
)hAN = 15

Multiply by 4
5

hAN = (4
5
) 15 = 12 = hBN (5.20)

As a result, we see that each will fish 12 hours at the Nash equilibrium. There-
fore they each obtain the following Nash equilibrium utility (by substituting
hAN and hBN into their utility functions):

uAN(hAN,hBN) = hAN (30− 1
2
(hBN +hAN))− 1

2
(hAN)2

= 12(30− 1
2
(12+ 12))− 1

2
(12)2

= 216− 72 = 144 = uBN

Each of them has a utility of 144 at the Nash equilibrium and the total welfare
(sum of utilities) isWN = uAN +uBN = 288.

CHECKPOINT 5.5 Dynamics In Figure 5.9 imagine the status quo is at the
right-angle roots of the two arrows in the lower right of Figure 5.9 panel (b).
How would each of the fishermen change their hours of fishing? Do the
same for the other three right angle roots of the arrows.

5.7 EVALUATING OUTCOMES: PARTICIPATION
CONSTRAINTS, PARETO IMPROVEMENTS, AND
PARETO EFFICIENCY
Because the symmetrical interaction is just one of many possible rules of
the game that Bridget and Abdul might engage in, we need to go beyond
the Nash equilibrium for that game and find a way to evaluate all of the
possible allocations that they might experience.
To do this, as in Chapter 4, we use the indifference maps of the two

players superimposed on the same set of outcomes. Recall that in the
previous chapter every point in the Edgeworth box indicated an allocation
composed of a bundle of goods for Ayanda and another bundle of goods for
Biko. We will see that the same is true in this case if we plot an allocation
as the pair of fishing hours of the two, (hA,hB). We start with Abdul’s
preferences.
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Because the utility of each depends on their own fishing time and the
fishing time of the other, that is, because

Abdul’s utility: uA(hA,hB) (5.21)

Bridget’s utility: uB(hA,hB) (5.22)

we can plot indifference curves with fishing time on each axis: Bridget’s
fishing time (hB) on the vertical axis and Abdul’s fishing time (hA) on the
horizontal axis.
We do this in panel (a) of Figure 5.10, where every point in the figure

is a particular allocation of fishing times (hA,hB). Using these allocations
we can calculate the utility that Abdul would experience were that alloca-
tion to occur. On this basis we can calculate Abdul’s indifference curves
based on his hours of fishing and Bridget’s hours of fishing. Abdul prefers
curves labeled with higher numbers, uAj > uAn > uAk (169 > 144 > 121). Notice
two things about the indifference curves:

Figure 5.10 A new look at Abdul’s constrained optimization problem for
selecting his fishing time depending on Bridget’s fishing time. To illustrate the
construction of Abdul’s best-response function, in panel (a) we consider Abdul’s
decision about how many hours to work, given that Bridget has (hypothetically)
decided to work eight hours. The horizontal blue line is the constraint on Abdul’s
utility-maximizing process. In panel (b), we consider three hypothetical levels of
Bridget’s fishing time. The horizontal lines represent Bridget’s fishing time at each
of these levels, and are the constraint on Abdul’s maximization process. One of
these horizontal lines is tangent to each of Abdul’s indifference curves hB = 8

tangent to uAj at point j, hB = 16 tangent to uAk at point k, and hBN = 12 tangent to
uAn at point n. Abdul’s entire best-response function is made of points like j, n, and
k, for each of Bridget’s possible levels of fishing hours.
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• The vertical dimension, or the effect of Bridget fishing more. Abdul’s
preferred indifference curves are lower. This is because the less Bridget
fishes the better it is for Abdul.

• The horizontal dimension, or the effect of Abdul fishing more. If Bridget
is fishing at the “low” level indicated in the figure and supposing that
Abdul initially does not fish at all but considers fishing a little, he will
start by finding himself at successively higher indifference curves as he
fishes more, crossing the indifference curves labeled uAk , and then uAn and
up to uAj . But if he spends too much time fishing he will then cross from
uAj back down to indifference curve u

A
n and again go back down to uAk .

Another perspective on a best-response function
We can use the horizontal dimension of the figure to identify a point
on Abdul’s best-response function, associated with Bridget hypotheti-
cally fishing just eight hours. We take this thought experiment as a con-
straint on Abdul’s utility maximization. Remember Abdul prefers indif-
ference curves that are lower down (indicating Bridget fishing less). The
most preferred indifference curve that is feasible is the one tangent to the
constraint, at point j, which is therefore a point in Abdul’s best-response
function.
It may help to think of his indifference map as showing the contours of

the shoulder of a hill, and Abdul as walking along a horizontal line at eight
hours toward point j, trying out different amounts of time he might devote
to fishing. This is exactly what he did in Figure 5.6, comparing the marginal
benefit and marginal cost of fishing more. At first he is climbing—crossing
contours indicating ever-higher altitudes—higher utility. When he fishes
six hours, he achieves utility uAk = 121, proceeding on to fish eight hours,
he achieves uAn = 144, and finally fishing 13 hours, he achieves uAj = 169. At
point j his path levels off and if he continues to increase his fishing time he
will descend to lower altitudes—lower utility—once more.
Figure 5.10 (b) illustrates how two additional points on Abdul’s best-

response-function are derived. The best-response function is constructed
by considering all of the possible levels of fishing that Bridget could hypo-
thetically do, and then reason as we did for point j.
Notice that Abdul’s best-response function intersects the indifference

curves where the indifference curves are flat. If the indifference curve is
flat, then the mrs must be zero. In M-Note 5.8 we show why this must be
true. In the right panel you can see that as Bridget’s fishing time increases
from eight to 16 hours, Abdul’s fishing time declines from 13 to 11 hours.
He identifies his best-response hours of fishing by finding the point on his
best-response function that corresponds to the number of hours Bridget
fishes.
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M-NOTE 5.8 Why is the best-response function made up of points
where the indifference curves are flat?

Abdul’s utility function defined over his and Bridget’s hours of fishing is
uA(hA,hB). To find the slope of his indifference curves in (hA,hB) space, we
proceed as we did in M-Note 3.2. We totally differentiate his utility function
and set the result equal to zero:

duA = uAhAdh
A +uAhBdh

B = 0

dhB

dhA
=

−uAhA
uAhB

which, using Equations 5.15 and 5.16, becomes:

−uAhA
uAhB

= −(α−βhB − (1+ 2β)hA)
−βhA (5.23)

or, multiplying by −1−1 =
α−βhB − (1+ 2β)hA

βhA
(5.24)

The numerator of this expression is the marginal effect on Abdul’s utility of
fishing more, which for modest amounts of fishing time is positive. This is why
the indifference curve slopes upwards when he is fishing six or eight hours in
Figure 5.10.
Abdul’s best-response function gives the values of hA and hB for which the

derivative of Abdul’s utility with respect to his fishing time is equal to zero or:

uAhA = α−βh
B − (1+ 2β)hA = 0

If uAhA = 0, then the numerator of Equations 5.25 and 5.23 is zero, so the slope
of the indifference curve is equal to zero, which means that it is flat.

CHECKPOINT 5.6 The marginal rate of substitution In Figure 5.10, sup-
pose B is fishing 8 hours. Explain why, starting from a small number of A’s
fishing hours, as A increases his hours, his utility first increases and then
decreases. Why is his indifference curve horizontal at point j?

Fallback positions and the Pareto-improving lens
We have said that rules of the game other than symmetrical interaction will
lead to different Nash equilibrium allocations. As long as the interaction
between the two is voluntary—there are no “offers you cannot refuse”—we
can limit the possible outcomes by thinking about the alternatives that the
twowould have, should they decide not to fish at all. Any allocation in which
they both fish and that makes either of them (or both) worse off than how
they would do if they did not fish at all will not occur for the simple reason
that they will not fish if they could do better by not.
Recall that if they do not fish at all, they both have a fallback option yield-

ing them a utility uz = yz. This is their fallback position (like the allocation
z in the Edgeworth box of the previous chapter). But they only receive
their fallback if they do not fish, so the opportunity cost of fishing—what
they cannot have if they fish—is yz. In Figure 5.11 we show both Abdul’s and
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Figure 5.11 Abdul’s indifference curves and Bridget’s indifference curves
showing their fallback levels of utility (their participation constraints), uAz and
uBz . At their fallback positions, they are not fishing at all and have their fallback
utility uz = u2 = yz = 112.
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Bridget’s indifferencemaps. We see from the numbering of the utility labels
on the curves that Bridget’s indifference curves give greater values the
closer they are to the vertical axis (as Abdul’s did with the horizontal axis).
For each of them, one of their indifference curves is particularly impor-

tant: it is labeled uAz and uBz . These two curves show all of the allocations
(hA,hB) that yield, for Abdul and Bridget respectively a level of utility equal to
the utility of their fallback position namely uz = yz. This is the participation
constraint for each of them: they will not participate in fishing unless they
can do at least this well. Any point between these indifference curves is a
Pareto improvement over their fallback position: in the Pareto-improving
yellow-shaded lens both are better off than their fallback option.

The Pareto-efficient curve
There is another important curve in Figure 5.11: the purple solid and dashed
Pareto-efficient curve. We know that Pareto efficiency requires that the
fishermen’s indifference curves be tangent, that is, for their marginal rates
of substitution to equal. You can see two of these tangencies in the interior
of the Pareto-improving lens. The other tangencies defining the Pareto-
efficient curve are not shown. The Pareto-efficient curve is made up of all
points representing allocations that satisfy the mrsA =mrsB rule:



OUP CORRECTED PROOF – FINAL, 11/9/2021, SPi

A Pareto-Inefficient Nash Equilibrium 243

mrsA =
uA
hA

uA
hB

=
uB
hA

uB
hB

=mrsB (5.25)

The figure clarifies the difference between Pareto improvements and
Pareto efficiency:

• The points on the purple Pareto-efficient curve that are indicated by a
dashed line outside the yellow Pareto-improving lens are Pareto efficient
but not Pareto improvements over the fallback no fishing option.

• The points in the yellow Pareto-improving lens that are not on the purple
Pareto-efficient curve are Pareto improvements over the no-fishing option
but not Pareto efficient.

CHECKPOINT 5.7 Understanding the parameters

a. Draw the lens of Pareto improvements over the no-fishing option, if the
fallback option of both improved to uz = 144.

b. Do the same if Abdul’s fallback option improved (to 144) but Bridget’s
remained unchanged.

5.8 A PARETO-INEFFICIENT NASH EQUILIBRIUM
We return now to the symmetrical interaction between Bridget and Abdul,
in which the Nash equilibrium is the allocation at the intersection of their
best-response functions. And we ask: Is that allocation Pareto efficient?
To answer, we combine two figures we have already introduced: Figure

5.11 showing the two fishermen’s indifference curves and Figure 5.8 showing
their best-response functions. The combination of these figures results in
Figure 5.12.
Figure 5.12 shows that the Nash Equilibrium is not Pareto efficient: at the

Nash allocation (point n) the indifference curves of the two intersect rather
than being tangent. So allocation n cannot be Pareto efficient.

! reminder To understand
Figure 5.12 it will help to
remember that for Abdul
down is better (his
indifference curves have
higher utility the lower they
are) because the less Bridget
fishes the better it is for him.
Similarly, Bridget is better off
on the indifference curves
further to the left.

How do we know that their indifference curves cannot be tangent at that
point that is, how do we know that

mrsA =
uA
hA

uA
hB

≠
uB
hA

uB
hB

=mrsB (5.26)

The answer is that the Nash equilibrium is a point on both best-response
functions, defined by uB

hB
= 0 for Bridget’s best response and uA

hA
= 0 for

Abdul’s best response. At their best responses each fisherman adjusts their
own fishing time to maximize utility so that these two terms will be zero. If
we substitute the zeroes for the marginal utilities in Equation 5.25, we find
the following:
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Figure 5.12 The Nash equilibrium and the Pareto-improving lens. The
Pareto-improving fishing times (in which both fish less) are in the pale-yellow
lens. Notice that Abdul’s indifference curve at the Nash equilibrium is flat, and
Bridget’s at the same point is vertical (their marginal rates of substitution are not
equal). This being the case there must be a Pareto-improving lens and the Nash
equilibrium cannot be Pareto efficient.
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• the first expression is now zero divided by uA
hB

so the slope of Abdul’s
indifference curve is zero; it is flat (as in Figure 5.12, and as we show in
M-Note 5.8); and

• the second expression is now uB
hA
divided by zero, so the slope of Bridget’s

indifference curve is infinite; it is vertical (as in Figure 5.12 too).

A flat line cannot be tangent to a vertical line, so the condition for Pareto
efficiency is violated and the Nash equilibrium is not Pareto efficient.

A view from a Pareto-inefficient status quo Nash equilibrium
We now imagine Abdul and Bridget, fishing 12 hours each as indicated by
the Pareto-inefficient Nash equilibrium. They realize they could both do
better. And they consider the options. Each fishermanmight propose some
different allocation. To agree on an alternative level of fishing, the proposal
would have to implement a Pareto improvement. The Pareto improvement
would need to be over the Nash equilibrium, not over their no-fishing
fallback option. Remember that the Nash equilibrium is already better than
their fallback positions.
With allocation n the new fallback for the agreement, we now have a new

yellow-shaded Pareto-improving lens. There are two things to notice about
Pareto improvements over the Nash allocation:
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• both fishermen spend less time fishing and both are better off (have higher
utility than at the Nash equilibrium); and

• the new Pareto-improving lens is much smaller than the lens of Pareto
improvements over the no-fishing fallback option.

The reasonwhy there exist allocations that are Pareto improvements over
the Nash is as follows.

• Reason 1: each of them would benefit a lot if the other were to fish less;
and

• Reason 2: at the Nash equilibrium each of them would experience very
little lost utility by themselves fishing a little less.

Reason 1 concerns each fishermen’s marginal utility with respect to the
other’s hours of fishing, which is negative in both cases because each
fisherman’s fishing time reduces the other’s productivity.
Concerning Reason 2, suppose that, at the Nash equilibrium level of the

fishing times, Bridget decided she would try to bribe Abdul to fish less. How
much would she have to give him to fish a tiny bit less? The answer is
“almost nothing” because at the Nash equilibrium, changes in his fishing
time have no effect on his utility. The reason is that the marginal benefits
of fishing a little more equal the marginal costs of fishing a little more (that
is how he chose that level of fishing to do).
So Abdul’s fishing a little lesswould notmattermuch to Abdul but it would

definitely benefit Bridget. A similar result is true for Bridget: Abdul could
bribe her to fish a little less for a tiny portion of his fish. This being the case
if they both could agree to fish less (and just forget about the bribes) they
would both be better off.
The conclusion is that Bridget and Abdul need not lament their sorry

condition at the Nash equilibrium. If a deal can be enforced—an agreement
to limit fishing, maybe along with a bribe—there’s a deal to be made that
benefits them both.
We turn now to considering changes in the rules of the game that might

reduce fishing times, keeping in mind that we are thinking about not just
two people, but an entire community of people—perhaps the entire world’s
population if we are considering coordination problems such as climate
change or the spread of epidemic diseases.

M-NOTE 5.9 The Nash equilibrium cannot be Pareto efficient

To show that the Nash equilibrium is not Pareto efficient we ask: if they could
agree each to fish an arbitrarily small amount less, then would they both be
better off? If the answer is “yes,” then the Nash equilibrium cannot be Pareto
efficient. We know that uAhB < 0 and uBhA < 0, so each would be better off if
the other fished less. We also know that uAhA = 0 and uBhB = 0 because these

continued
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equalities define Bridget’s and Abdul’s best-response functions, and the Nash
equilibrium they are trying to improve on is a pair of strategies each of which
is a best response to the other.
So for any change dhA and dhB, representing an agreement to change their

fishing time, we can evaluate the change in each utility associated with change
in the fishing times of each.

duA = uAhAdh
A +uAhBdh

B

duB = uBhAdh
A +uBhBdh

B

Eliminating the terms equal to zero in the expressions above, namely those
involving uAhA and uBhB we have:

duA = uAhBdh
B < 0

duB = uBhAdh
A < 0

or, rearranging

duA

dhB
= uAhB < 0

duB

dhA
= uBhA < 0

Both expressions are negative: the utility of each would be enhanced by
an agreement to fish a little less. The Nash equilibrium allocation of fishing
times is not Pareto efficient.

CHECKPOINT 5.8 Pareto efficiency Explain why the Nash equilibrium
level of fishing hours is not Pareto efficient.

5.9 A BENCHMARK SOCIALLY OPTIMAL
ALLOCATION
To provide a benchmark or standard against which we might evaluate the
various rules of the game thatmight improve on the Nash equilibrium of the
symmetric interaction above, we will reintroduce the Impartial Spectator,
who we relied on for the same purpose in Chapter 4. The Impartial Specta-

! reminder In Chapter 4, we
gave the Impartial Spectator
Cobb-Douglas preferences
over the two players’ utilities.
Here we have the Impartial
Spectator sum the utilities of
the two fishermen, as the
Impartial Spectator did in
Chapter 3.

tor wishes to determine fishing time and distribute fish so as to maximize
a social welfare function, which, because she values the utilities of the two
equally, is just the sum of the utilities of the two:

Total social welfare = Abdul’s utility+Bridget’s utility
W = uA(hA,hB) +uB(hA,hB) (5.27)

She knows that the solution to this problem must be Pareto efficient,
because if it were not, then one of the two could bemade better off without
worsening the condition of the other, so this could not be the optimum
for the Impartial Observer, who values the well-being of both. This means
that the socially optimal allocation must be somewhere along the Pareto-
efficient curve in Figure 5.12. But where?
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A socially optimal allocation
To answer the question, we transform the view of the problem in Figure
5.12, where the space in the figure is defined for hours of fishing, into a
new graph, Figure 5.13, which presents the same information in terms of
the utilities of the two. The Pareto-efficient curve in Figure 5.12 appears in
Figure 5.13 as the dark-green curve that is the utility possibilities frontier.

! reminder This is exactly
what the Impartial Spectator
did in the previous chapter,
for example, Figure 4.5.

The negative of its slope is the marginal rate of transformation of Bridget’s
utility into Abdul’s utility. This provides the answer to the question: Along
the utility possibilities frontier, how much does Bridget’s utility have to fall
in order for Abdul’s to increase by one unit?

Figure 5.13 Feasible utilities, the utility possibilities frontier, and the Impartial
Spectator’s iso-social welfare indifference curves. Here we show the utility
possibilities frontier and feasible utilities for the Impartial Spectator. All points on
the frontier are Pareto efficient. The points above and to the right of the
fishermen’s participation constraints constitute the bargaining set, that is the
outcomes that are Pareto superior to their fallback options, uAz = uBz = 112. The
Impartial Spectator’s iso-social welfare indifference curves show her equal
valuation of the utility of the two and the negative of the slope of her iso-social
welfare curves is her marginal rate of substitution. The slope of her iso-social
welfare curves is −1 indicating that she values the two utilities equally. The
negative of the slope of the utility possibilities frontier is the marginal rate of
transformation of Bridget’s utility into Abdul’s. That is, it is the opportunity cost of
Abdul having more utility in terms of the utility that Bridget forgoes as a result.
The Impartial Spectator will therefore choose point i where mrs =mrt to
maximize social welfare given the constraint of the utility possibilities frontier.
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When Bridget has almost all of the feasible utility then it does not “cost”
Bridget much for Abdul to have a little more (the frontier is not very steep);
but the marginal rate of transformation rises (the curve steepens) as Abdul
gains more utility. The reason is that when Bridget has most of the utility,
she is working long hours (almost 15) and incurring a substantial disutility
of working time as a result. Taking account of both her reduced disutility
and her smaller catch, fishing a little less would not reduce her utility much.
But for Abdul fishing a littlemorewould substantially increase his utility. So
whenBridget is doingmost of the fishing (and gainingmost of the utility) the
opportunity cost of increasing Abdul’s utility (in terms of Bridget’s forgone
utility) is small.
The Impartial Spectator’s values are expressed by her indifference curves

(the blue lines), their slopes, the negative of her marginal rate of substitu-
tion, are a constant, namely −1, because she values the utility of the two
equally.
The point z represents the fallback utilities of the two (namely 112), and

the yellow-shaded area is the set of feasible Pareto improvements over
this fallback position. You can see that the Impartial Spectator’s social
optimum point, i, is found where the highest feasible Impartial Spectator’s
indifference curve is tangent to the utility possibilities frontier (the frontier
of the feasible set). So this is another case of the mrs =mrt rule, but now
for the Impartial Spectator, rather than Abdul or Bridget.

Rules that implement the social optimum
We know that acting on the basis of their best-response functions Abdul
and Bridget overexploit the resource. They could both do better if they
adopted a different rule for deciding how much to fish. Before turning
to institutions that might implement such a new rule for their decisions,
let’s think about a rule that would exactly implement point i in the figure.
The Impartial Spectator reminds the two fishermen that the coordination
failure occurring at the Nash equilibrium occurs because when they chose
their fishing time they did not take account of the external costs that their
fishing imposed on the other fisherman. Rules that would avert (or lessen)
this coordination failure will get each of them to internalize these costs.
To find the optimum, point i in Figure 5.13, the Impartial Spectator

proposes the following rules that, if followed, will maximize her social
welfare function (Equation 5.27). We show in M-Note 5.10 how these are
derived.

hA = α− 2βhA − 2βhB (5.28)

hB = α− 2βhA − 2βhB

Focusing on the equation for Abdul, the socially optimal condition looks
very similar to Abdul’s best-response function when he was maximizing his
own utility, except for one big difference. We show Abdul’s best-response
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function again below as his own utilitymaximizing condition, Equation 5.29:

Marginal private costs =Marginal private benefits

A’s own u-maximizing condition hA = α− 2βhA −βhB (5.29)

Comparing Equations 5.28 and 5.29 we can find the following:

Marginal social costs =Marginal private benefits

A’s social optimality condition hA +βhB = α− 2βhA −βhB (5.30)

we see that the difference is that there is an extra −βhB in the socially
optimal condition (Equation 5.28). This is the negative external effect of
Abdul’s fishing on Bridget’s utility. In Equation 5.30 we have moved the
βhB term to the left-hand side of the equation, adding it to the marginal
private cost of fishing more (namely the disutility of hours of fishing, hA).
Together, these are themarginal social cost. So Equation 5.30, the condition
for Abdul’s fishing time to implement a social optimum, says the following:

marginal private cost+marginal external cost =marginal private benefit

The left-hand side is called the marginal social cost. The private cost
(marginal or average) is the cost that the decision maker bears as a result
of some action that he or she takes. The social cost is the private cost plus
any costs imposed on others as negative external effects. The Impartial

! reminder In Chapter 1
(section 1.16), we showed how
making a defector in the
Prisoners’ Dilemma game
responsible for paying for the
harm they inflict on a
cooperator internalizes these
external effects and replaces
the Pareto-inefficient
dominant strategy equilibrium
with a Pareto-efficient
outcome.

M-CHECK There is a simple
way to calculate the socially
optimal hours. Using the fact
that they are identical, their
socially optimal hours will
also be the same. So,
dropping the superscripts in
Equation 5.30, we have:
h = α− 4βh h+ 4βh = α And
therefore: h = α

1+4β
as shown

in Equations 5.31 and 5.32.

Spectator’s rule causes Abdul to act as if he is taking account of this
cost—treating the costs he imposes on Bridget no differently than his own
disutility of labor—when deciding on how much to fish.
Imposing the same condition on Bridget, the Impartial Spectator provides

a rule where each fisherman internalizes the negative external effect of their
hours of fishing on the other. As a result, we arrive at the levels of socially
optimal fishing time for Abdul and Bridget, denoted by as hAi and hBi :

Abdul’s socially optimal fishing time∶ hAi = α
1+ 4β (5.31)

Bridget’s socially optimal fishing time∶ hBi =
α

1+ 4β (5.32)

Because β > 0, we see that each of the player’s Nash equilibrium levels of
fishing time are higher than the socially optimal levels:

PRIVATE COST The private cost (marginal or average) is the cost that the
decision maker bears as a result of some action that he or she takes.

SOCIAL COST The social cost is the private cost that the decision maker bears
plus any costs imposed on others as negative external effects.
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hAN = hBN = α
1+3β > α

1+ 4β = hAi = hBi (5.33)

These socially optimal levels of fishing time correspond to point i (for
impartial) in Figure 5.12 where Abdul and Bridget have the same fishing time
(ten hours) and the same level of utility.
The job description of the Impartial Spectator is not to figure out how

this optimal allocation might be implemented. We leave that to a second
(also imaginary) person who we will introduce in the next section.

M-NOTE 5.10 The Impartial Spectator’s choice

We know that the Impartial Spectator has the following social welfare func-
tion, and we can substitute the fishermen’s utility functions intoW as follows:

Total Social Welfare = Abdul’s Utility+Bridget’s Utility
W = uA +uB

= hA (α−β(hA +hB) +hB(α−β(hA +hB)) − 1
2
(hB)2 − 1

2
(hA)2

= αhA +αhB − 2βhAhB −β(hA)2 −β(hB)2 1
2
(hA)2 − 1

2
(hB)2 (5.34)

Next, we need to find the social welfare maximum, or optimal social welfare,
for the Impartial Spectator. To do this, we partially differentiateWwith respect
to the hours of fishing of each fisherman, hA and hB, as follows to find the
first-order conditions for the social welfare optimum:

WhA =
𝜕W
𝜕hA = α− 2βhB − 2βhA −hA = 0

hA = α−βhB −βhB
1+ 2β (5.35)

WhB =
𝜕W
𝜕hB = α− 2βhA − 2βhB −hB = 0

hB = α−βhA −βhA
1+ 2β (5.36)

Notice that Equations 5.35 and 5.36 look similar to the best-response functions
we found previously, but that each incorporates an additional −βhB for
Abdul in the numerator of Equation 5.35 and −βhA for Bridget as shown in
the numerator of Equation 5.36. These terms correspond to the cost of the
external effect that each fisherman imposes on the other.

M-NOTE 5.11 Numerical choice of the Impartial Spectator

We substitute each fisherman’s utility function (Equations 5.8 and 5.9) into the
social welfare function and use the parameter values of α = 30 and β = 1

2
.

W = uA +uB

= hA (30− 1
2
(hB +hA))− 1

2
(hA)2 +hB (30− 1

2
(hA +hB))− 1

2
(hB)2

= 30hA +30hB −hAhB − (hA)2 − (hB)2 (5.37)

As in M-Note 5.10, the Impartial Spectator needs to determine how much each
person should work. To determine this, we differentiate the social welfare

continued
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function defined by Equation 5.37 with respect to the two hours of work:

WhA =
𝜕W
𝜕hA = 30−hB − 2hA

∴hA = 30−hB

2
= 15− 1

2
hB (5.38)

WhB =
𝜕W
𝜕hB = 30−hA − 2hB

∴hB = 30−hA

2
= 15− 1

2
hA (5.39)

We can solve for the Impartial Spectator’s choice of work hours for Abdul and
Bridget by substituting Equation 5.39 for hB into Equation 5.38. Following the
process of substitution as usual, we find:

hAi = 15− 1
2
(15− 1

2
hAi )

hAi = 15− 7.5+ 1
4
hAi

Collect terms 3
4
hAi = 7.5

Multiply by (4
3
)hAi = 4

3
(7.5) = 30

3
= 10

hAi = 10 = hBi

Each of them will work ten hours. At the allocation (hAi ,h
B
i ), each has a utility

of 150, which is higher than they had at the Nash equilibrium (i.e. 144) and the
total social welfare isWi = uAi +uBi = 150+ 150 = 300.

CHECKPOINT 5.9 Pareto-improvements Explain why the allocations in
the yellow ellipse in Figure 5.12 are the same as those in the yellow-shaded
area in Figure 5.13.

Remedies: Preferences, power, and policy
Stories about two fictional people such as Abdul and Bridget and their
textbook lake are light years away from real fishermen in Point Judith, US or
Port Lincoln, Australia. John Sorlien, the lobsterman who we quoted at the
start of the chapter, is in competition not with a single other fisherman,
but with hundreds. Unlike Abdul and Bridget (as you have known them
so far), real-world fishermen and lobstermen do sometimes cooperate to
pursue common objectives (Sorlien headed the Rhode Island Lobstermen’s
Association).
A friendly conversation and a handshakemight be enough for Bridget and

Abdul. But howmight such an agreement be arrived at, and howmight it be
enforced in Rhode Island or South Australia? An even greater challenge is
how to design and enforce similar agreements—for example to burn less
carbon in order to mitigate climate change—that span not thousands of
actors but billions living under the jurisdiction of hundreds of independent
governments.
But the parable of Abdul and Bridget has provided an important insight

that has illuminated the basic source of coordination failures: the negative
effect of their own fishing on the other person (uA

hB
and uB

hA
, that is) is not
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part of the utility-maximizing process by which each chooses how much
to fish.
Addressing these external effects is where institutions come in, meaning

changes in the rules of the game. There are three basic approacheswhether
the common property resource that is being overexploited be fish stocks
in a lake or the limited carbon emissions carrying capacity of the earth’s
atmosphere.

HISTORY In 1968, Garrett
Hardin wrote that “freedom in
the commons means ruin to
all” and as a result he
advocated—“mutual coercion
mutually agreed upon.” But
Hardin’s pessimism
overlooked the many
non-coercive ways that local
communities have prevented
the tragedy.3

• Regulation of the exploitation of the resource by a government.

• Private ownership of the resource so that private incentives will deter
overexploitation.

• Management of the resource through local interactions among the
resource users.

These three approaches are sometimes referred to as states (meaning
governments), markets, and communities, or similar terms.4 In Chapter 16
we return to these three approaches and the different ways that each may
contribute to a well-organized society.

5.10 GOVERNMENT POLICIES: REGULATION AND
TAXATION
To underline the fact that we are not modeling actual governments but
instead an ideal of what well-informed public officials seeking to imple-
ment better allocations might do, we will introduce a second hypothetical
character, the Mechanism Designer. He is tasked with finding policies to
implement outcomes that would be recommended by the Impartial Spec-
tator according to her values of efficiency and fairness. He is an economist,
with an engineeringmentality; she is a philosopher and her job is to identify
good, better, or best outcomes.
The Mechanism Designer’s job then is to implement the best that can be

done. The Mechanism Designer is the main character in Chapter 16 which
is about public policy. You can think about him as an economist advising a
government about how to design and implement its policies.

✓ FACT CHECK In response
to the rapid depletion of fish
stocks in 1992 the Canadian
government simply banned
fishing for cod in the Grand
Banks region of the North
Atlantic. Stocks have been
slowly recovering since then.5

A government has many options to address coordination failures such
as common property resource overexploitation, including educating the
public about the costs and promoting basic research to find ways of making
the resource more sustainable. But we focus on just two, both relying on a
government’s capacity to enforce compliance with its policies:

• Fiat: Governments can order the implementation of an allocation—for
example, reduced fishing—that they or the voters who elected them
prefer. A fiat is an order.

• Taxation: Governments regularly implement taxes as incentives: taxes
make activities more costly and can therefore discourage these activities,
while still allowing each person or firm to choose howmuchof the activity
to engage in given the increased costs.
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Fiat power
With respect to fiat, the government, if it knew all the relevant information,
could select hA = hAi and hB = hBi to maximize total utility. The government
might implement this outcome by direct regulation, simply issuing a fishing
permit allowing each fisherman a certain number of hours. Any deviation
from the permitted hours would result in revocation of the permit and the
fishermen would have to revert to their no-fishing fallback positions.
Point i in Figure 5.12 is the Impartial Spectator’s efficient fishing time

allocation that corresponds to what the government would choose. Assum-
ing the government had no reason to favor one fisherman over the other
from the standpoint of fairness, a Pareto-efficient and equal distribution of
fishing times would be the fiat allocation.

Optimal taxes: Internalizing external effects
Rather than implementing the efficient fishing time plan by fiat, however,
the government might want to let the fishermen each decide how much
to fish, but change their incentives in order to address the coordination
failure. The government would levy what is called a Pigouvian tax on fishing
designed to eliminate the discrepancy between the social and private
marginal costs and benefits of fishing.
The problem for the government is to select a tax rate on fishing time

that as an intended byproduct will motivate the fishers to implement an
allocation that maximizes total utility while at the same time maximizing
their own utility. This means bringing the fishermen’s private incentives
(the utility function that each maximizes) into alignment with the condi-
tions laid out by the Impartial Spectator.

HISTORY Imposing taxes on
particular behaviors which
the government wants to
discourage because they
impose negative external
effects on others—over-
fishing, smoking—the
government is taking an
approach pioneered by the
early twentieth-century
economists Alfred Marshall
(1842–1924) and A. C. Pigou
(pee-GOO) (1877–1959). In
recognition of his contribution
to the field of what is called
welfare economics, these are
sometimes called Pigouvian
taxes.

The problem can be posed thisway: find the tax rate thatwould transform
the utility functions of the two fishermen so that their individual best-
response functions are identical to those implied by the problem solved by
the Impartial Spectator: maximizing total utility and internalizing the costs
of the negative external effects.
To internalize the cost means to require each of them to pay (in taxes)

for the reduction in the catch of the other that their additional fishing time
imposes. We know that each additional hour that Bridget fishes means that
Abdul catches βhA pounds less of fish. So to get Bridget to take account of
this negative external effect, she must be taxed at a rate of βhA for every
hour she fishes.

❯ EXAMPLE The “golden
rule” is a common ethical
principle that people should
treat each other as they
themselves would like to be
treated. A Pigouvian tax is
designed to accomplish the
same result by imposing on
each decision maker the costs
that their decisions impose
on others.

Bridget’s socially optimal tax rate depends on Abdul’s fishing time
because the external effect of Bridget’s fishing on Abdul’s well-being
depends on howmuch Abdul fishes. If Abdul is not fishing at all, for example,
there is no need to tax Bridget’s fishing, because it has no external effect.
The tax that induces the fishermen to choose the socially optimal levels

of fishing time is just equal to the negative external effect they impose on
others at the Pareto-efficient levels of fishing time. Such a tax is a change in
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the rules of the game that has the effect of internalizing the external effect
that is the cause of the coordination problem. The tax is an indirect form
of coordination: the fishermen as citizens elect a government which they
delegate to impose on them a set of incentives to overcome the overfishing
problem.

M-NOTE 5.12 The best-response function of fishing with taxes

Equation 5.40 shows Bridget’s utility function when her fishing time is taxed
at the rate of τ per hour fished:

uB(hA,hB,τ) = hB(α−β(hA +hB)) − τhB − (hB)2
2

(5.40)

To obtain Bridget’s best-response function conditional on the tax rate and
Abdul’s fishing time, we differentiate Equation 5.40 and set the result equal
to zero:

𝜕uB
𝜕hB = uBhB = α−βh

A − 2βhB − τ−hB = 0

We can rearrange this first-order condition to say that (on the left-hand side
of the equation below) the marginal benefits of fishing more (in fish caught)
must be equal to (on the right-hand side) the marginal costs including the
disutility of additional fishing time plus the taxes incurred by fishing more:

α−βhA − 2βhB = τ+hB

Re-arranging this to isolate hB we have:

(1+ 2β)hB = α− τ−βhA

hB(hA,τ) = α− τ−βhA
1+ 2β (5.41)

M-NOTE 5.13 Implementing the Impartial Spectator’s choice

We know from M-Note 5.10 that the first-order condition for Bridget’s fishing
time in the social optimum allocation proposed by the Impartial Spectator is:

hB = α−βhA −βhA
1+ 2β (5.42)

The Mechanism Designer’s job is to find the tax rate per hour of Bridget’s
fishing time that will induce her to act as if that were her private (self-
regarding) first-order condition too. We know from M-Note 5.12 that Bridget’s
best-response function, including taking account of the tax, is the following:

hB(hA,τ) = α− τ−βhA
1+ 2β (5.43)

The question that the Mechanism Designer must now solve is: what is the
level of the tax rate τ that will make Equation 5.43 look like Equation 5.42
so that Bridget’s private incentives will lead her to implement the Impartial
Spectator’s social optimum?
Comparing the two equations you can see that setting the tax rate that

Bridget pays τB = βhA will make the two equations identical. So that is the
continued
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optimal tax rate. The tax rate for Abdul would, by the same reasoning, be
τA = βhB.
Then we can calculate the tax rate that Bridget pays at the Nash equilibrium.

Because we know that the optimal tax implements the social optimum
recommended by the Impartial Spectator, we substitute the value for hAi into
the expression for the tax rate so we have, τ = βhAi or

Bridget’s tax rate τ = βhAi
Abdul’s hours worked (Nash) hAi = α

1+ 4β

Bridget’s tax rate (Nash) τ = αβ
1+ 4β

CHECKPOINT 5.10 External effects and taxes What does “internalize the
external effect” of one’s fishing timemean. How does the tax on fishing time
accomplish this?

5.11 PRIVATE OWNERSHIP: PERMITS AND
EMPLOYMENT
But government policies are not the only change in the rules of the game
that might address the overfishing coordination problem. Suppose that the
property rights over the lake are changed such that the lake is no longer
a common pool resource, but is privately owned. As a result, the lake is no
longer non-excludable; now, as a resource that is both excludable and rival,
it is a private good.The personwho owns the lake, say Bridget, could exclude
Abdul entirely (remember that is what private property means). But as an
owner she now has bargaining power over Abdul, and may be able to do
better by letting him fish under conditions favorable to her.
How do these new rules of the game change the Nash equilibrium?

• Permits: Bridget might sell Abdul a fishing permit allowing him to catch
not more than a given amount of fish, setting the highest possible fee for
the permit consistent with Abdul being willing to fish under those terms.

• Employment: Bridget might offer Abdul an employment contract under
which Abdul would fish a given amount of time; the fish caught by Abdul
would be Bridget’s. Abdul’s compensation would be a wage (paid in the
fish caught by the two of them) which would be sufficient to offset the
disutility of Abdul’s fishing time and the opportunity cost of his fishing
(and therefore to satisfy Abdul’s participation constraint).

In both cases the bargaining power she has as the owner of the lake allows
Bridget to make take-it-or-leave-it offers. Abdul’s only choice is to accept
or reject.

PERMIT A permit allows a firm or person to engage in an activity: it gives
permission.
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Selling permits to fish
To understand what Bridget will do as the owner of the lake, let us return
to her utility function:

Bridget’s utility uB(hA,hB) = yB − 1
2
(hB)2 (5.44)

In Equation 5.44, when Bridget was one of the two fishermen and could
not charge anyone to access the lake, her production of fish limited her
consumption of fish (yB). She ate what she caught, and no more.
Now, though, as she will be charging Abdul to access the lake, she can

! reminder While a single
owner will take account of the
costs of overfishing and
restrict fishing accordingly,
the owner may also be a
monopolist in selling the fish
to others, and will restrict
fishing even more than is
socially optimal, so as to
sustain a high price of fish. We
do not include the consumers
of fish other than the owner
and those fishing on the lake.
But we will include them when
we return to these effects of a
monopolist in Chapter 9.

consume more than she catches. So, we distinguish her catch of fish,
x(hA,hB), from her consumption of fish, yB. When she is the owner charging
a fee (paid in fish) to Abdul for her permission that he fish in the lake, her
consumption of fish equals her own catch plus the fee she charges, F. Her
utility therefore becomes:

Owner’s (B’s) utility uB(hA,hB,F) =

Bridget’s
catch

⏞⎴⏞⎴⏞x(hA,hB) + F⏟⎵⎵⎵⏟⎵⎵⎵⏟
yB , Bridget’s
consumption

−

Bridget’s
disutility

⏞⎴⏞⎴⏞1
2
(hB)2 (5.45)

Equation 5.45 tells us that Bridget, as the owner, now has three variables
to determine not just one (her own fishing time) as she had when she
interacted with Abdul in the symmetric game:

• Her own fishing time, hB.

• Abdul’s fishing time, hA.

• The cost F to Abdul of the permit allowing him to fish hA hours.

Bridget, being self-regarding, will want to know: “what is the largest fee
that I can charge Abdul?” Remember Abdul has the option of not fishing at
all, that is, taking his fallback option with associated utility uAz = yz. Agreeing
to fish in Bridget’s lakemeans foregoing the fallback option, so uAz = yz is the
opportunity cost of fishing.
This is Abdul’s participation constraint, limiting how much Bridget can

charge for the permit: the fee plus the opportunity cost of fishing cannot
be larger than Abdul’s utility from fishing, uA(hA,hB):

Abdul’s utility from fishing ≥ Permit fee + Foregone fallback

Abdul’s participation constraint uA(hA,hB) ≥ F+ yz (5.46)

Because Bridget would never consider charging Abdul less than she
could, we can assume that Equation 5.46 will be satisfied as an equality and
so (rearranging the equation) we have:

Abdul’s participation constraint (PC) F = uA(hA,hB) − yz (5.47)
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Bridget’s constrained optimization problem is now to vary F, hA, and hB

to maximize her utility from fishing plus the fee she charges Abdul, or:

Maximize: uB(hA,hB,F) = xB(hA,hB) + F− 1
2
(hB)2 (5.48)

subject to Abdul’s participation constraint (Equation 5.47). This means that
we can use Equation 5.47 to replace the F in Equation 5.48, so that now
Bridget’s objective is to choose hA and hB to:

Maximize: uB(hA,hB) = xB(hA,hB) − 1
2
(hB)2 +uA(hA,hB) − yz (5.49)

Once we have found the hA and hB that maximize Equation 5.49, we can
insert those values of hA and hB into Equation 5.47 to determine F, the cost
of the permit to charge Abdul.
What will these new values of (hA,hB) be? We will find that, maybe

surprisingly at first, they are just the same as the values introduced by the
Mechanism Designer tasked with implementing the Impartial Spectator’s
social optimum.
Looking carefully at Equation 5.49 we see that the first term is her own

utility if no fee is paid and the second is Abdul’s utility if no fee is paid. So far
this is the same quantity that the Impartial Spectator maximized, namely
the sum of the utilities of the two, except that now yz is subtracted. But
because yz is a constant (112 pounds of fish in our numerical examples) the
solution of these two optimizing problems—the values of hA and hB chosen—
must be the same.
This means when Bridget is the owner the hours worked, hAi and hBi will

be equal, ten hours each in our numerical example—but the levels of utility
realized will be maximally unequal. Abdul will get exactly 112, his fallback
position, and Bridget will get 188 as shown by point b in Figure 5.14.
Because the allocation was determined by Bridget maximizing her utility

subject to a constraint on Abdul’s level of utility (that is the participation
constraint) it has to be Pareto efficient, by definition. In fact, she imple-
ments exactly the level of fishing by the two that would be socially optimal
in the absence of the fee.
To see this, imagine that Bridget as the owner had implemented a plan in

which she reduced Abdul’s work hours and increased her own so that she
would obtain an allocation on the utility possibilities frontier at point b′.
She can do better than this if she implements the socially optimal number
of hours (hAi = hBi = 10) at point i and then requires Abdul to pay her for the
right to fish. Then the total rents available are 300. She will charge a fee
such that Abdul will receive just a bitmore than his fallback, uAz = 112 and she
will get 300− 112 = 188. The payment of the fee corresponds to a movement
along the blue line with slope = −1 from point i to point b. The blue line
therefore indicates movements from point i to alternative feasible trades
when the fishermen are able to trade fish between them as payments.
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Figure 5.14 Payments in fish takes the fishermen to allocations outside of the
original feasible set. The blue line with slope −1 shows the allocations of utility
that are possible if the two fish at the socially optimal times indicated by point i
followed by a transfer of fish from one to the other. The slope is −1 because the
opportunity cost of, say Bridget having a kg more fish, is that Abdul has one kg
less. If Bridget as the owner implemented a plan in which she reduced Abdul’s
work hours and increased her own, she would obtain an allocation on the utility
possibilities frontier at point b′ . However, if she implements the optimal number
of hours (hAi = hBi = 10) at point i and has Abdul pay her for the right to fish with a
fee, then the total rents available are 300. She will charge a fee such that Abdul
will receive just a bit more than his fallback, uAz = 112 and she will get
300− 112 = 188. This corresponds to a movement along the blue line with slope
= −1 from point i to point b.
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The economic reason Bridget implements the socially optimal level of
fishing times—namely the times that maximize the total rents—follows
directly from the fact that Bridget knew in advance that by charging the
largest fee that would satisfy Abdul’s participation constraint she would
capture all of the feasible rents. Given that fact, she had every interest in
making the total rents as large as possible.
But why wouldn’t Bridget select hA = 0, and have exclusive access to the

lake? The reason is that the marginal cost of compensating Abdul’s fishing
time is very small when he is not fishing much, or at all. So it is to Bridget’s
advantage to let Abdul fish in the lake and pay her for the privilege, rather
than doing all the fishing herself.
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Employing others to fish
Instead of issuing a permit, Bridget might hire Abdul to work for her.
Employment differs from the permit system in that when Bridget employs
Abdul, she owns all of the fish caught by Abdul, but must devote some of
this to paying a wagew to Abdul that is sufficient to satisfy his participation
constraint.
From our reasoning in the permit case we know that the participation

constraint will be satisfied as an equality. This allows us to use the fact that
the total wage paid (w) must offset Abdul’s disutility of fishing time and the
opportunity cost of fishing (namely his fallback option, yz that he gives up
if he fishes) or:

Abdul’s PC as an employee w = (hA)2
2

+ yz (5.50)

Bridget then must choose w, hA, and hB to maximize her utility:

uB(hA,hB,w) = xA(hA,hB) + xB(hA,hB) − 1
2
(hB)2 −w

= A’s catch +B’s catch−B’s disutility−A’s wage

Then substituting Equation 5.50 for Abdul’s wage, what Bridget maximizes
when she employs Abdul is:

uB(hA,hB) = hB(α−β(hA +hB)) − (hB)2
2

+hA(α−β(hA +hB)) − (hA)2
2

− yz (5.51)

Equation 5.51 can be understood as follows:

• it is identical to what Bridget maximized in the permit case, namely
Equation 5.49 and

• identical to what the Impartial Spectator maximized, namely, Equation
5.27, minus the constant yz.

In both the permit and the employment cases, the outcome is Pareto
efficient, but Abdul gains an amount equal only to his disutility of fishing
time plus the opportunity cost of his fishing at all. The allocation proposed
by the Impartial Spectator and that implemented by Bridget as owner of
the lake does not differ in the fishing times of each, or the degree of
exploitation of the fishing stock. In this sense private ownership of the lake
has addressed the Pareto inefficiency of the overexploitation of the lake as
a common property resource.
The only difference is that in the private ownership case there is transfer

of rents (amounting to 88 pounds of fish in both cases) from the nonowner
to the owner:

• In the permit case the transfer took the form of the fee for the permit to
fish (F = 38) that Abdul paid to Bridget.
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• In the employment case the transfer occurred because Bridget owned all
of the fish that Abdul caught (200), 38 pounds of which she retained for
her own consumption after paying him the wage (w = 162), which, minus
his disutility of fishing of 50, equals his fallback utility of uz = 112.

This is a general feature of social coordination problems. When one actor
is sufficiently powerful to maximize their utility subject to the participation
constraint of other actors, then the powerful actor will maximize total
utility and get all of the economic rents.

CHECKPOINT 5.11 How private ownership can eliminate the coordina-
tion failure Explain how private ownership of the entire lake by Bridget
would both eliminate the over-fishing problem and result in a very unequal
distribution of the benefits of her interaction with Abdul.

5.12 COMMUNITY: REPEATED INTERACTIONS
AND ALTRUISM
Here and in previous chapters we have used two-person games to repre-
sent economic interactions among a very large number of people. But some
of our interactions really are with small numbers of people, for example, in
our neighborhoods, families, and workplaces, and even, in some cases, in
exploiting a local common property resource like a forest or fishery.
These small communities often address coordination problems in ways

not possible when the number of people interacting is very large. This is
possible because members of small communities:

• often have information about each other that is not available to govern-
ments or private owners who are not part of the community;

• interact repeatedly with each other so that there are opportunities to
retaliate against members who violate social norms or informal agree-
ments; and

• often care about each other, and these social preferences can reduce
conflicts of interest (as we saw in the previous chapter) and can provide
the basis for addressing coordination problems.

These characteristics of small communities give them capabilities in
solving coordination problems that are unavailable to purely government-
or market-based approaches. As we have seen in Chapter 2, public goods
experiments show that people are willing to punish fellow group members
whose behaviors violate norms, even when inflicting the punishment is
costly to the punisher.
Let’s see how a small community of fishing people—illustrated by Bridget

and Abdul—might address the overexploitation of the common property
resource.
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Repeated interactions
In Chapter 1 we showed how the Pareto-inferior (Defect, Defect) outcome
of a Prisoners’ Dilemma Game could be averted by a change in the rules
of the game requiring players to compensate others for the costs that
their actions (in this case defecting) imposed on others. The objective of
internalizing the external costs imposed on others was directly built into
the change in the rules of the game.
Here we accomplish the same thing in the same manner—internalizing

the external costs by changing the rules of the game—but here we do it by
expanding the set of strategies the players are able to use. We do this by
repeating the game over many periods.
In the one-shot games we have introduced so far the strategies available

to the players are limited: select some amount of fishing hours. One way
to make the game more realistic is to let the interaction be repeated
over possibly many periods with the same players. Then more complicated
strategies are possible, even if in every period there are just two actions
one can take, for example, fish ten hours or fish twelve hours. Importantly,
strategies can now be conditional on what the other player has done in
previous play.
One strategy might be to play the strategy that would implement the

social optimum (fish ten hours) in the first round and on the next and
successive rounds of the game, play whatever the other player played on
the previous round. This strategy is called “nice tit for tat”: nice because
it begins with a strategy that could be mutually optimal, but “tit for tat”
because it punishes the other player if she takes the overfishing option.
Consider a repeated game between Abdul and Bridget with the following

properties:

• Actions: In each period of the game, they may fish either ten hours, the
socially optimal amount or 12 hours, the overfishing level at the Nash
equilibrium of the symmetric game in which they do not coordinate in
any way.

• Duration of the game: After every period that the game is played, it is
continued with some probability 0 < P < 1.

• Payoffs: In each period the payoffs are given in panel (a) of Figure 5.15. The
cell entries are from the analysis of their interaction we have carried out
so far, with the parameters used in our numerical examples. Payoffs for
the game are the sum of payoffs for each period the game is played.

• Strategies. Each may choose either to Fish 12 Hours in every period of
the game (called “Defect”) or Fish 10 Hours in the first period of the
game and every subsequent period until the other plays Fish 12 Hours, in
which case Fish 12 Hours as long as the game lasts. This strategy is called
“Grim Trigger”: the term trigger is used because an act of defection by
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Figure 5.15 Repeated interactions can convert a one-shot Prisoners’ Dilemma
into an Assurance Game allowing for coordination on a socially optimal
allocation. Panel (a) is the payoff matrix for the one-shot (stage) game between
Bridget and Abdul, that is played once only. Inspection of the payoffs shows that it
is a Prisoners’ Dilemma. You can confirm using the method introduced in Chapter
1 that each player fishing 12 hours is a Nash equilibrium (the circles and dots
show that this is also a dominant strategy equilibrium). Panel (b) gives expected
payoffs for the game, if at the end of each period with probability P = 0.9 the
game is played again (with the same payoffs per period as shown in panel (a). In
this case the circles and dots indicate that the repeated game has two Nash
equilibria: the Nash equilibrium of the one-shot game with payoffs to each of
1,440, and the socially optimal allocation with payoffs of 1,500.
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the other sets off a punishing defection by the actor; it is grim because
the defections go on as long as the game lasts.

How will this repeated game be played? We will assume that both play-
ers are entirely self-regarding. You can see that the single-period payoff
matrix—called the stage game—has the structure of a Prisoners’ Dilemma.
The repeated game will continue following each period with probability P,
which for concreteness we set as P = 0.9. This means that the expected
duration of the game is 1

1−0.9
= 10 periods. If the game were played among

M-CHECK We show in the
appendix that the expected
duration of an interaction is
the inverse of the probability
that at the end of a period the
interaction will be terminated.

total strangers, it is unlikely that it would be repeated with such a high
probability. But if the two players are neighbors or coworkers they are very
likely to continue interacting.
The payoffs in the repeated game are derived as follows.

• Playing Defect against Defect: The expected payoff will be the payoff
(144) of the mutual defect option of the stage game times the expected
duration of the game (10 periods), or 1,440.
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• Playing Grim Trigger against Grim Trigger: The expected payoff will be
150 ( fishing 10 hours) times the expected duration of the game (10), or
1,500.the stage game payoff to

• Payoff to playing Grim Trigger against Defect: In the first period, the Grim
Trigger player fishes ten hours, while the defector fishes 12 hours, and so
receives 140 that period; and then he defects in the next period (should
it occur) and until the game ends. The probability that the second period
happens is P and if it does it can be expected to continue for ten more
periods, so the payoffs from period two to the end of the game are 0.9×
10× 144 or 1,296 which, adding the first period’s payoffs totals 1,436.

• Payoff to playing Defect against Grim Trigger: This is calculated exactly as
in the case immediately above. The defector gets 156 in the first period
and then themutual defect payoff as long as the game lasts, totaling 1,452.

Looking at panel (b) of Figure 5.15 you can see that mutual Defect is still a
Nash equilibrium in the repeated game: it is a best response to itself as the
circles and dots show.
But in this case the repeated game is not a Prisoners’ Dilemma: the best

response to Grim Trigger is not Defect, but Grim Trigger itself. You can
confirm using the circle and dot method introduced in Chapter 1 that each
player fishing 12 hours is aNash equilibrium (the circles-and-dots show that
this is also a dominant strategy equilibrium). Panel (b) gives expected pay-
offs for the game, if, at the end of each period, the game is played again with
probability P = 0.9 (with the same payoffs per period as shown in panel (a)).
In this case the circles and dots indicate that the repeated game has two

Nash equilibria: the Nash equilibrium of the one-shot game with payoffs to
each of 1,440, and the socially optimal allocation with payoffs 1,500. And so
if the two had decided to play Grim Trigger they would continue doing so
until the game ended, implementing the social optimum.
This means that what was a Prisoners’ Dilemma if played as a one-

shot game can become an Assurance Game when played repeatedly if
the game is repeated with a sufficiently high probability. Under these
conditions, entirely self-regarding actors acting independently andwithout
government regulation can avoid the Prisoners’ Dilemma.

Figure 5.16 Payoffs for the
one-shot Prisoners’ Dilemma
Game shown in Figure 5.15 (a)
repeated here to accompany
M-Note 5.14. For both players:
b > a > c > d.
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M-NOTE 5.14 Cooperation without agreements in a repeated game

The key to how game repetition converts a Prisoners’ Dilemma stage game
into an Assurance Game that can implement the socially optimal level of
fishing is that Defect should not be a best response to Grim Trigger. This
requires that the payoff to playing Defect against Grim Trigger should be less

continued
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than the payoff to playing Grim Trigger against itself, or (using the letters in
the payoff matrix of Figure 5.16):

b+ c( P
1−P

) < a
1−P

which, rearranged to isolate the P gives us:

P > b− a
b− c

This means that (in the one-shot game) the probability that the game will
be continued after each round must be greater than the payoff advantage
of defecting on a cooperator (b− a) relative to the payoff advantage to
coordinating on 10 Hours rather than 12 Hours (b− c). This means that
repeating the game is more likely to result in the Pareto-superior symmetric
outcome (both fishing less) if:

• the incentive to exploit the cooperation of the other is less,
• the joint benefit of mutual restricting fishing hours is more, and if

• the interaction will be repeated with high probability.

For the payoffs in Figure 5.15 (a) this condition is satisfied for any P > 0.5

Social preferences: Altruism
In addition to the greater likelihood that the interaction will be repeated,
the fact that the community of fishermen is small means two additional
important facts about their context are likely to hold. First, people in
small communities can more easily access information about one another.
Second, in small communities people often have a concern about each
other’s well-being, such as altruism, fairness concerns, or reciprocity.6

Because we have used uA and uB to refer to the utility each gets from
fishing, we now introduce the value functions vA and vB, which include their
concern for the other’s well-being. Because the two are other-regarding,
their evaluation of the outcomes they believe their actions will produce are
based on these social preference utility functions, vA and vB. To see how
social preferences might help solve coordination failures, suppose that in
choosing an action each participant puts some weight (which we represent
by λ) on the utility of the other as in Equation 5.52, so that Abdul and Bridget
have social preferences like those we introduced in Chapters 3 and 4. We
let λ be the same for Abdul and Bridget (they are equally altruistic) and take
any value between 0 (no altruism) and 1 (perfect altruism, caring about the
other’s well-being as much as one’s own).

M-CHECK Notice here that
0 ≤ λ ≤ 1 rather than 0 ≤ λ ≤ 1

2
in Chapters 3 and 4. This is
because in those chapters the
utility functions are
Cobb-Douglas whereas in this
chapter we are adding up the
utility functions to display
altruism.

Altruistic utility function: = Own utility+ λOther’s utility (5.52)

Altruistic A: vA(hA,hB) = uA + λuB

Altruistic B: vB(hA,hB) = uB + λuA
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We show inM-Note 5.15 that altruism alters themarginal costs and benefits
of fishing:

marginal benefit of fishing more = marginal cost of fishing more

α−β(2hA +hB) = hA + λβhB (5.53)

Except for the last term on the right, this is exactly the benefits and cost
of fishing more when Abdul was not altruistic in Equation 5.10. The final
term, λβhB, is new; it shows how altruism affects Abdul’s decision. Given his
degree of altruism λ, λβhB is howmuch his utility is reduced by his additional
fishing imposing the cost βhB on Bridget.
As a result, the two Nash equilibrium fishing times are as follows (shown

in M-Note 5.15):

hAλ = α
1+β(2+ (1+ λ)) = hBλ (5.54)

This expression shows thatwhen λ = 0we have theNash equilibrium fishing
times before we introduced altruism hN, that is (λAN,λBN). And when λ = 1
the Nash equilibrium is the allocation selected by the Impartial Spectator
hi, that is (λAi ,λ

B
1 ). So for some positive degree of altruism λ we have:

hN = α
1+3β > hλ = α

1+β(2+ (1+ λ)) ≥ α
1+ 4β = hi (5.55)

These equations make it clear that in order for altruism to implement
the social welfare-maximizing allocation proposed by the Impartial Spec-
tator, the two would have to be the perfect altruists that we defined in
Chapter 2, caring as much for the other person as she does for herself
(namely λ= 1). The difficulty of sustaining this level of altruism may suggest

❯ EXAMPLE Even the most
utopian communities, such as
the contemporary Amish or
Hutterite communities in the
US, supplement altruistic
preferences with social
sanctions and monitoring of
peers (which is easier to do in
small communities).

why most successful communities do not rely entirely on goodwill, but
supplement it with mutual monitoring and punishment for transgression
of norms.

M-NOTE 5.15 Nash equilibrium with altruism

Now, Abdul cares about Bridget. His value function incorporating altruistic
preferences is:

vA(hA,hB) = uA + λuB

= hA (α−β(hA +hB)) − 1
2
(hA)2 + λ(hB (α−β(hA +hB)) − 1

2
(hB)2)

To obtain his best-response function, we differentiate Abdul’s utility function
with respect to fishing time and set it equal to zero:

𝜕vA
𝜕hA = α−β(2hA +hB) −hA − λβhB = 0 (5.56)

Rearranging (1+ 2β)hA = α− (1+ λ)βhB (5.57)

We shall use the superscript λ to indicate what is special about this case,
namely altruism. Then, rearranging Equation 5.57 we have the best-response
function of altruistic Abdul:

continued
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hA = α− (1+ λ)βhB
1+ 2β (5.58)

To see how altruism affects the Nash equilibrium we use the fact that,
because the two people are identical, their fishing times will be the same
in equilibrium. So we can just solve the equation below for hAλ :

hA = α− (1+ λ)βhA
1+ 2β

from which, rearranged to isolate hAλ , we have:

hAλ = α
1+β(2+ (1+ λ)) = hBλ (5.59)

We use the superscript λ here to indicate the Nash equilibrium when the
degree of altruism is given by λ > 0.

CHECKPOINT 5.12 External effects and altruism How does altruism (at
least partially) internalize the external effect of one’s fishing on the other?
Why is λ = 1 required to fully internalize the external effect?

5.13 APPLICATION: IS INEQUALITY A PROBLEM
OR A SOLUTION?
Recall that there are two standards that we use to evaluate policies to
address coordination failures:

• Does it result in a Pareto improvement over the status quo, that is, does
it improve efficiency by making at least one of the participants better off
and none worse off?

• Is the resulting allocation more fair than the status quo, that is, are the
rents (improvements over the status quo) that the players receive fair?

In some cases the two objectives can be jointly realized; in others they
are in conflict.
The distribution of the economic rents resulting from coordination

depends on the particular transformation of the game which makes
some degree of coordination possible. Unequal solutions to local social
coordination problems are generally based on the wealth or power of one
of the fishermen. If one of the fishermen has a much larger net than the
others, and so can be assured of catchingmost of the fish, his best response
will approximate the allocation of a single owner of the lake. In this case,
inequality in wealth among the fishermen would lessen the coordination
failure.
Important inequalities may exist even among otherwise identical fisher-

men. To see this consider two possibilities:

1. Take-it-or-leave-it (TIOLI) power: When one player has substantially
more power than the other, allowing them to make a TIOLI offer of
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both their own and the other’s fishing time, then they may implement
an allocation where they obtain all the economic rents and the other
remains on their participation constraint. As you already know from the
previous chapter, the outcome is Pareto efficient.

2. First-mover advantage: When one player can credibly commit to a
fishing time such that the other must simply respond, they obtain more
of the economic rent than the other player, but not as much as if they
had TIOLI power. This is similar to the price-setting power in Chapter 4.
The outcome is Pareto inefficient.

We start with first-mover advantage: the power to commit to one’s own
fishing time.

First-mover advantage: fishing time-setting power
Suppose that Abdul can announce a level of fishing time and commit to
it in such a way that Bridget understands that nothing she can do will
alter Abdul’s fishing activity. Bridget will then select her level of fishing to
maximize her utility given what Abdul has committed to. In this situation,
Abdul is the first mover and has fishing time-setting power similar to the

HISTORY Heinrich von
Stackelberg (1905–1946) used
this model to represent
price-setting among
duopolists (two firms in a
market).

price-setting power (as in Chapter 4). Economists call Abdul in this situation
the Stackelberg leader.
The big difference between Abdul having fishing time-setting power and

our previous analysis is that the game is now sequential and the order of
play matters: who gets to go first is important.
How would Abdul decide what level of fishing time to commit to as the

fishing time-setter? As the first mover, he will begin by determining what
the second mover will do in response to each of his actions, and then select
the action that maximizes his own utility given the best-response function.
The second-mover’s best-response function is the incentive compatibility
constraint.
Abdul maximizing his utility subject to Bridget’s incentive compatibility

constraint is a simple but important change in the assumed behavior of the
fishermen: Abdul now recognizes and takes advantage of the fact that by
choosing various levels of fishing time he can affect the level of fishing time
Bridget chooses. Abdul’s behavior is strategic because it takes account of
Bridget’s reaction to his action.
In this first-mover case shown in Figure 5.17, Abdul is constrained not by

! reminder In Chapter 4,
when she had price-setting
power, A maximized her utility
subject to B’s price-offer
curve. B’s price-offer curve
was A’s incentive compatibility
constraint, which is exactly
what a best-response
function is: a best-response
function shows what action
would be your best response
to the action (e.g. price or
fishing time level) the first
mover commits to.

a given level of Bridget’s utility, that is, by her participation constraint, but
by Bridget’s maximizing behavior as given by her best-response function.
His choice of hours will be the point on her best-response function where
it is tangent to his indifference curve, shown by point f in the figure.
The first-mover outcome will not be Pareto-efficient because Bridget’s

indifference curve intersects Abdul’s indifference curves at point f, and
so the marginal rates of substitution cannot not be equal. Abdul’s first-
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Figure 5.17 First-mover advantage: Fishing time-setting power. In the figure,
Abdul is the leader with fishing time-setting power (first-mover power) and
Bridget is the follower. Abdul takes Bridget’s best-response function as his
incentive compatibility constraint. He maximizes his utility subject to satisfying
the ICC, finding the point at which his indifference curve is tangent to her
best-response function as occurs at point f where Abdul exerts fishing time hAF

and Bridget exerts fishing time hBF and the two fishermen obtain utilities uA2 = uAf
and uB1 = uBf . The first-mover-based outcome is contrasted with the Nash
equilibrium outcome of the simultaneous interaction where Bridget had higher
utility uB2 = uBn and Abdul had lower utility uA1 = uAn . Point tA indicates the
allocation Bridget would implement if she had TIOLI power over Abdul (similarly,
tA indicates would Abdul would implement if he had TIOLI power over Bridget).
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mover advantage allows him to improve his position by comparison to the
Nash equilibrium, in this case at the expense of Bridget, whose outcome as
second mover is worse than the Nash equilibrium.

Take-it-or-leave-it power
Let us switch roles now and consider what would happen if Bridget had
more power than Abdul. She has enough power to make Abdul a take-it-or-
leave-it offer, specifying not only how much she would fish, but how much
Abdul is to fish, too, along with the threat that should Abdul not accept the
offer, then Bridget would simply fish at the level of the Nash equilibrium of
the simultaneous move game.

! reminder When either
trader had TIOLI power in
Chapter 4, the exercise of
power led to a Pareto-efficient
outcome.

Because Abdul will refuse her offer if it is worse for him than the
Nash outcome, Bridget must make an offer to Abdul that satisfies Abdul’s
participation constraint. If she does so, the outcomewill be Pareto efficient.
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In Figure 5.17, Bridget’s TIOLI offer is shown at point tB. At tB, her
indifference curve uB2 is tangent to Abdul’s indifference curve uAn, so the
allocation she chooses for her TIOLI offer is Pareto efficient. If Abdul had
TIOLI power over Bridget, he would implement the allocation at point tA

and this allocation would also be Pareto efficient.
Summing up, our model shows that the effect of unequal power will

always benefit the more powerful andmay, but need not, result in a Pareto-
inefficient outcome.
Positive effects on Pareto efficiency occurred when Bridget had take-

it-or-leave-it power and the outcome was Pareto efficient, but probably
regarded as unfair by Abdul or an Impartial Spectator. The model is hypo-
thetical but the problem is not.

CHECKPOINT 5.13 TIOLI power and Pareto efficiency In the case where
Abdul moves first and sets the price (but he does not have TIOLI power)
why is the outcome Pareto-inefficient?

Evidence from field studies
Abdul’s exercise of TIOLI power illustrates an important point: giving one
actor all the power can sometimes allow efficient coordination. But a field
experiment among forest commons users in rural Colombia underlines how
inequality may be an impediment to achieving more satisfactory outcomes
through coordination. Juan Camilo Cardenas implemented common pool
resource behavioral experiments among villagers who rely for their living
on the exploitation of a nearby forest.7 So the subjects in the experiment
were in real life playing the same game that the experimenter invited them
to play.
In Cardenas’s game, the subjects choose to withdraw a number of tokens

from a common pool (these represented exploitation of the common prop-
erty resource), and after all subjects had taken their turn, the tokens
remaining were multiplied by the experimenter and then divided equally
among the players, the tokens then being exchanged for money. (This is
similar to the Public Goods Game experiment in Chapter 2 except that
subjects decide howmuch towithdraw rather than howmuch to contribute
to the pool.) For an initial set of rounds of the game, no communication
was allowed. But in the final rounds of the game, subjects were invited to
converse for a few minutes before making their decisions.
Cardenas expected that communication would reduce the level of with-

drawals from the common pool (as has been the case in similar experi-
ments) despite the fact that it does not alter the material incentives of
the game. Communication was indeed effective among groups of subjects
with relatively similar wealth levels (measured by land, livestock, and equip-
ment ownership): their levels of cooperation increased dramatically in the
communication rounds of the experiment. But this was not true of the
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groups in which there were substantial differences in wealth among the
subjects.
In one group, one of the wealthiest subjects tried in vain to persuade

his fellow participants (who in real life were his tenants and employees)
to restrict their withdrawals to the socially efficient amount, in order to
maximize their total payoff. But the wealthy subject’s advice fell on deaf
ears.
“I did not believe Don Pedro,” one of the less well-off women in his group

later explained, “I never look him in the face.” She was right not to trust him:
Don Pedro (not his real name) had withdrawn the maximal amount despite
his contrary advice to the other players.
This is not an isolated example.

✓ FACT CHECK In a recent
study of participation in
church, local service, and
political groups, as well as
other community
organizations providing local
public goods by Alberto
Alesina and Eliana La Ferrara
it was found that participation
in these groups was
substantially higher where
income is more equally
distributed, even when a host
of other possible influences
are statistically “held
constant.”8

• A study of water management in 48 villages in the Indian state of Tamil
Nadu found lower levels of cooperation in villages with high levels of
inequality in landholding. Moreover, lower levels of compliance were
observed where the rules governing water supply were perceived to be
chosen by the village elite.

• A similar study of 54 farmer-maintained irrigation systems in theMexican
state of Guanajuato found that inequality in landholding was associated
with lower levels of cooperative effort in the maintenance of the field
canals.9

In other cases, inequalities based on traditional hierarchies have made a
positive contribution.

• Another study of Mexican water management, for example, found that
increased mobility of rural residents undermined the top-down relation-
ships that had been the foundation of a highly unequal but environmen-
tally sustainable system of resource management.10

5.14 OVEREXPLOITATION OF A
NON-EXCLUDABLE RESOURCE
We stated at the beginning of the chapter that we would illustrate the
problem of the common pool resource problem by the example of just two
people. This was despite the fact that, as a non-excludable resource, there
would be no limit on the number of people who could, if they wished, fish
on the lake and compete with Abdul and Bridget for the available fish.
We have so far studied just one of the two aspects of the coordination

failure resulting in over fishing: the fact both Abdul and Bridget fishedmore
hours than was Pareto efficient. They both could have been better off had
they been able to agree to fish less.
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Now we introduce the second aspect of the problem: many more people
could fish the lake. Because the lake is a common pool resource, its non-
excludablity property means that there is open access.
How many people would use the lake? To answer the question we add

more context to the initial problem. Abdul and Bridget are part of a large
community of people who may make their livelihood fishing on the lake, or
if not that, then doing some other kind of work yielding a utility of uz (their
fallback option). People will decide to make their living fishing as long as
the utility they gain from fishing exceeds uz.
In Figure 5.18 using the same values for the parameters as in the other

numerical examples in this chapter, we calculate the maximum utility that
could be attained by one person fishing alone, two (as in the case of Bridget
and Abdul), three, and so on up to 11. However many there are fishing,
they will receive the same utility in the Nash equilibrium because they

Figure 5.18 The dynamics of over exploitation of a common property
(non-excludable) resource. All of the people who might fish on the lake have the
same utility functions as Abdul and Bridget with the values of α = 30 and β = 1

2
.

The height of the bar for a given number on the x-axis is the utility of each of the
fishermen when there are the indicated number fishing on the lake. The fallback
utility is uz = 20. You can see from the figure that if the lake is a common property
resource, so that no one can be excluded, the Nash equilibrium number fishing
on the lake is 10 with each receiving a utility of 21.2. If the 11th person fished on
the lake, she—and all of the rest of the fishermen there—would receive a utility of
18.4, that is, less than their fallback option. The mathematics on which this figure
is based are shown in M-Note 5.16.
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are identical, and we have so far assumed that none has any advantage in
bargaining with the others. The height of each bar is the utility attained.
When there are just two people fishing as in our previous examples

involving Abdul and Bridget each receives a utility of 144, as we found in
M-Note 5.7. The more people that fish in the lake, the lower the utilities
each of them receive will be. When there are ten they all have a utility of
21.2, barely greater than their fallback options.
Now think about some other member of the community who is not

currently fishing but is thinking of doing so. Those fishing are doing better
than the fallback options. But if the eleventh person decided to fish they
would all receive a utility of 18.4 (including the new fisherman). That is, they
would all receive less than their fallback options. So the eleventh person
would decide not to fish.
Generalizing from this example, the Nash equilibrium number of people

fishing is the largest whole number of people fishing such that the utility of
those fishing is greater than or equal to the utility they would have at their
fallback option.

M-CHECK The equilibrium
number of people fishing
must be a whole number
because the entry of a
“fractional fisherman” would
not make much sense unless
we allowed people to split
their day between fishing and
the fallback option, which we
do not.

As a result, the Nash equilibrium of this game is that we have:

• nN = 10 the number of people fishing; and

• hN = 4.62 the number of hours each of them works.

We use the N superscript for each of these quantities because both are
Nash equilibria (but under different rules of the game):

• nN = 10 is a mutual best response because none of those fishing could do
better by not fishing, and none of those not fishing could do better by
fishing; and

• given that ten people are fishing, then hN = 4.6 is also a mutual best
response because for each person fishing this is a utility-maximizing
choice of hours, given the hours that everyone else is fishing.

The Nash equilibrium is Pareto inefficient for two reasons: too many
people are fishing too many hours each. Just as was the case with Abdul
and Bridget, if each fished a little less they all would be better off.
And if fewer of them fished, all ten of them could be better off. Figure

5.18 shows that if three people fished they would each have a utility of 100.
Suppose the status quo were that just three people were fishing, and that
therewere another seven peoplewhomight consider joining them to fish in
the lake. We call people who are already doing an activity, such as fishing or
owning a firm, incumbents. We therefore call the existing three fishermen,
the incumbents or incumbent fishermen.
Suppose thiswas the case, and that the incumbents could somehowagree

to bribe the other seven not to fish. Notice we have just changed the rules
of the game to allow the incumbent three to coordinate.
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The incumbent three would have to give the other seven potential fish-
ermen an amount of fish sufficient that each would be as well-off as their
fallback. This amount would be uN −uz or 21.2− 20, or 1.2 each. The total
payments by the three to the other sevenwould be 7× 1.2 = 8.4, leaving each
of the three better off (each receiving 300−8.4)/3 ≈ 97). If the incumbent
three increased the ‘bribe’ just a little bit then all ten would be better off
than at the Nash equilibrium with open access.

M-NOTE 5.16 Nash equilibrium number of people fishing

Because access to the lake is open to all, the number fishing there will be the
largest whole number (because we cannot have fractions of people fishing)
such that the utility of those fishing is greater than the fallback option (their
utility if they are not fishing in the lake), which is uz = 20. To determine this
number, we first derive hN(n) the hours of fishing that each will do as a
function of the numbers fishing, and use this result to determine uN(hN(n))
the utility of those fishing as a function of how many there are.
To determine hN(n) we study the utility maximization problem of person 1,

where hi is the hours of fishing the ith fisherman:

Vary h1 to maximize u1 = h1 (α−β
n

∑
i=1

hi)−
1
2
h21

= h1 (α−βh1 −β
n

∑
i=2

hi)−
1
2
h21 (5.60)

To find the hours of fishing that maximizes the utility of person 1 we
differentiate Equation 5.60 with respect to h1, and set the result equal to zero.
This gives us the first-order condition:

α− 2βh1 −β
n

∑
i=2

hi −h1 = 0

marginal benefit = α− 2βh1 −β
n

∑
i=2

hi = h1 =marginal cost (5.61)

Rearranging Equation 5.61 we get person 1’s first-order condition giving the
utility maximizing amount of fishing time:

(1+ 2β)h1 = α−β
n

∑
i=2

hi

h1 =
α−β∑n

i=2 hi
1+ 2β (5.62)

All face the same first-order condition so in the Nash equilibrium all fish the
same amount of hours: h1 = h2 = …= hN . Equation 5.62 becomes:

hN = α−β(n− 1)hN
1+ 2β

(1+ 2β)hN = α−β(n− 1)hN

hN + 2βhN +βnhN −βhN = α
(1+β+βn)hN = α

hN = α
1+β+βn (5.63)
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M-NOTE 5.17 Nash equilibrium number fishing (numerical example)

Using the analysis of M-Note 5.16, and as in the rest of the chapter, letting α =
30 and β = 1

2
, we can illustrate the endogenous determination of the number

of people fishing. Starting with Equation 5.63, you can verify that, if n = 10, then
1+β+βn = 6.5 and so hN(10) = 30

6.5
= 4.62. The utility of each fisher would be:

uN(10) = 4.62×(30− 1
2
× 10× 4.62)− 1

2
× 4.622

= 21.2 (5.64)

If one more enters and starts fishing so that n = 11, then the hours of fishing
would be hN(11) = 30

7
= 4.29. The new utility of each fisher would now be:

uN(11) = 4.29×(30− 1
2
× 11× 4.29)− 1

2
× 4.292

= 18.37 (5.65)

But this (n = 11) cannot be a Nash equilibrium, because everyone—including
the new entrant—would then be worse off than with the fallback option, uz =
20. So the eleventh person would not enter (or if she did, others would leave).
So the Nash equilibrium is nN = 10. This is illustrated in Figure 5.18.

CHECKPOINT 5.14 Pareto efficiency and open access

a. Explain why the open-access Nash equilibrium outcome with ten fish-
ermen is not Pareto efficient. What alternative, if any, is Pareto superior
to it?

b. Given your reasoning for (a), do you think there are alternative outcomes
that are Pareto superior to, say, three fishermen bribing the other ten not
to fish? Explain what the dynamics for the situations you describe would
be? How many fishermen? How many hours spent fishing? And so on.

5.15 THE RULES OF THE GAME MATTER:
ALTERNATIVES TO OVEREXPLOITATION
The new rules of the game allowing the incumbent three to bribe the others
is just a thought experiment demonstrating that the Nash equilibrium
with open access is not Pareto efficient. But commonly observed real-
life rules of the game—like inequalities in bargaining power, cooperative
management of the lake, or private ownership—could also address the over-
fishing problem.

TIOLI bargaining power
To see that the institutions governing the interactions among themmatter,
think about the case in which one of the ten people fishing on the lake has
the power to make a take-it-or-leave-it offer to all the rest. Here we have
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changed the rules of the game by giving one of the fishermen TIOLI power
(which allows a kind of coordination). But the lake is still open access, so
there are ten fishermen there.
The one with bargaining power—suppose it is Abdul—can now say to the

others “each of you will fish x number of hours, and I will fish as many
hours as I wish.” This is the “take it” part of the offer. The “leave it” part
is: “and if you refuse, then I will return to fishing 4.61 hours.” That is, return
to the former Nash equilibrium hours that occurred when there was no
coordination among the fishermen.
The other fishermenwould know that without coordination the best they

could do is to all fish 4.62 hours, gaining a utility of 21.2. This is the others’
fallback option to the TIOLI offer. If accepting Abdul’s offer made them
worse off than their fallback theywould refuse, and just fish 4.62 hours. This
is their participation constraint; if it is violated—so that they would receive
a utility of less than 21.2—the others will not accept (“participate in”) Abdul’s
offer.
Abdul would know, therefore, that he needs to find the hours of all ten of

them (his and the rest) that maximize his utility subject to the participation
constraint on the minimum utility the others can receive. Figure 5.19 shows
the offer Abdul would make, and the utility that he and the others would

Figure 5.19 The rules of the game: Cooperation, bargaining power, and
ownership. The bars show the utility of the fishermen (it is identical for all
fishermen in the first and third row). The numbers at the end of the bars show the
hours fished, where h is person indicated in the figure label on the left.
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experience. The first row of the figure shows, from the previous figure, the
result for the unlimited access case without coordination.
When Abdul has TIOLI power the other fishermenwork fewer hours (just

1.14 each, rather than 4.62 before), but get exactly what they had under the
uncoordinated open-access case. This is so because that level of utility—
21.2—is the participation constraint on what Abdul can offer them.
Abdul himself works 11.30 hours and enjoys utility equal to 153.2. Notice

that the total number of hours is reduced sharply compared to the unco-
ordinated Nash equilibrium: from 46.15 to 21.56 hours. This reduction in
total hours is the reason why the others are able to fish less but still attain
the same utility: they catch more fish in an hour due to the lesser total
hours of fishing. This is another case in which inequality in power allowed
coordination, reducing the inefficiency of the case when there were no
differences among the fishermen.

A democratic fishing cooperative
An entirely different set of rules of the game—a democratic cooperative
of the fishermen—would implement a correspondingly different set of
results. Suppose that none of the ten fishermen has any bargaining power
advantage and that they jointly own the lake. They can decide jointly—
democratically by unanimous consent—on the same number of hours that
each of them will fish.
To figure this out they would think in the same way the Impartial

Spectator did when she maximized total utility. They will maximize the sum
of their utilities because thiswill alsomaximize the utility of each fisherman.
The result is shown on line 3 of Figure 5.19. When there are ten fishermen,
they would each fish 2.73 hours and attain utilities of 40.9 each. Because
their utility as co-op members is now double their fallback option, others
who are experiencing the fallback utility of uz = 20 would wish to join the
cooperative. But it might be difficult to persuade the members to admit
others, as this would reduce the utility of the incumbent fishermen.
Their total fishing hours (27.3) is substantially greater than under the

TIOLI power of Abdul, and so is their total utility (409.1 compared to 344.9).
We can conclude two things from this last fact:

• Suppose Abdul still had TIOLI power. If the other fishermen could
coordinate their actions, they could “bribe” Abdul to give up his
bargaining power and join their cooperative; they could have offered
him the 153.2 that he received under his TIOLI power and still be better

COOPERATIVE A cooperative is a business organization or other association
whose members together own the assets of the organization; they share the
income resulting from their activities and jointly determine how the organization
will be run (possibly through the democratic election of a manager).
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off dividing up the rest of their utility (fish) among themselves. They
would each receive (409.1− 153.2)/9 = 28.4, far better than the 21.2 they
had when Abdul had bargaining power. So shifting from Abdul holding
TIOLI power to the democratic cooperative (with the bribe for Abdul) is
a Pareto improvement.

! reminder In Chapter 1
(section 1.17), we pointed out
that a shortcoming of the
Nash equilibrium concept is
that it requires only that a
single individual acting alone
could not benefit by adopting
a different strategy given the
strategies adopted by others.
It does not require that a
group of individuals acting
jointly could not benefit by
changing their strategies. The
fishing cooperative illustrates
this shortcoming: if the
fishermen can jointly manage
the lake then they could also
have together bargained with
the TIOLI actor as a group. For
example the other nine could
have done better than taking
the TIOLI offer if they together
decided to form a cooperative
then, and as described here
bribed the TIOLI actor to join
them.

• The reason why this is the case is that under Abdul’s TIOLI power they
were as a group underexploiting the fishing stocks. Abdul forced them to
do this because the less the other people fished, the more fish he could
catch, and that was the only way he could increase his utility.

The reason why the cooperative’s decision results in a greater total utility
than the TIOLI case is that the members of the cooperative were pre-
committed to sharing the total utility equally. And so they each had an
interest in making total utility as large as possible.
Things would have been very different if Abdul had had the power to take

some of the fish caught by the others (as in the employment and fee cases
we dealt with earlier). In this case he would have done the same as the
cooperative. He would have implemented the fishing times that maximized
total utility. And then he would have taken fish from the others, leaving
them just enough fish so that they did not decide to stop fishing. The TIOLI
allocation was inefficient because Abdul’s bargaining power was limited.
The TIOLI case was not inefficient because Abdul had some bargaining

power. It was inefficient because he did not have enough power. As you will
suspect from the two-person case studied earlier, the allocationwould have
been Pareto efficient if Abdul had had all of the powers of a private owner
of the lake. We now show this.

Private ownership
Under these new rules—private ownership of the lake—the lake is no
longer a common property resource because ownership means that Abdul
can exclude anyone he wishes from fishing. Abdul would make three
decisions:

• How many other fishermen should I allow to fish in the lake?

• How many hours should I allow them to fish?

• If I employ them, then what wage should I pay them? Or if I charge them
a fee for fishing, how large should the fee be?

You know how to answer the second and third questions from the case
earlier in the chapter when Abdul was the owner with just one other person
Bridget on the lake.
The first question is similar to that asked in Figure 5.18 but the answer

is very different. The number of people fishing on the lake is no longer
based on the fishermen’s own decisions aboutwhere they canmake a better
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Figure 5.20 Utility of the owner when the lake is privately owned. On the
horizontal axis are the total number of people fishing in the lake, including the
owner. So, for example, where n = 2 we have Abdul as the owner and there is one
other person, Bridget, the case we analyzed earlier in this chapter. The height of
each bar is the utility gained by the owner of the lake when he can both
determine how many people fish there and dictate the terms under which they
will work (as long as they receive utilities no worse than their fallback positions).
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livelihood. This is not their decision to make. The owner determines the
number of others so as to maximize his utility.
How he would do this is shown on line 4 in Figure 5.19. Abdul will allow

three other fishermen to access the lake (so that means n = 4 including
himself). Going back to Figure 5.19, remember there are now just four
fishermen, not ten as before. All four fishermen fish six hours with the
owner receiving a utility of 300 and each of the others receiving the same
utility as their fallback option, that is, 20.
The last line in Figure 5.19 shows what happens if Abdul is not the owner

and instead if all four of the fishermen were members of a democratic
cooperative. The members of the cooperative would implement exactly
the same allocation of work time as occurred under private ownership: six
hours of work time each. But the distribution of utility would be radically
different, each of the four would receive 90.
We know that each of the four working six hours is the allocation that

maximizes total utility. The reasonwhy private ownership of the lake imple-
ments this outcome is that the owner is limited only by the participation
constraints of the others, and this is a constant (their fallback position
of 20). So he implements an allocation to maximize the total utility, from
which he must subtract the amounts required to keep the three others
“participating.”
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In sum, we can say the following:

• Open access leads to a Pareto-inefficient overfishing outcome in which
all the fishermen receive the same utility.

• TIOLI power leads to a highly unequal and Pareto-inefficient underex-
ploitation of the lake.

• Private ownership implements a Pareto-efficient and highly unequal
outcome.

• A democratic cooperative implements a Pareto-efficient and equal out-
come.

CHECKPOINT 5.15 Choose your game Compare the outcomes under two
different rules of the game: a democratic cooperative of fishermen and
private ownership of the lake. How and why do the outcomes differ?

5.16 CONCLUSION
In practice, none of the approaches to addressing the common property
resource coordination problem could be expected to work perfectly as:

• no government is likely to have the information about the people’s pref-
erences, production functions, and fishing times necessary to implement
Pareto-efficient fishing levels by fiat, or to design the optimal taxes that
would achieve the same result;

• private owners face some of the same problems as government due to
lack of information, andmoreover, while private ownership of a small lake
or other common property resource is conceivable, for many important
common property resources private ownership is infeasible (owning the
oceans or the atmosphere for example) or undesirable (think of the unac-
countable power that a private owner of such a vast common property
resource could wield); and

• altruism toward close family and loved ones will lead us to take at least
some account of the effects of our actions on their well-being, but we
are less likely to know or care deeply about how our actions affect total
strangers or even yet unborn generations who will benefit or suffer the
external effects of what we do.

The conclusion is not that the approaches to addressing coordination
problems introduced here are ineffective. Variants of each approach can
contribute to making economic outcomes more efficient and fair.
In contrast to the vast diversity and complexity of rules that we observe,

the models we introduced simplify the rules of the game that regulate how
we interact with each other in exploiting a common property resource.
What the models have done is not to represent the world as it is, but to
identify key aspects of how the world works to provide a lens for under-
standing them better.

✓ FACT CHECK Elinor
Ostrom and her colleagues’
field research in different
parts of the world from
Colombia to Switzerland
uncovered 27 different local
rules for excluding others
from access to common
property resources. These
were based on such things as
residency, age, caste, clan,
skill level, continued use of
the resource, and use of a
particular technology.11
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MAKING CONNECTIONS
Social interactions and external effects: Economists study buying and sell-
ing in markets, but we also study nonmarket interactions, sometimes called
‘social interactions’ (“social” here means simply nonmarket). The social inter-
actions studied here include an external effect: the fact that one person’s
fishing reduces the catch of another, and this effect is not taken into account
when each of the fishermen decide how many hours to fish.

Public goods, common pool resources, and club goods: All of these have
the property such that each person’s actions have external effects on others,
and, in the absence of social preferences or policies that internalize the
external effects, these are not taken into account when people decide how
to act, resulting in outcomes in which some potential mutual gains remain
unexploited.

Policy: Government policies and institutions may be designed so that people
take account of external effects when they act. An example is a tax on fishing
that imposes on anyone fishing the marginal costs that their fishing imposes
on the others inducing each to choose their hours of fishing as if they cared
about these external effects borne by others.

Property: Converting a common property resource into a privately owned
resourcemay result in a Pareto-efficient outcome in which the owner captures
all of the potential mutual gains (rents).

Power: When a single person has all of the bargaining power and so can
make a binding take-it-or-leave-it offer, they may implement an outcome in
which there are no unrealized mutual gains, and all of these gains (rents) go to
the powerful person. Lesser forms of power—to commit to a particular fishing
time, to which the other must respond, for example—advantage the powerful
and result in inefficient outcomes.

Mutual benefits from coordination and conflicts over their distribution:
Policies to address coordination failures differ in how the resulting rents are
distributed; the resulting conflicts may make it difficult to agree on any policy.

Inequality: Differences in wealth, political connections, and other sources
of power can be both a source and a consequence of inefficient and unfair
outcomes among people facing coordination problems. In some cases, these
differences can also mitigate the inefficiencies arising from coordination
failures.

Models and relevance: Models, we wrote in Chapter 3, are like maps—a
simplified guide to the territory, not the territory itself. But the model of social
interactions introduced here, though quite abstract can be directly applied to
very concrete economic actions such as firms competing for customers and,
suitably extended, can illuminate global social interactions and coordination
problems such as climate change and the spread of epidemic diseases.
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IMPORTANT IDEAS
utility private property interdependence

common property resource excludability reciprocity

rivalness altruism decentralized

Impartial Spectator asymmetrical interactions implementation

symmetrical interactions first mover public good

TIOLI power government policy sequential game

mrs =mrt rule mrsA =mrsB rule fallback

perfect participation constraint social preferences

altruist best-response function common property resource

incentive compatibility constraint private good Mechanism Designer

club good repeated game democratic cooperative

Grim Trigger strategy external effect

disutility coordination failure

MATHEMATICAL NOTATION
Notation Interpretation

h fishing times

α parameter regulating the productivity of fishing times

β external effect of fishing time on the other’s productivity

u( ) utility function

v( ) value function expressing an altruistic concern for the utility of
another person

W Impartial Spectator’s social welfare function

w wage in the employment solution

F permit fee in the permit solution

τ per unit tax in the government policy solution

a,b,c,d payoffs in the repeated interactions game

λ extent of altruism (valuation of the other’s utility relative to
one’s own)

Note on superscripts and subscripts: A and B: people; N: Nash Equilibria; i:
outcome selected by the Impartial Spectator; F (as a superscript): outcome
with a first mover; λ (as a superscript): the case with altruistic actors; z:
fallback (reservation) option.
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“Enter the Royal [Stock] Exchange of London, that place more
respectable than many a court; you will see there agents from all
nations assembled for the utility of mankind. There the Jew, the
Mohammedan, the Christian deal with one another as if they were of
the same religion. There the Presbyterian confides in the Anabaptist,
and the Churchman depends on the Quaker’s word . . . They give the
name infidel only to those who go bankrupt.”

Voltaire,
Mélanges (1734)1
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2MARKETS FOR GOODS
AND SERVICES
❯When you hear the word “market” what other word do you think of? “Competition” probably

is what comes to mind. And you would be right to associate the two words.
But you might have also come up with “cooperation.” That is what impressed Voltaire about

the London Stock Exchange: mutually advantageous interactions, even among total strangers
“from all nations assembled for the utility of mankind.” Markets allow us, each pursuing our
private objectives, to work together producing and distributing goods and services in a way
that, while far from perfect, is in many cases better than the alternatives. Markets accomplish
an extraordinary result: unintended cooperation on a global scale, although often with a highly
unequal distribution of the benefits.
To better understand what markets do and how they work, begin with two everyday facts: we

acquire skills as we produce things and, for this and other reasons, producing a lot of the same
thing is often more effective in terms of time and other inputs per unit than producing just one
or a few of many different things. This is called learning-by-doing.
Because of learning-by-doing and other advantages of large-scale production, people do not

typically produce the full range of goods and services on which they live. Instead we specialize,
some producing one good, others producing other goods, some working as welders others as
mothers, teachers, or farmers.
There are huge advantages to this pattern of specialization—called the division of labor.

Those who are naturally better at some task, or have learned to be good at it by experience,
or are in an environment in which it can be most productively done can devote themselves
entirely to what they are relatively good at.
This is part of the explanation of why as a species we are so productive. The limited number

of species that have adopted a highly developed division of labor—humans, ants, and other
social insects, for example—have outcompeted other species. The total biomass of humans and
the livestock we have domesticated, for example, is estimated to be 23 times the weight of all
the other mammals on earth. And throughout most of human history the biomass of ants—one
of the most cooperative of species—has exceeded that of humans by a considerable amount.2

But the division of labor poses a problem for society: Once they are produced by specialized
labor, how are the goods and services to be distributed from the producer to the final user? In
the course of history this has happened in a number of distinct ways from direct government
requisitioning and distribution as was done in the US and many economies during World War
II to gifts and voluntary sharing as we do in families today and was practiced among even
unrelated members of a community by our hunting-and-gathering ancestors.
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In a modern capitalist economy, the institutions that govern how the goods and services
are distributed from producer to user include markets, firms, families, and governments. In
Part II of our book we study markets and the actors who make up markets: the owners (and
managers) of firms and other people.
To understand how markets facilitate specialization in Chapter 6 we study the production

process and how the division of labor and the exchange of products can be advantageous to all
concerned. Then to understand the workings of markets we explain how individuals’ valuation
of goods and services is expressed in market demands (Chapter 7). Then, along with these
market demands, we explain how firms’ costs of production are expressed in their owners’
and managers’ decisions about how much to produce and supply to the market (Chapter 8).
We then study the process of competition among sellers and buyers, each seeking to enlarge

their share of the mutual gains made possible from the division of labor and exchange. And
we show how this so called rent-seeking process affects the movement of prices and the
quantities produced (Chapter 9).
Taking these four chapters as a whole poses a tension that can be expressed by the following

contradiction:

• The models and evidence on the advantages of large-scale production provide a reason for
why we specialize.

• Competitivemarkets are essential to the processes by which specialization can be organized
in ways that allow themutual benefits of the division of labor to be widely shared, as Voltaire
said “for the utility of mankind.”

• But the advantages of large-scale production can also promote the emergence of giant firms
and a winner-take-all process that appears to be making markets less competitive.

Making market competition sustainable given the advantages of large-scale production will
have to be addressed by public policy.



CHAPTER

6PRODUCTION
TECHNOLOGY AND SPECIALIZATION

The division of labor is limited by the extent of the market.
Adam Smith,

The Wealth of Nations (1776)1

DOING ECONOMICS

This chapter will enable you to:

• Explain how learning-by-doing and economies of scale are reasons for the division of
labor and specialization.

• Understand how markets allow specialization according to the principle of comparative
advantage.

• See how, in the presence of economies of scale and learning-by-doing, an economy can
benefit by specializing, but also may specialize in ways that perpetuate its low income as
a result of a poverty trap similar to some of the coordination failures studied earlier.

• Manipulate some commonly used production functions to study marginal and average
products of labor and capital goods and derive a production possibilities frontier.

• Describe the main dimensions on which technologies differ—the extent of substitution
among inputs, productivity, factor intensity, and economies of scale—and how these are
represented in different production functions.

• Understand how the owners of a firm can determine a set of inputs and away of combining
them to produce output that will minimize the costs of a given level of output.

• See that owners of a firm will try to innovate to reduce the inputs required to produce
a given output and therefore lower costs and receive innovation rents (at least until the
competition catches up).
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6.1 INTRODUCTION: DREAM LIFTERS
A technician glances quickly from one to the other of her three monitors.
Around the huge room many other technicians do the same. Occasionally
a technician looks up at gigantic blue video screens on which news reports
flash, international weather reports display, and flight conditions stream
live. Twenty-four hours a day, translators stand ready to facilitate conver-
sations in 28 languages.
What is this command center?
It’s the Production Integration Center that coordinates the global pro-

duction of the Boeing 787 Dreamliner four stories above the production
floor at the company’s plant in Everett, Washington, US. There the super-
jumbo airplanes are being assembled from components being flown in from
around theworld: parts of the wing from Japan, wing tips from South Korea,
the center fuselage and the horizontal stabilizer from Italy, passenger doors
from France, cargo doors from Sweden, landing gear from the UK, and the
list goes on and on. In 2015, Boeing contracted with over 26,000 suppliers
around the world.2

Figure 6.1 Boeing’s
Production Integration Center
in Everett, Washington, US.
Photo by Kevin P. Casey/Bloomberg
via Getty Images.

Boeing selected Rolls-Royce, Mitsubishi, Saab, Fuji, and other compa-
nies to design and build the components because they were—in Boeing’s
estimation—simply the best companies to do the job, anywhere in theworld.
The Japanese companies were global leaders in aircraft construction. The
Italian partner Alena had critical intellectual property rights (patents) that
Boeing would otherwise not have had access to.
Boeing modified four 747-400 aircraft—renaming them “Dreamlifters”—

to deliver the wings, body, and other parts of the plane to Everett where
American machinists and others assembled the planes. In the Production
Integration Center above them the engineers at the Production Integration
Center kept minute-by-minute track of the movement of the components
around the world.

6.2 THE DIVISION OF LABOR, SPECIALIZATION,
AND THE MARKET
Boeing’s globally integrated Dreamliner production process illustrates an
important economic idea: the division of labor.
The division of labor is an expression for the fact that people, orga-

nizations, or geographical regions specialize in particular tasks or the
production of a limited range of goods or services. For Boeing, purchasing
components of the Dreamliner from hundreds of specialized firms was
more cost-effective than producing the entire plane in-house at their plant
in Everett, Washington.
There are two consequences of specialization.
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The first is increased productivity. The specialization allowed by the
division of labor increases productivity for three reasons:

• Comparative advantage: Specialization enables people, firms, and regions
to focus on the tasks and products that they are comparatively good at
(we will take up comparative advantage in section 6.6).

• Learning-by-doing: People learn better ways of working by developing
individual skills and discovering better ways to organize production
amongmembers of a team. (Figure 8.2 (b) in Chapter 8 provides a dramatic
example of learning-by-doing.)

• Economies of scale: By allowing the production of a few things on a large
scale rather than many things on a small scale, specialization raises the
amount of output that is available for a given amount of inputs. (Figure
8.6, also in Chapter 8, presents some physical evidence for economies of
scale based on engineering studies.)

A second consequence of specialization is the need for integration. The
advantages of the division of labor can only be realized if there are insti-
tutions to coordinate the many distinct production activities that take
place when people specialize. The Boeing example illustrates the need
for integration: somebody has to put the parts together to produce a
Dreamliner.
This can be summarized: production is specialized, but the use of goods

and services is generalized. Specializing in consumption is not biologically
sustainable. As a result, the goods and services somehow have to get from
specialist producers to generalist users.
To grasp the scope of this problem, imagine a 3D map of the world

showing the amounts of goods produced annually in each location. There
would be a hundred or so Dreamliners piled up in Everett, Washington,
billions of square meters of cloth stacked in Bangladesh and other textile-
producing countries, well over a billion barrels of oil piled over tiny Kuwait,
mountains of computer components and other consumer electronics rising
from coastal China where Dell (the computer company) is located, and
so on.
Now imagine the same map, but showing where all of the goods are used.

The second map would be different from the first in two ways:

• it would be much flatter, the goods would have been spread around to
the entire population of the world; and

• in any location there would be an assortment of a great many products,
not towering stacks of a single product.

The coordination of specialized producers and generalist users is accom-
plished by a set of institutions that differ in importance both over time and
across the economies of the world today. These include:
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• Market exchanges: Selling the goods that specialized producers have
made provides the budget for purchasing the general market basket of
goods and services we live on.

• Government acquisition and provision: Publicly provided services are
based on the integration of the specialized producers’ goods and services
to provide education, security, and other government-provided services
to generalist users of these services.

• Families and other face-to-face communities: Many families exhibit a
division of labor by age and gender: adult women, for example, bearing
children and spending more time on raising them and caring for other
familymembers relative tomen (for example preparingmeals). The goods
produced and tasks performed by adult men and women and by children
are shared within the family or some other larger consumption unit.
Figure 6.2 shows the international variation in this care work.

• Business organizations: Boeing’s own employees work at highly special-
ized tasks; owners and managers direct both the assignment of tasks
and the integration of the results of the work of Boeing’s employees to
construct airplanes (along with the parts supplied by specialist workers
in other companies).

Figure 6.2 Female-to-male ratio of time devoted to unpaid care work. Unpaid
care work refers to all unpaid services provided within a household for its
members, including care of persons, housework, and voluntary community work. A
ratio of 1 would mean equal hours spent on care work. In India, for every hour of
care a man does, a woman on average does 9.8 hours of care work. In Denmark for
every hour of care work a man does, a woman on average does 1.3 hours of care
work. Data are from 2014 and measured for a representative sample of
15- to 64-year-olds, except for China where the data are for 15- to 74-year-olds.
Source: OECD (2014).
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This chapter’s head quote by Adam Smith tells us that markets play a M-CHECK To understand the
marginal product curve in the
diseconomies of scale case
remember that
d(ln(z))/dz = 1/z

critical role in allowing the division of labor to expand to global proportions,
leading to ever greater specialization. Here in Part II of this book and also
in Chapter 14, we explain how markets work to coordinate the division of
labor. We begin with the production process, and some aspects of it that
favor specialization.

CHECKPOINT 6.1 Specialized production and generalized consumption
Explain in your own words what it means to say that production is special-
ized but the use of goods and services is generalized.

6.3 PRODUCTION FUNCTIONS WITH A SINGLE
INPUT
In Chapter 3, we used information on the way that Keiko’s study time
translated into her learning to ask howmuch time she will choose to study.
In Chapter 5 information about the relationship between fishing time and
the amount of fish caught was a key idea in posing and then addressing the
common property resource coordination problem. In both cases we were
using production functions.

! reminder A production
function is a mathematical
description of the
relationship between the
quantity of inputs devoted to
production on the one hand
(the arguments of the
function) and the maximum
quantity of output.

To better understand the division of labor and specialization we now
need to lookmore carefully at the properties of production functions. Think
about another person, Alex, who has to choose how much of his time to
spend producing one or more goods. Alex can devote more or fewer hours
of labor (l) to production and he can observe how his output (x) varies as
he changes the number of hours he works. Alex may use a computer and
a desk, or a given plot of land and farming equipment, or other inputs, but
for now we assume that the only input is his labor time.
The relationship between the input of his labor and the output of the

goods is described in a production function, x = f(l), taking the form:

x(l) = qlα (6.1)

The exponent α measures the responsiveness of output to a change in the
hours of labor. The positive constant q measures the overall productivity
of the production process, which will be greater the more skilled or hard-
working Alex is (or what we could call the quality of his labor hours). The
top panel in Figure 6.3 (a) illustrates this production function (equation 6.1)
with q = 1

50
and α = 2.

The top panel in 6.3 (b) shows a different production function: x(l) =
1

2
ln(l+ 1) (remember to read “ln” as “the natural logarithm of”). In the top

portion of both panels more hours of labor result in more output, but the
panels differ in how much output is obtained for given inputs.
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• Economies of scale (Figure 6.3 (a)): when Alex doubles all of the inputs—in
this case that means just his labor input—the output more than doubles.

• Diseconomies of scale (Figure 6.3 (b)): when Alex doubles his labor input
(assumed to be the only input), the output less than doubles.

Figure 6.3 Production functions with economies and diseconomies of scale. With
economies of scale (panel (a)) doubling labor input more than doubles output, as
can be seen by going from two hours of labor to four hours. Average product and
marginal product increase with additional labor input as you can see from the
slope of the production function (the marginal product), which steepens as the
labor input increases and the slope of the ray from the origin to a point on
the production function (the average product), which also steepens. The average
and marginal products given by these slopes in the upper figure are shown in the
lower figure of panel (a). With diseconomies of scale (panel (b)), the opposite
occurs: the average and marginal products of labor are both decreasing.
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ECONOMIES OF SCALE When production exhibits economies of scale,
multiplying all inputs by some number greater than one increases output by a
factor greater than that number.

DISECONOMIES OF SCALE When production exhibits diseconomies of scale,
multiplying all inputs by some number greater than one increases output by a
factor less than that number.
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The term constant returns to scale, not shown in the figure, refers to the
casewherewhen inputs double, output doubles, so the production function
is just a straight line (as shown in the lower right panel of Figure 6.4).
In the lower figures of both panels we show two important statistics

describing aspects of the two production functions in Figure 6.3. The
ratio of the amount of output to the amount of the input involved in
producing the output is the average product of that input (also called
average productivity). Average product is measured by the slope of a line
from the origin (called a ray) to a point on the production function. The
bottom panels in Figure 6.3 (a) and (b) show the average product of labor
associated with the production function shown in the top panels of the
figures. When production exhibits economies of scale, average product
increases as the scale of production increases through an increase in inputs.
The ratio of the increase of output to a small increase in labor input is the

marginal product of labor (also called marginal productivity).

M-NOTE 6.1 The average and marginal product

Here we summarize the concepts of total product, average product, and
marginal product. Because the marginal product is the slope of the produc-
tion function, it is also the derivative of the production function with respect
to a particular input, e.g. for a production function using only labor, xl =

df(l)
dl

is the marginal product.
If there is just a single input, labor, and the marginal product of labor is

greater than the average product of labor, then the average product must
increase as more labor is used. We use Equation 6.1 to illustrate why this must
be the case.
We start by calculating the average product (ap) and marginal product (mp)

of the production function x(l) = qlα :

Average product: ap = x(l)
l

= qlα

l
= qlα−1 (6.2)

Marginal product: mp = dx(l)
dl

= αqlα−1 (6.3)

To analyze how the average product changes as more labor is put into
production, we calculate the derivative of the ap function with respect to labor
hours (l):

dap(l)
dl

= (α− 1)qlα−2 (6.4)

continued

CONSTANT RETURNS TO SCALE In the case of constant returns to scale,
increasing all inputs by some constant increases output proportionally.

AVERAGE PRODUCT The average product of an input is total output divided by
the total input.

MARGINAL PRODUCT The marginal product of an input is the change in total
output associated with a small change in the input.
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If α > 1, Equation 6.4 is positive, which means that the ap increases with more
labor as in Figure 6.3 (a). If α < 1, it is negative: the ap is reduced if we add
labor shown in Figure 6.3 (b).
In summary:

• If α > 1, then mp > ap, and so dap(l)
dl

> 0 and

• If α < 1, then mp < ap and so dap(l)
dl

< 0

CHECKPOINT 6.2 Production and labor inputs Consider a production
function: x(l) = 10l0.5:

a. Sketch the production function.

b. Calculate ap(l) and mp(l) if l = 9. Sketch the functions.

c. Does the production function exhibit economies or diseconomies of
scale?

6.4 ECONOMIES OF SCALE AND THE FEASIBLE
PRODUCTION SET
Suppose that Alex can spend his time fishing and making shirts in some
combination, including complete specialization (spending all of his time on
one or the other). He prefers to have more of both shirts and fish: both
are goods. He needs at least some of each to survive. His labor time, as in
Chapter 5 is a “bad” but we will set aside his choice of total hours of work by
saying that he canwork any amount up to 10 hours a day, and that given how
productive his labor is and how much he values the goods, he will choose
to work the full ten hours.
As a result, the more time Alex devotes to producing one good, the more

of that good he will have, but because Alex’s time is limited, the less he can
produce of the other good. Therefore the opportunity cost of more fish is
the amount of shirts he will have to forego if he shifts his work time from
shirt-making to fishing. In order to pose the question—Howmuch time will
he spend on each?—we need two pieces of information:

• the feasible set of combinations of fish and shirt amounts that are avail-
able to him, given his labor time and the production functions at his
disposal; and

• the indifference map representing his valuation of each of the combina-
tions of the two goods.

We derive the feasible set in this section and introduce the indifference
map in the next.
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The feasible set with economies of scale
We will assume that there are economies of scale in shirt-making (as is
common in manufacturing processes; see Chapter 8) but constant returns
to scale in fishing. This means that the fish production function is linear:
it is a straight line. As a result for fishing both the average and marginal
products of labor are constant and equal to each other and also equal to
the slope of the blue line through points f an c in Figure 6.4. In Figure 6.4

! reminder The average
product is the slope of a ray
from the origin to a point on
the production function, and
the marginal product is the
slope of the production
function. So if the production
function is just a straight line,
both of these are equal and
do not vary as more labor is
devoted to production.

we derive Alex’s feasible set of fish and shirts (shown in the upper-right
quadrant) based on:

• the total amount of time he will work (shown in the lower-left quadrant of
the figure); and

• the production functions for fish and shirts (shown in the lower-right and
upper-left quadrants, respectively).

In Figure 6.4, the horizontal axis to the left of the origin represents
positive amounts of labor devoted to making shirts, and the vertical axis
below the origin is positive amounts of labor devoted to fishing.
Alex needs to make a choice between three different ways to allocate his

time in production to two types of output (fish and shirts):

a. allocate ten hours of work to producing only shirts;
b. allocate some hours of work to producing shirts and some to fish; and

c. allocate ten hours of work to producing only fish.

Option (a) is shown as point a in the figure where Alex dedicates all of his
ten hours of work time to producing shirts. We extend a line up to his
production function for shirts and see that ten hours of labor results in
Alex producing ten shirts and no fish as a result of dedicating all his labor
to shirts.
We could follow the same process for option (c) corresponding to point c

in the figure. He would produce five fish and no shirts by dedicating all his
time to fishing.
Option (b) (that is, point b) on the other hand, shows what Alex would

produce by dedicating half his time to shirts and half to fishing. Because
production in fishing is linear, if he dedicates five hours, he simply gets half
of what he would have produced at ten hours (2.5 fish). But, because there
are economies of scale in shirt production, from dedicating half his time to
shirts, he only gets a quarter of the output relative to ten hours of labor for
shirts (2.5 shirts vs. ten shirts).
The top-right quadrant of Figure 6.4 illustrates an important conse-

quence of economies of scale. The result is that Alex’s production possi-
bilities frontier is bowed inward toward the origin. This reflects the fact

M-CHECK The production
possibilities frontier with
economies of scale shown is
convex to the origin, that is, it
is bowed in to the origin. With
diseconomies of scale, the
production possibilities
frontier is concave to the
origin; that is, it is bowed out.

that, with economies of scale in one or both production functions, dividing
yourwork time between the production of both goods is not as beneficial (it
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Figure 6.4 Deriving the production possibilities frontier with economies of
scale. The lower-left quadrant shows the constraint: a given number of hours of
labor is available. The upper left and lower right show how the available labor can
produce shirts and fish respectively. In the upper-left panel labor hours are
measured from right to left; we illustrate an economies-of-scale production
function; similar to panel (a) in Figure 6.3, but just rotated clockwise 180 degrees.
In the lower-right panel, labor hours are measured from the top down and output
from left to right. The production function has constant returns to scale. Points d,
e, f, and b illustrate the production of shirts and fish that are possible if the labor
time is divided equally among the two sectors.
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is closer to the origin) than devoting all your time to just one or the other.
But specializing in one good works only if there is some way of acquiring
the other good through exchange.
The (negative of the) slope of the production possibilities frontier shows

the opportunity cost of acquiring more fish by shifting labor from shirt-
making to fishing, in terms of the amount of shirts that must be foregone

PRODUCTION POSSIBILITIES FRONTIER The production possibilities frontier
(PPF) for two goods shows the maximum amount of one good that can be
produced given the output of the other good. The production possibilities frontier
is the boundary of the producer’s feasible set and is an alternative name for the
feasible frontier when we study production.
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as a result. This is the marginal rate of transformation of shirts into fish
accomplished by shifting labor time from shirt-making to fish-catching.
With economies of scale, as Alex shifts his labor input from producing shirts
to producing fish, mrt(x,y) declines, so he gives up smaller and smaller
amounts of shirts to get larger and larger amounts of fish.
This reflects the fact that, with economies of scale, the marginal product

of his labor decreases the less labor he devotes to production of a good. This
means that when he is doing little shirt-making, his marginal productivity
in that activity is low, so doing a little less (so as to allow him to do more
fishing) does not result in a large reduction in shirts produced.

CHECKPOINT 6.3 Production possibilities with economies of scale

a. To check that you understand how Figure 6.4 works, find the point on the
feasible frontier associated with devoting eight hours to fishing and two
to shirt-making, (trace out the new points, d’, e’, f’, and b’).

b. You can see from the figure that if Alex devotes all ten hours of his labor
to producing shirts he produces ten of them. How many shirts and fish
would he produce if he devoted nine hours to shirt-making and one to
fish-catching?

c. From the calculation you have just done, what is the marginal rate of
transformation of shirts into fish?

! reminder Remember that
production functions with
economies of scale are convex
(output increases at an
increasing rate with input)
and production functions with
diseconomies of scale are
concave (output increases at
a decreasing rate with input).

6.5 SPECIALIZATION AND EXCHANGE
In Figure 6.5 we combine the feasible set from Figure 6.4 with an indiffer-
ence map. Recall that, as indicated by the numbering of the indifference
curves, farther away from the origin is better in Alex’s evaluation of out-
comes because both shirts and fish are goods.

“The division of labor is limited by the extent of the market”
In the case shown themarginal utility of both goods is diminishing themore
he consumes, so having some of both is superior to having lots of one kind
of good and none of the other. Remember this is why his indifference curves
are bowed inward toward the origin.
If Alex cannot exchange goods with other people, he does the best he can

by following the mrs =mrt rule and finding the point on the production
possibilities frontier that is tangent to the highest indifference curve, that
is, at point d (for diversified production), and consuming xd and yd.
But, if the producer can exchange the goods with others, then there is a

second way that he can “transform shirts into fish.” He does not do so by
reallocating his time from shirt-making to fishing. Instead he can spend all
of his time making shirts and then exchange some shirts for some fish if he
can find a willing buyer for his shirts.
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Figure 6.5 Diversification and specialization with economies of scale. In panel
(a), we present the producer’s choice when they do not have the opportunity to
trade. Using the mrs =mrt rule, the producer chooses the point at which their
indifference curve is tangent to his production possibilities frontier at point d. In
panel (b), we show what happens if the producer can exchange shirts for fish at
some constant price ratio (p). In this case, he can do better by specializing in shirt
production (good y) at point s, and then acquiring the fish he desires through
exchange, not by producing the fish. He produces shirts only at point s, then
exchanges the shirts on the market for fish, taking him to his higher indifference
curve, uA3 at point e.
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Suppose such a trader is found, and she is willing to buy any amount of
his shirts at a given price: in return for p shirts she is willing to provide 1
kilogram of fish. This is the second way of transforming shirts into fish, and
the marginal rate of transformation is p: the quantity of shirts that Alex has
to give up in exchange for a kilogram of fish.
We do not yet ask what determines p. What determines the price will

occupy the next three chapters, in which we introduce the demand for
various products and how this along with costs of production and the
nature of competition among buyers and sellers determines prices.
This opportunity for exchange alters the feasible set constraining what

Alex can do, as shown in Figure 6.5 (b). The orange line with the y-intercept
at y (which is the maximum amount of shirts Alex can produce) represents
his new feasible frontier with exchange. Its slope is −p = −2/3, the (negative
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of the) opportunity cost of acquiring more fish in terms of the shirts
foregone, or what is the same thing, the marginal rate of transformation
of shirts into kg of fish: giving up 1 shirt gets him 2/3 of a kilogram of fish,
giving up 10 shirts gets him 6.67 kilograms of fish.
Movement along the price line shows exchange in varying amounts, not

shifting Alex’s own labor from making shirts to fishing. The darker green-
shaded area is the enlargement of his set of feasible levels of consumption
of the two goods made possible by the opportunity to exchange his shirts
for fish.
How does the expansion of the feasible set change Alex’s choice about

how to use his labor? Before he could trade he did his best by diversifying
at point d. Now, with the ability to trade, he can choose whether to diversity
as previously, or to specialize in fish (point c) or shirts (point s).
He will consider the exchange option. If he specialized in shirt-making,

for example, his willingness to pay to get some fish would be very high. And
he could transform one shirt into two-thirds of a kilogram of fish at the
given price, p = 2/3, as in Figure 6.5 (b). So he would think as follows:

• His willingness to pay for more fish (mrs), shown by the steepness of the
indifference curve if he has little or no fish, exceeds the opportunity cost
of acquiring more fish by reallocating some of his labor to fishing (the
flatter slope of his production possibility frontier);

• but the opportunity cost of acquiring fish by exchange (the negative of the
even flatter slope of the price line) is even less.

So if he specializes in shirt-making he will exchange some of the shirts
he produces for fish at the price p to reach point e (for exchange) on the
highest indifference curve in his new feasible set, uA3 . This is where:

mrs = p =mrt (by exchange)

In the next Checkpoint we ask you to explain how Alex would know that,
at the price shown in the figure, specializing in shirts and trading goods is
better for him than specializing in fish and trading.
Our example—Alex choosing what to produce—demonstrates two general

truths:

• if one or more production functions with economies of scale is available,
it may make sense to specialize; but

• this will be true only if there are others producing different goods and
there are opportunities for exchange, integrating specialized producers
with generalist users to coordinate the division of labor.

This is the basis of the interdependence of different producers within the
division of labor.

❯ EXAMPLE In modern
economies a household may
specialize in providing labor
with some particular mix of
skills, training, and experience
to an employer.
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CHECKPOINT 6.4 The choice of what to specialize in

a. Using Figure 6.5 show that Alex could do better than at point d by
specializing entirely in fish, and exchanging fish for shirts at the price p.
Why does he do even better if he specializes in shirts?

b. Redraw Figure 6.5 with a higher relative price of fish (so p, the number
of shirts that one must give up to get a kg of fish is now larger).

c. Show that if p is sufficiently high, Alex will do better specializing in fish
than specializing in shirts (indicate by a point on your redrawn figure the
amount he will produce, and the amount he will exchange).

d. What is the lowest price, p (number of shirts he gets per kg of fish) that
would make it worthwhile for him to specialize in fish?

Diseconomies of scale, diversification, and exchange
In contrast with the economies of scale illustrated in Figures 6.4 and 6.5,
Figure 6.6 illustrates the case of diseconomies of scale, in both fishing and
shirt-making.With diseconomies of scale, as Alex shifts his labor input from
producing shirts to producing fish, he gives up larger and larger amounts of
shirts to get smaller and smaller amounts of fish. This reflects the fact that,
with diseconomies of scale, the marginal product of his labor decreases the
more labor he devotes to production of a good. As a result of diseconomies
of scale in production of the goods, Alex’s production possibilities frontier
is bowed outward from, or concave to, the origin.
With diseconomies of scale and the corresponding bowed-out produc-

tion possibilities frontier, the marginal rate of transformation (mrt(x,y))
increases as labor is reallocated from shirts to fish reflecting the idea
of increasing opportunity costs. That is, along the production possibilities
frontier, as Alex produces more fish, he must give up more and more shirts
to do so.
To understand what his utility-maximizing choices will be when he

cannot exchange and when he can exchange his goods, we combine the
production possibilities frontier from Figure 6.6 with his indifference map,
as shown in Figure 6.7. If Alex did not have opportunities for trading goods,
he would select point d in Figure 6.7 (a) with utility uA1 at bundle (xd, yd), at
which hismarginal rate of transformation in production equals hismarginal
rate of substitution.
But Alex can do better if he decides what to produce knowing in advance

that he will be able to exchange the goods he produces. To see why this is
so, imagine that once Alex was given the opportunity to trade, he continued
producing at point d, and then looked at his new feasible set, the frontier
of which is defined by the orange price line through point d with as before
a slope of−p, shown in Figure 6.7 (a). The new feasible set gives him options
that he prefers to remaining at point d: he would trade some fish for some
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Figure 6.6 Production possibilities frontier (PPF) with diseconomies of scale.
The graph is constructed exactly as Figure 6.4. It shows in the top-right quadrant a
production possibilities frontier with diseconomies of scale in production. The
diseconomies of scale depicted in the production possibilities frontier arise from
a relationship in the production technologies from the two different sectors:
fishing (bottom-right quadrant) and shirt-making (top-left quadrant).
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shirts (the tangency of the price line with his highest indifference curve is
not shown in the figure).
But he can do better: he can “drag” the price line to include any point on

the feasible frontier, not changing its slope but moving it farther away from
the origin (good for him) or closer to the origin. Where would he want to
drag the price line? The largest feasible set he could have would be if he
shifted his production to point s.
The possibility of exchange expands his feasible set: the orange line

through point s is the feasible frontier with production at point s and
exchange possible at price p, and the expansion of the feasible set beyond
what he could have done if he had produced at d and then considered
exchange is shown by the area shaded in orange.

M-CHECK The production
possibilities frontier with
diseconomies of scale in both
production functions is
concave toward the origin, or
bowed outward from the
origin.

Is there a simple rule that he could follow to know which point on the
feasible frontier to pick in deciding what to produce? There is: maximize
the value of the goods you produce valued at the price p.
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Figure 6.7 A two-step optimizing process with diseconomies of scale and
opportunities for exchange. If the producer cannot exchange the goods with
others, he does the best he can by finding the point on the production
possibilities frontier that is tangent to the highest indifference curve (mrs =mrt)
at point d, and consuming xd and yd. But, suppose the producer can exchange the
goods with others, at the rate of selling one kg of fish for every p shirts bought. If
he continued producing at point d his new feasible set by means of exchange
would be points on or to the left of the orange price line through point d. But the
price line is not fixed, its location depends on what he produces. First, he will
“drag” the price line to the point with the highest value at the given price (located
as the point where the mrt in production (along the feasible frontier) is equal to
the mrt in exchange: point s. The possibility of exchange at s expands his feasible
set, shown by the area shaded in orange. Then, in panel (b), he exchanges fish for
shirts, moving along the price line, which is his new feasible frontier, to point e on
u2 where the mrt in exchange is equal to the mrs (from his indifference curve).
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This works because at the price p, 1 kg of fish is worth the same as p
shirts, then all of the combinations of quantities of fish and shirts along an
orange price line in the figure have the same value, that is: y+p ⋅ x. This has
to be true because in any exchange along that line, the value (expressed in
number of shirts) of the fish sold—p times the kgs of fish sold—must be equal
to the value of the shirts purchased (which is just the number of shirts).
This means that a price line farther away from the origin represents

a higher value of the various combinations of x and y making up the
line. The price line passing through the production point (xs,ys) on the
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production possibilities curve is now a budget constraint indicating all of
the combinations of x and y that are attainable for Alex given how he has
allocated his labor. Moving the price line to include the point s by selecting
the output bundle (xs,ys) to produce maximizes the budget that constrains
his exchange options.
The constrained optimization problem that Alex is facing thus comes

in two steps. But to take the first step Alex must anticipate that after
he chooses how much to produce he will have the opportunity—through
exchange—to change the bundle he has produced so as to consume a
different bundle.

• Step 1: Maximize the value of the output bundle subject to the constraint set
by the frontier of the feasible production set. To do this find the distribution
of labor time between fishing and shirt-making thatmaximizes the value
of one’s output. In step 1, the price line is similar to an indifference
curve: the objective is to choose the point on the production possibilities
frontier that is also a point on the price line that is as far as possible from
the origin. So the choice in the first step is the point at which themarginal
rate of transformation on the production possibility frontier is equal to
the marginal rate of substitution (the negative of the slope of the price
line or what is the same thing, p).

• Step 2: Maximize utility subject to the budget constraint given by the price
line that includes the production point you have chosen. In step 2, the price
line is now the budget constraint not the objective. The point chosen will
equate the marginal rate of transformation along the price line with the
marginal rate of substitution along the indifference curve.

The two cases—economies of scale and diseconomies of scale—differ
in important ways, economies of scale leading to specialization followed
by exchange, and diseconomies of scale leading to diversification, also
followed by exchange. But they have in common a simple rule: from all the
feasible combinations of the production of the two goods, choose the one
that maximizes the value of your output, whether diversified or specialized.

M-NOTE 6.2 Two-step constrained optimization with diseconomies of
scale and exchange

We explain how to determine the maximum utility that Alex can attain given
his utility function u = u(x,y), the feasible set of production of two goods that
he could implement, and his opportunities to exchange one good for another
at the price ratio p = px

py
.

Step 1: Maximize the value of the output subject to the constraint set by the
frontier of the feasible production set.

continued
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The total value of the goods produced by Alex (or the price line) is the price
of good y multiplied by the amount of y plus the price of good x multiplied
by the amount of x:

Value: v = pyy+pxx

For simplicity, we will let py = 1, divide through by py , and let p =
px
py
, giving us:

v = y+px

Alex’s constraint is his feasible frontier:

Constraint: y = g(x),
dg
dx

< 0

Thus, his first step in the maximization problem is as follows:

Vary x to maximize v = g(x) +px

First-order condition: dv
dx

=
dy
dx

+p = 0

Rearranging: mrs of iso-value = p =
−dy
dx

=mrt of feasible frontier

This gives Alex point s in Figure 6.7, or a combination (xs,ys) for him to produce
where his marginal rate of transformation is equal to the relative price p.
Step 2: Maximize utility subject to the budget constraint given by goods he

has produced (xs,ys), and the price line:

Utility: u = u(xe,ye)

Alex’s budget constraint given ys, xs , and p is his price line (what hemaximized
in step 1):

Budget constraint: vs = ys +pxs

The values of y consistent with the constraint, are y = vs −pxs and we can use
this to eliminate y from his utility function. Thus, his maximization problem
becomes:

Vary x to maximize u = u(xe,vs −pxe)

First-order condition (chain rule): du
dx

= ux −puy = 0

Rearranging: mrs (utility function) = ux
uy

= p =mrt (budget constraint)

This gives Alex point e in Figure 6.7, or a combination (xe,ye) on the highest
indifference curve in his feasible set with exchange.

CHECKPOINT 6.5 Maximize the value of your output In Figure 6.7.

a. What is the price of fish, p (that is, how many shirts are required to buy
one kg of fish)?

b. Calculate the value of his output (sum of price times quantity of both
goods) at points s, e, and d.

c. Explain why two of them are the same and both larger than the other.

d. What would be the value of his production if Alex had specialized in fish?
What about if he had specialized in shirts?
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6.6 COMPARATIVE AND ABSOLUTE ADVANTAGE
The question that Alex faced, “What should you specialize in?” seems to
have an obvious answer: “Specialize in what you are best at.” The same
would seem to go for countries: they should specialize in what they are
best at producing. But what, exactly, does that mean? “Better” than other
people (or countries)? What if you are not better than others at anything?
Should you not specialize in anything?

Differing opportunity costs and comparative advantage
Or, does “better” mean “better than you are at other things that you could
do”? If that’s what it means—at least compared to how good others are in
those same things—then we are talking about comparative advantage.
To seewhat thismeans, suppose that a recent graduate, Brett, has started

a data science business. When Brett writes reports for his business, there
are two tasks: entering data in some digital format and generating graphs
to some detailed specifications using the digitized data. Let’s say that each
graph requires 1,250 keystrokes of data.
Brett has the option of doing both tasks, or doing either one of them

himself and getting the other done for pay on Mechanical Turk (which calls
itself “the online marketplace for work”). There are many people like Brett,
some of them offering their services onMTurk, as it is called, and with their
pay purchasing other services fromMTurk. But we will consider just one of
these people named April (there are lots of people like her too).
Figure 6.8 shows how good April and Brett are at the two tasks, as

indicated by their feasible frontiers if they are restricted to working for
just one hour. The points making up their respective frontiers are the
combinations of outputs from data entry and graph making that use up one
hour of their working time. For example, in an hour Brett can produce eight

ONLINE MARKETPLACES
Mechanical Turk is one of
many online marketplaces for
work tasks for pay. Others are
Clickworker, Fiverr, UpWork,
among many others. People
can be paid for small, short
tasks like data input (which is
more typical for sites like
MTurk and Clickworker) or for
more advanced jobs like
Fiverr and UpWork.

graphs and enter no data, or ten (thousand) keystrokes of data entry, and
no graphs, or four graphs and five (thousand) keystrokes, and so on.
Figure 6.8 illustrates the concepts of both absolute and comparative

advantage. April has an absolute advantage in producing both goods: data
entry in thousands (x) and graphs (y). A person has an absolute advantage in
the production of a particular good if, given the set of available inputs, she
can producemore of it than some other person. M-Note 6.3 shows how the
feasible frontier is derived from the data on the productivity of April and
Brett at the two tasks.
In our case, absolute advantage means that, in one hour, if April devoted

all of her time to data entry, she could enter more thousands of keystrokes

ABSOLUTE ADVANTAGE A person or a nation has an absolute advantage in the
production of a particular good if, given a set of available inputs, they can
produce more of it than another person or country.
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Figure 6.8 Feasible frontiers: Absolute and comparative advantage. April has an
absolute advantage in the production of both goods because her feasible frontier
is outside Brett’s. Brett has comparative advantage in data entry because his
feasible frontier is flatter than hers (lower opportunity cost of data entry). Without
the possibility of exchange Brett completes four graphs
(at point g). Remember: each graph requires 1,250 keystrokes of data (also
remember that the horizontal axis of Figure 6.8 is measured in thousands of
keystrokes). This means that they must be on the dashed orange line from the
origin. The question is how far out they can get. The dashed line from the origin
for y = x

1.25
lets us see how many complete graphs (data entry and graph

preparation combined) each person could get by themselves in one hour.
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of data than Brett (11 rather than ten) and likewise for making graphs (20
rather than eight). As her feasible set includes Brett’s entire feasible set (her
feasible frontier is farther from the origin), she can producemore in an hour
than Brett can in any combination—complete specialization in one or the
other or some ratio of data entry to figure making.

M-NOTE 6.3 Opportunity costs, feasible frontiers, and comparative
advantage

To understand how production functions, opportunity costs, and the feasible
frontier determine absolute and comparative advantage we use the following
notation:

• ax = time (fraction of an hour) required to input 1,000 keystrokes of data
( 1
11
for April and 1

10
for Brett, so April has an absolute advantage in

data entry.) continued
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• ay = time (fraction of an hour) required to produce one graph (
1

20
for April

and 1

8
for Brett, so April has an absolute advantage in graph-making)

• x = thousands of keystrokes of data entered
• y = number of graphs made
• T = total time is 1 hour

Total labor time is composed of time spent entering data plus time spent
producing graphs, so the feasible set is defined by:

Time constraint axx+ ayy ≤ T (6.5)

The equation for the feasible frontier is Equation 6.5 expressed as an equality
and rearranged with y as a function of x:

Feasible frontier y = T
ay

− ax
ay

x (6.6)

(Equation 6.6 is similar to the equation for a budget constraint like we saw in
Chapter 3.) Equation 6.6 means that:

−
dy
dx

= ax
ay

=mrt (6.7)

The term− dy

dx
is the negative of the slope of the feasible frontier (which can be

seen from Equation 6.6). In other words, the marginal rate of transformation
is the number of graphs that one has to give up by reallocating time to data
entry, or the opportunity cost of data entry.
We can use the numbers to find their opportunity costs.
For April:

mrt(x,y) = −
dy
dx

= ax
ay

=
1

11
1

20

= 20
11

= 1.82 (6.8)

For Brett:

mrt(x,y) = −
dy
dx

= ax
ay

=
1

10
1

8

= 8
10

= 0.8 (6.9)

Because 0.8 < 1.82, Brett’s comparative advantage is in data entry.

Different opportunity costs: The basis of specialization and
exchange
This raises the question: If April is better at both data entry and graph-
making, why would she want to trade with Brett at all? This is where the
concept of comparative advantage comes in. A person has a comparative
advantage in the production of a particular good if their opportunity cost
of producing that good is lower than it is for another person.

COMPARATIVE ADVANTAGE A person or a nation has a comparative advantage
in the production of a particular good if the opportunity cost to them of
producing it (in terms of foregone output of another good) is lower than it is for
another person or country.
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For Brett, spending the hour that it would require to enter 10,000 more
keystrokes of data would mean that he could not make eight graphs. So
eight graphs is his opportunity cost of 10,000 keystrokes of data entry.
Translating this to be in the units of the figure, 0.8 graphs is the opportunity
cost to Brett of 1,000 keystrokes of data entry (which is the negative of the
slope of his feasible frontier).
By contrast, for April, 10,000 keystrokes of data entry requires just 55

minutes (she enters 11,000 keystrokes per hour) and in that period of time
she could havemade 18.2 graphs. So for April the opportunity cost of 10,000
keystrokes is 18.2 graphs, or translating this to the quantities in the figure,
the opportunity cost of 1,000 keystrokes is 1.82 graphs.
Brett’s comparative advantage is in data entry. This is not because he is

so good at data entry; April is better at data entry than him. It is because he
is so unproductive in producing graphs, so the opportunity cost of taking
time away from graph-making to do data entry (the graphs he otherwise
could have made) is low. It can similarly be seen that April’s comparative
advantage is in producing graphs. Table 6.1 summarizes Brett and April’s
absolute and comparative advantage in these tasks.
Here is a simple way to remember the difference between absolute and

comparative advantage:

• If for a given axis (horizontal or vertical) the intercept of one person’s
feasible frontier is outside (farther from the origin than) the other’s, then
that person has an absolute advantage in the good on that axis.

Table 6.1 Absolute and comparative advantage: Number of bits of data and
graphs created in one hour’s work. The entries in blue show that April has the
absolute advantage in producing both data entry and making graphs. The entries
in red show that Brett has a comparative advantage in producing data entry
(0.8 < 1.82) and similarly April has a comparative advantage in making graphs
(0.55 < 1.25). Remember, if they are working alone, they would never produce only
graphs or only data, because they need a combination of graphs and data for the
project. For both of them the two opportunity costs are simply the inverse of one
another, e.g. for Brett 1.25 = 1

0.8
.

Brett April

Maximum possible data entry 10 11
(thousands of keystrokes per hr)
Maximum possible graphs 8 20
(graphs per hr)
Opportunity cost of 1,000 keystrokes 0.8 1.82
of data entry (in graphs)
Opportunity cost of making 1 graph 1.25 0.55
(in thousands of keystrokes)
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• Comparative advantage is determined by the slope of the feasible frontier:
The comparative advantage of the personwith the flatter feasible frontier
is in the good on the horizontal axis. This is because the (negative of the)
slope of the feasible frontier (how steep it is) is the opportunity cost of
the good on the x axis. The comparative advantage of the person with
the steeper feasible frontier is in the good on the vertical axis.

The second bullet says that unless the two feasible frontiers have the same
slope, the comparative advantage of the two people will differ. Even though
one of them may not have an absolute advantage in either good (like Brett)
each will have a comparative advantage in one of the goods.
So Brett has to be comparatively good at something. The data show that

the opportunity cost of data entry is less for Brett than it is for April. We
now show why this provides the basis for Brett specializing in data entry
and exchanging some of his data for graphs, April spending all her time
making graphs and exchanging some of them for data entry.

CHECKPOINT 6.6 Comparative and absolute advantage

a. If April could make only seven graphs in an hour (Brett’s productivity
remaining unchanged) which of them would have an absolute advan-
tage in which of the goods? In which good would April’s comparative
advantage be?

b. If in an hour Brett could enter only 4,400 keystrokes of data, who would
have comparative advantage in data entry?

6.7 SPECIALIZATION ACCORDING
TO COMPARATIVE ADVANTAGE
Brett and April could of course exchange with each other. But they would
have to find a price at which the number of keystrokes that Brett was willing
to sell was also the number of keystrokes that April wished to purchase. And
similarly for April’s graphs.
It is more realistic to think of them selling their goods on a market in

which many “Bretts” are selling data entry, and many “Aprils” are selling
graphs. When we say April, we really mean “people like April ready to
sell graphs on MTurk, in return for data entry sold by people like Brett.”
And a similar statement goes for Brett. The reason is that if we had some
particular Brett exchanging with a particular April, then in agreeing on a
price they also would have to agree on the amounts to be exchanged (as
Ayanda and Biko did in Chapter 4).
This would be an unnecessary complication, so we avoid it by assuming

that both Brett and April can purchase and sell as much as they like at
whatever price is posted on MTurk. Then the amount that any particular
Brettwanted to sell would not have to be equal towhat someparticular April
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wanted to buy. So we will imagine Brett and April considering producing
some of the product in which they specialize as a task on MTurk and with
the proceeds of the sale of these tasks, then buying what they lack (also on
MTurk).
In Figure 6.8 we can see that if Brett produced both data entry and

graphs himself, he would get to point g—four completed graphs based on
the required 5,000 keystrokes of data. Similarly, April working by herself
could produce 6.11 graphs along with the necessary data at point i.
Will the two be able to do better by specializing in the production of just

a single task each, and then exchanging graphs for data entry, so that each
would have the required keystrokes of data for each graph?

The opportunity to exchange expands the feasible set

! reminder The two ways
that April may get the
necessary data entered if she
specializes in graph-making—
entering them herself, or
exchanging some graphs with
another person who will enter
the data—are exactly the two
ways that Alex had to acquire
fish if he specialized in
shirt-making: divert some of
his time to fish-catching, or
exchange some of the shirts
he made for fish. To see that they will do better with exchange, think about two ways

that April can get data entered: she can do this herself, with every 1,000
keystrokes entered bearing an opportunity cost of 1.82 graphs not made.
Or she could pay someone else to enter data, paying with some of her
graphs. What is the most she would be willing to pay for 1,000 keystrokes
of data entered? The answer is 1.82 graphs, which is what she would have
to “pay” in graph-making foregone, if she did the data entry herself. This is
her maximum willingness to pay for data entry. This is also the negative of
the slope of her feasible frontier.
Would Brett be willing to sell her data entry for a price less than 1.82

graphs per 1,000 keystrokes? The lowest price at which he would sell 1,000
keystrokes of data entry is 0.8 graphs because this is his opportunity cost
of data entry. His opportunity cost is the number of graphs he gives up
producing if he enters 1,000 more keystrokes. This price is called Brett’s
minimum willingness to accept (giving up data in return for graphs). This is
the negative of the slope of his feasible frontier.
Because April’s willingness to pay is greater than Brett’sminimumwilling-

ness to accept—the lowest price at which he would sell keystrokes—each of
them can benefit by specializing and then entering into an exchange.
In Figure 6.9 we show what Brett can accomplish when he specializes in

data entry and then exchanges some data entry for the graphs he needs to
complete his project. The exchange opportunities are shown by the price
lines (which are parallel because both people face the same relative prices).
The (negative of the) slope of the price line is the number of graphs that can
be 1,000 purchased with keystrokes of data entry, or a price equal to 1.45 in
our example illustrated in the figure. A steeper price line is better for Brett,
a flatter price line is better for April.

Specialization and mutually beneficial exchange
To see why specialization and exchange will be mutually beneficial, you can
think of the following:
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Figure 6.9 Feasible frontiers and relative prices for exchange. Without the
possibility of exchange Brett completes four graphs (at point g). The two arrows
show that instead, he could move to point sB , specializing entirely in data entry,
and then exchange some of his data entry with April in return for her making 5.16
graphs for him. The arrows at the top show how April could specialize and
exchange.
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• The (negative of the) slope of the price line as the marginal rate of
transformation of keystrokes into graphs by means of exchange.

• The (negative of the) slope of the feasible frontier is the marginal rate of
transformation of keystrokes into graphs by means of devoting more time
to graph-making and less to data entry.

The possibility of exchange gives Brett anew feasible set, with the frontier
being the price line passing through any point on his “working alone”
feasible frontier, indicating his exchange opportunities when he can buy
1.45 graphswith 1,000 keystrokes.With this new opportunity he couldmove
in two steps from point g to point h. He could do this if he, first, specialized
at point sB and then, second, engaged in exchange, moving up the price line
to point h.
Similarly, if April were at point i producing both goods, she could move

to point j if she specialized at point sA and engaged in exchange to take her
down her price line to point j. In Table 6.2 we compare their situation when
producing both goods with the outcome when they specialize and trade.
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Table 6.2 Specialization and exchange according to comparative advantage. The
price of 1,000 keystrokes of data entry is 1.45 graphs. Remember Brett is
exchanging his data entry for graphs with people like April (not just April
herself). And the same goes for April’s exchanges. This is why it is possible for
the number of graphs that our particular Brett purchased (5.16) to differ from the
number of graphs that April sold (12.89). The different colors in the table each
correspond to a point for each Brett and April in Figure 6.9. For example, the
entries in orange in Brett’s column correspond to Brett’s initial point, g, where
he is working alone. The entries in purple correspond to his first step in the
exchange process where he specializes in data entry, point sB. The entries in
green correspond to his final position after the trade, point h. The colored
entries in April’s column are interpreted in a similar manner.

Brett April

Working independently
Data entry (000s) 5 (0.5 hours) 7.64 (0.695 hours)
Making graphs 4 (0.5 hours) 6.11 (0.305 hours)
Graphs submitted 4 6.11
for the project

Specializing and trading
Data entry (000s) 10 (1 hour) 0
Making graphs 0 20 (1 hour)
Work produced 6.45 (000) data entry 7.11 graphs
for own project
Work for pay to 3.55 (000) data entry 12.89 graphs
exchange with others
Others’ work purchased 5.16 graphs 8.89 (000) data entry
Project submitted 5.16 graphs 7.11 graphs

The reason why a mutually beneficial exchange would be possible is
that the price at which the exchange took place (1.45 graphs per 1,000
keystrokes) was greater than Brett’s opportunity cost of keystrokes and less
than April’s opportunity cost of keystrokes. Or returning to Figure 6.8 the
slope of the price line was greater than the slope of Brett’s feasible frontier
and less than the slope of April’s.
We have not explainedwhy this particular pricewas the one atwhich they

traded (as this would have been distraction from introducing comparative
advantage). But any price between 0.8 and 1.82 would have allowedmutually
beneficial exchange to take place.
What made specialization possible in this case is two things:

• Differences: Brett and April differed in their comparative advantage so
there was some price—1.45 per 1,000 is just one example—at which they
could both benefit form an exchange.

• Opportunities for exchange: Therewas away to exchange one’s completed
tasks with others so as to obtain the right mix of data entry and graph
making.
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CHECKPOINT 6.7 The distribution of the gains from specialization and
exchange

a. Using Figure 6.8, determine the price (graphs per 1,000 keystrokes) such
that Brett would not benefit at all from specializing and trading.

b. Do the same for the price ratio such that April would not benefit.

c. Use the required number of thousands of keystrokes per graph (1.25) to
say how many graphs Brett could make if the price at which he could
sell 1,000 keystrokes fell from 1.45 graphs to one graph.

6.8 APPLICATION: HISTORY, SPECIALIZATION,
AND COORDINATION FAILURES
Brett and April simply decided to specialize in the tasks in which each had
a comparative advantage. The existence of the online marketplace for tasks
made this possible, and both benefited by comparison to producing their
reports without specializing. In the earlier example, Alex simply chose to
produce shirts rather than fish, and he was able to feed himself because
he could exchange shirts for fish. These personal examples have important
lessons about specialization.
But comparative advantage is more often applied to what countries do,

not to what people do. When it comes to countries, we cannot say that, for
example, Germany “decided” to specialize in machine tools and Bangladesh
in textiles. What countries specialize in is the result of decisions made by
vast numbers of people independently choosing what kinds of skills they
will learn, the jobs they will take, what kinds of products the firms they
own will produce and similar decisions. Countries—unlike Brett and April—
can sometimes end up specializing in such a way that they remain poor,
while had they specialized in something else, they would have been rich.
To see how countries can specialize and stay poor, return to the feasible

frontier in Figure 6.5. But now think about the figure as applying to an entire
country, not just choices that Alex might make between fishing and making
clothing.
In this case, the economies of scale in the production of shirts occur

because in every shirt-making business labor is more productive in pro-
ducing shirts the more shirts are being produced in all of the clothing
industry. Industry-wide (rather than firm-level) economies of scale are
called economies of agglomeration. Economies of agglomeration means

ECONOMIES OF AGGLOMERATION The advantages that firms may enjoy when
they are located close to other firms in the same or related industries.
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that the productivity of labor is greater the larger is the total output of the
many firms producing similar goods in one country or region.
Economies of agglomeration contribute to the geographical concentra-

tion of particular industries, for example:

• software engineering in Bangalore (Bengaluru), India

• finance in Hong Kong, London, and New York City

• information technology and IT-related production in Silicon Valley, Cal-
ifornia

• machine tools and motor vehicles in the Stuttgart-Munich region of
Germany

Economies of agglomeration occur because, when large numbers of
people are employed in producing the same product, the skills and other
knowledge particular to that industry are widely diffused in the population,
resulting in higher levels of productivity across the board. Public policies
implemented by governments favoring a locally dominant industry also
reduce costs.
If the relevant economies of scale do not pertain to an individual firm, but

instead are economies of agglomeration, then a single firm, even if capable
of operating at a large scale, will have little reason, for example, to introduce
a truck-manufacturing plant in a finance agglomeration such asHongKong,
or an IT region such as the Silicon Valley.
In Figure 6.10, a country could find itself at point c on indifference

curve uF1 where they have diversified production or at b where they have
specialized production in fish, trade some of the fish along the price line at
price p and arrive at bundle b on indifference curve uF2. They are better off
specializing in fish than they would be if they produced a diversified set of
goods as shown by the specialized production resulting in higher utility at
b than at c.
But they could do a lot better. If the very same country specialized in

producing shirts and then traded some of their output to acquire fish, they
would consume at bundle a on indifference curve uS. Suppose that for as
long as anyone can remember they have specialized in fishing. Why don’t
they just change that? In the case of April deciding to specialize in data
entry, or Brett inmaking graphs, the two peoplewould have quickly realized
that they were ignoring their comparative advantage: they would quickly
switch their specialization to what they have a comparative advantage in.
But in the case of an entire country how would they switch?

Economies of scale and poverty traps as an assurance game
Suppose that in the fish-producing country a few people realized that
everyone would be better off (be on a higher indifference curve) if
they switched to specializing in shirts. What could they do? If people
decided individually to produce shirts they would be much worse off than
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Figure 6.10 Production possibilities frontier poverty trap. In the figure, the
country is specialized in fish at point f and producing xF and obtaining welfare
(utility) of uF2 at point b, but would like to produce shirts (which would take them
to a higher indifference curve). The country is better off specializing in fish than
they would be if they produced a mix of goods, but they would prefer to be
producing yS shirts at point s where they would be on the higher price line and
therefore obtaining higher utility at uS at point a (uS > uF2 > uF1 ). The country
cannot simply shift inputs to produce new outputs as that would require a
dramatic repurposing of production.
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specializing in producing fish. You can see this because getting more shirts
by producing them—that is, moving along the feasible frontier away from
point x

F
—rather than producing fish and trading them for shirts is a losing

proposition. With specialization, people would produce at x
F
and trade to

point b on indifference curve uF2. If they chose to produce a few shirts and
a bit less fish—moving to the left along their feasible frontier—they could
still engage in some exchange to acquire additional shirts. But as you can
see the price line passing through a point on the feasible frontier a bit to
the left of point f would shrink their set of feasible consumption. The new
price line would shift to the left, indicating that the value of the goods they
produced had fallen. No business acting independently would consider this
to be a good plan.
A country specializing in fish in this model is locked in to lower income. If

they all decided to switch (specializing in shirts at point as) then they could
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all be better off if they could then trade downward along the same price
line. But as long as the decision about what each person will produce is
taken independently, people would not specialize in shirt production. They
are facing a coordination problem similar to those discussed in Chapters 1,
4, and 5.
To see this, imagine that the population of the country we have been

modeling is composed of just two people: Anjali and Budi. Budi’s parents
have urged him to take up fishing, and Anjali’s parents, too, have urged her
to continue with the family’s traditional livelihood.
To determine if each will take up fishing or shirt-making they will engage

in the noncooperative game shown in Figure 6.11. Assuming that each
spends five hours a dayworking, we have calculated their output depending
on their choice and the choice of the other, using the production functions
in Figure 6.4. So:

Figure 6.11 Two people in a
country have to choose
whether they will play
“Shirts” or “Fish.” At given
prices of p = $1 for fish and
p = $0.67 for a shirt, they
confront the following payoffs.
The game is an Assurance
Game with two Nash equilibria
(Shirts, Shirts) and (Fish, Fish)
where (Shirts, Shirts) is Pareto
superior to (Fish, Fish) and
Pareto efficient.
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• Fishing for five hours will produce 2.5 kg independently of what the other
does, and the price of fish is 1, so the value of their output if either of them
fish is just 2.5.

• If both produce shirts, that is ten total hours of shirt production resulting
in ten shirts, or five for each of them; at the price 0.67, they both receive
a value of output of 3.33 (5×0.67).

• If one produces shirts and the other does not, the production function
for shirts tells us that the output will be 1

10
(ls)2, with ls = 5; this results in

2.5 shirts, with a value of 1.67 (2.5×0.67).

You can use the circle-and-dotmethod (introduced in Chapter 1) to identify
players’ best responses and therefore the Nash equilibria of the game.
There are two: both fish or both produce shirts. Producing shirts is Pareto
superior to fishing.
How would the two play the game? That would depend on their beliefs.

Budi might think that taking up shirt-making is risky because if Anjali does
notmake the same choice then therewill be no economies of agglomeration
and his payoff would be 1.67. Fishing by contrast is a sure thing as it results
in a payoff of 2.5 with certainty. Anjali might well think the same way. Based
on the traditions of their society they would probably believe that the other
would take up fishing. And so they would both fish. This is similar to the
Planting in Palanpur game in Chapter 1.
Of course if they could have agreed to both produce shirts, then they

would have benefited from the economies of agglomeration and each
produced twice as many shirts (five) as one of them working singly could
do. But we are letting Anjali and Budi represent an entire population who
are mostly strangers to one another, not two neighbors who could agree
on a course of action.
So they have no way of coordinating their actions. Like the farmers of

Palanpur—all planting late when they could all be better off by planting
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early—they will be less well-off because of the poverty trap which they
cannot escape because they lack institutions that would allow them to
coordinate a joint decision.
This kind of self-perpetuating specialization is part of the reason why

so much of the world remained poor while other parts became wealthier.
The labor force of Africa, Asia, and Latin America engaged in agricul-
ture and other low-productivity sectors. Europe and its offshoots (North
America, Australia, and New Zealand) became wealthier starting in the
early nineteenth century in some measure by producing shirts and other
manufactured goods.
In the late nineteenth century and into the twentieth century other

countries shifted their specialization to sectors with higher labor produc-
tivity. This began with Japan, and continued with South Korea, Singapore,
China, and Vietnam. These countries shifting to manufacturing as a higher
labor productivity activity mirrors our example of switching to shirts from
agriculture. The modern manufacturing in these countries includes elec-

✓ FACT CHECK Consider
South Korea as an example. In
1960, farming produced more
than three times as much as
manufacturing. In 2019,
manufacturing produced 15
times as much as South
Korea’s farming. This kind of
transformation is what
motivated our choice of
“fishing” (agriculture, forestry,
and fishing) vs. “shirt-making”
(manufacturing). Source:
World Bank Development
Indicators (2020).

tronics, ship-building, and automobile production.
In all of these cases the change in specialization occurred in large part as

a deliberate government project (which addressed the coordination failure),
not as the result of countless people deciding to produce commodities like
shirts rather than fish.

CHECKPOINT 6.8 Poverty traps Explain why a country specializing in fish
and acquiring shirts by exchanging fish with a shirt producing country (as
shown in Figure 6.10) would

a. be better off specializing in shirts instead, but

b. might find it difficult or impossible to switch from fish to shirts.

6.9 APPLICATION: THE LIMITS OF
SPECIALIZATION AND COMPARATIVE
ADVANTAGE
Economies of scale and opportunities to exchange are common in modern
societies, and, as a result, we live with an extensive (even global) division
of labor in which many individual households and firms specialize in pro-
ducing only one or a narrow range of products and meet their needs by
exchanging these products through monetary transactions.
When we think of specialization, we often conjure images of Silicon

Valley’s engineering and technology hub or the City of London’s financial
center. But, India is home to one of the most developed and specialized
information technology industries in the world based in Bangalore. The
Bangalore-based IT firms InfoSys and Wipro exemplify the dynamics of an
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industry that grew from nothing in the early 1980s to become major global
players by the early 2000s.3

Specialization occurs, too, in older industries. Manufacturers in
Bangladesh export a lot of shirts and hats, and very few bedsheets, whereas
firms in Pakistan export a great number of bedsheets, but very few hats.4

Neither is a particularly skill-intensive kind of production and there is no
reason for us to expect that one of them ought to be better at bedsheets
than hats. But they have specialized due to the advantages of learning-by-
doing and economies of scale.
In contrast with this specialization, however, many households do still

remain diversified rather than specialized. Many households cannot achieve
the benefits of economies of scale due to insufficient wealth to sustain the
training and investment required for specialization, and also because of the
riskiness of starting businesses or engaging in just a single kind of work. As
a result, many poor Indian households diversify rather than specialize.
The women spend time in the morning selling dosas (a rice and bean

breakfast food), they make small amounts of money collecting trash, they
gather firewood to sell, they sell fruit, vegetables, and clothing (mostly
saris), they make and sell pickles, or they work as short-term laborers.
Similar patterns of diverse occupations occur in Côte d’Ivoire, Guatemala,
Indonesia, Pakistan, Nicaragua, Panama, Timor-Leste, and Mexico.

Figure 6.12 A street-side
dosa.
Photo ©Ashish611/Shutterstock.

An example from India shows one extreme: a survey by Nirmala Banerjee
in West Bengal showed that the average family had three people who
worked, sharing seven occupations among them.5

The economic analysis of these two different configurations of
production—specialization or diversification–is based on the same funda-
mental concept—doing the best you can given a set of constraints. But as the
examples above show, whether a person or family specializes or diversifies
is not simply a matter of technology—economies or diseconomies of scale
for example, or learning-by-doing or differential skills. For a family with
limited or no wealth and exposed to uncertainty of their incomes in any
single pursuit, risk mitigation becomes an important priority. As a result,
diversificationmay be the best they can do.We show in Chapter 13 how this
very common combination of limited wealth and exposure to uncertainty
may contribute to the perpetuation of poverty.

6.10 PRODUCTION TECHNOLOGIES
In modern economies, production takes place in families, in governments,
in privately owned firms, and in other settings, each distinguished by a

PRODUCTION Production is the process by which we transform the resources of
the natural world using already produced tools, facilities, and other inputs to
meet human needs.
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characteristic set of rules of the game determining who owns the goods
produced, who directs the production process, and so on.
Private owners of the buildings, machinery, intellectual property, and

other assets making up a firm aim to sell the output (which they also own)
for more than their inputs cost, the difference between sales revenues and
costs being the owners’ profit. The owners (or managers) of the firm choose
the methods of production, the amounts of inputs it hires (hours of labor,
number of machines), and the level of output to maximize their profits,
given the production methods available, the prices they pay for inputs, and
the market prices for their output. For this reason owners of firms want
to minimize the costs that they incur to produce any given level of output
that they decide to produce. Here we explain how the owners of firms
choose cost-minimizing technologies to use in converting raw materials
or unfinished goods into some given level of output of products for sale.
In Chapters 8 and 9 we turn to the owners’ decision about how much to
produce, given the technology they have chosen to use.

Inputs and outputs
Consider a firm producing an output, for example, cars, smartphones, or
English-language lessons. To produce its output, x, the firm needs to hire
labor with the skills necessary for the production tasks and provide the
workers with raw materials, tools, and facilities. Think of the inputs as a
list describing the amounts of labor of each kind and of all the different
raw materials (wood, steel, plastic, glass), tools (dies, drill presses, com-
puter forges), and facilities (factories, offices, labs) required to produce
the output. These inputs to the production process are termed factors of
production. We would measure all these inputs over the same time period
as output: so many hours of each kind of employee per month, so much
steel per month, so much office space per month, and so on.
It’s easy to see how the process works if we look at two dimensions

on horizontal and vertical axes in Figure 6.13. The labor hired is l (on the
horizontal axis), and k (on the vertical axis) is the quantity of capital goods
that the firm uses. Its capital goods are the machines, tools, and facilities
that the firm needs to produce their output over the relevant time period.
Each point in Figure 6.13 is a different list of factors of production.
We can describe one way of producing a particular level of output by

indicating a level of the labor input, l, and the capital goods input, k, that
will produce the specified output, x. This combination (x, l,k) describes

FACTOR OF PRODUCTION Any input into a production process is called a factor
of production. In the past economists often referred to land, labor, and capital
goods as primary factors of production, but this usage is overly narrow given the
essential role of other production inputs such as our natural environment beyond
“land” and knowledge.
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one of the firm’s possible techniques of production. For a given level of
x, we can describe the technique of production—which is a particular way
of producing some given amount of output—as a point in (l,k) space, as in
Figure 6.13.

Figure 6.13 A production
technique, (x, l,k) producing
some amount of output x
using labor l1 and capital
goods k1.
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Technology and feasible production
The firm is constrained by the available technology, which describes what
techniques it can in fact carry out, given its state of knowledge, the
skills of workers, and the conditions of work (health, safety, and intensity)
that the firm can legally and socially impose on its workers. Technology
is therefore not just a question of engineering or scientific knowledge,
but also involves relations between workers and management and among
workers themselves, as well as the legal and institutional framework within
which the firm operates.
Figure 6.14 displays the feasible set for producing a hundred units of

output. The green-shaded region shows the set combinations of capital
goods and labor, sufficient to produce a given output, x = 100, of the good
x. The dark-green lines are the border of the feasible set called an isoquant,
meaning equal (iso) quantity. There is a set of isoquants, called an isoquant
map (not shown), each one of them associated with a different level of
output.
Each of the four lettered points in Figure 6.14 is a particular combination

of labor and capital goods that are sufficient to produce 100 units of good
x. But the owners of a firm seeking to produce that amount would not be
equally happy to use any of the four.
Technique i dominates technique h because it uses less of both inputs

to produce the same output. Similarly techniques f and g are dominated
by point i: each uses the same amount as does technique i of one input
and more of the other input to produce 100 units. Technique i is called
technically efficient because (considering the alternatives, f, g, and h) there
is no other technique that produces the required amount of output (x = 100)
with less of at least one input and not more of any other.

! reminder A
Pareto-efficient allocation is
one that is not dominated by
any alternative, so there is no
other allocation that is
preferred by at least one
person and not
“dis-preferred” by any person.
The definition of technical
efficiency is similar but
applying to techniques and
inputs used rather than
allocations of goods, and
people’s utilities.

The production isoquant derived from a production function is analogous
to the indifference curves based on the utility functions in Chapter 3. But,

TECHNIQUE OF PRODUCTION A technique of production is a particular
way—bundle of inputs—of producing some given amount of output.

ISOQUANT An isoquant gives the combinations of two inputs that are just
sufficient to produce a given level of output.

TECHNICAL EFFICIENCY A technique of production is technically efficient if
there is no other technique with which the same output can be produced with
less of at least one input and not more of any input.
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Figure 6.14 Production techniques. For a given level of output x = 100, we can
describe any technique of production as a point showing the amount of labor, l,
and the quantity of capital goods, k, required to produce output x. The area
shaded in green shows the feasible combinations of labor and capital goods that
can produce output x, which is equivalent to the feasible set introduced in
Chapter 3. The area in blue shows the infeasible combinations of capital goods
and labor to obtain an output of x = 100.
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it is important to remember that a production isoquant is a constraint
on the choice of inputs required to produce a particular level of output,
rather than something to be maximized. A utility maximizer wants to get
to the highest possible indifference curve given the set of feasible options.
The cost-minimizing firm wants to get to the minimum cost point on the
production isoquant for any given level of output.
Figure 6.15 (a) shows two production isoquants representing two tech-

niques of production one of which uses more capital goods and less labor
than the other. The production isoquant in Figure 6.15 (b) includes the
points representing the two techniques in panel (a) and the line joining
them, representing the possibility of doing some of the production with
one technique and some with the other. The isoquant in panel (b) provides
some possibility of substitution of one input for the other by switching from
one technique to the other, but this substitution is limited because there
are only two techniques.

! reminder A production
function x = f(l,k) describes a
firm’s available set of
techniques of production as a
mathematical relationship.
Here we present production
functions with just two
inputs—labor and capital
goods—but production
functions may describe the
relationship between output
and any number of inputs,
labor with different skills, for
example, or different kinds of
capital goods (buildings,
machines, and so on).

As shown in Figures 6.14 and 6.15, a production isoquant can be thought
of as points corresponding to the various techniques of production, and the
lines connecting those points (which correspond to mixing the techniques
of production). The production isoquant is equivalent to the idea of the
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Figure 6.15 A production isoquant combining two techniques. For a given level of
output x, there may be more than one feasible technique of production. The
production isoquant in this figure consists of the two techniques, and the line
between them, representing production with combinations of the two techniques
(one shown by point c). The availability of more than one technique implies that
substitution of one input for the other is possible by shifting some production
from a more capital-intensive technique to a more labor-intensive technique.
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feasible frontier in earlier chapters as it defines what combinations of labor
and capital goods can feasibly produce the level of output, x.

!reminder We have already
examined production
functions, but so far they have
only involved one input, such
as labor as an input into
studying in Chapter 3 or labor
as an input into either fishing
or shirt production in
section 6.3.

6.11 PRODUCTION FUNCTIONS WITH MORE
THAN ONE INPUT
The techniques of production available are often described in a production
function, which is a mathematical expression giving the least quantity of
inputs—such as capital goods (k) and labor (l)—that are sufficient to produce
any given level of output, x. The production function can also be thought of
as specifying themaximum level of output attainable for each combination
of inputs:

Production function x = f(l,k) (6.10)

You have already seen examples of the simplest production function in
the Leontief production function in which there is but a single technique
available for a given level of output x as in the production isoquants in
Figures 6.14 and 6.15.
As in those figures, what are called Leontief production isoquants are

rectangular because the technology specifies a given ratio of capital goods
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to labor (at the point of the rectangular isoquant closest to the origin, such
as point i in Figure 6.14, or points a and b in Figure 6.15). If that particular
ratio of inputs is in use, then addingmore labor ormore capital goods has no
effect on production: their marginal products are zero. There are therefore
no possibilities of substituting one factor of production for another.
To clarify what this “no substitution” characteristic means with an

HISTORY Wassily Leontief
(1906–1999) was a
Russian-American Nobel
Laureate in economics. He
modeled the whole economy
as what became known as an
input–output system, with
each industry being
represented by a Leontief
production function. His work
is valued by economists
because it allows a
mathematical representation
of the whole economy that
can be estimated empirically
(for example, engineers can
determine how many tons of
coal are needed to produce a
ton of steel).

extreme example, think about nuts and bolts: if you have n nuts and n
bolts, then having n+ 1 bolts is no better than having n bolts. A bolt is
useless without a nut, and a nut is useless without a bolt. You need to use
the inputs in fixed proportion to each other to get “a nut and a bolt.”

M-NOTE 6.4 Leontief production function

The output of good x, is produced with l the amount of labor input used and
k the amount of capital goods used. Let al and ak be the minimum amounts
of labor and capital goods required to produce a single unit of output.
Noting that min(m,n) means m and/or n, whichever of m or n is lowest

(or both of them if they are equal), the Leontief production function can be
written:

x = f(l,k) =min( l
al
, k
ak
) (6.11)

The equation can be read: “The number of units of x produced is the smaller
(“min.”) of the ratio of the amount of the input used (the numerator in the
two fractions) to the input required for a single unit of production (the
denominator).” Any capital goods input in excess of the minimum amounts
required is of no use in production in producing a single unit.

Cobb–Douglas production function
Another representation of how inputs are combined to produce outputs is
the Cobb–Douglas production function.

❯ EXAMPLE Leontief’s
input–output models are
today used, for example, to
calculate the amount of CO2

emissions produced per unit
of output of each industry,
taking account of both the
direct and the indirect inputs.
That is counting for example
not only the coal used to
produce a ton of steel, but the
coal used in producing the
machinery and all of the other
inputs required for a ton of
steel.6

Cobb–Douglas production function x(l,k) = qlαkβ (6.12)

The Cobb–Douglas production function requires that l > 0,k > 0 for pro-
duction to take place: some of both inputs are essential, but their pro-
portions used can vary. The parameters of the Cobb–Douglas production
function convey the following information.

! reminder The
Cobb–Douglas production
function has the same
structure as the
Cobb–Douglas utility
functions we studied in
Chapter 3.

• 0 < α and 0 < β capture the contribution of labor and capital goods,
respectively to producing output;

• the sum of α and β tells us how output responds to proportional increases
in both of the inputs indicating whether the firm experiences economies
of scale (α+β > 1), diseconomies of scale (α+β < 1), or constant returns
to scale (α+β = 1);

• q > 0 is a positive constant that captures a level of productivity of the
specific technology.

A Cobb–Douglas isoquant for x = 100 is shown in Figure 6.16. The green-
shaded area shows the feasible combinations of capital goods and labor that
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Figure 6.16 Production isoquant given a Cobb–Douglas production function. The
feasible set of production for a given x is the set of techniques of production,
combinations of labor input, and capital goods, (l,k) that permit the firm to
produce some given amount of the output, x.

0 1 2 3 4 5 6 7 8 9 10
0

1

2

3

4

5

6

7

8

9

10

Hours of labor, l

Qu
an

tit
y 

of
 c

ap
ita

l g
oo

ds
, k

Cobb–Douglas
isoquant
x = f(l, k)

x infeasible
with (l, k)

x feasible
with (l, k)

are more than enough or just enough (the dark-green line) to produce x.
The blue-shaded area shows the combinations of capital goods and labor

❯ EXAMPLE Constant
returns to scale. Given the
production function
x(l,k) = lαkβ suppose
α = 1

2
= β so the sum of the

exponents is equal to 1.
Compute the output if both k
and l are equal to 2. Output is
equal to 2. Now double the
inputs so that both are now 4.
The output is now
x(l,k) = 4

1

2 4
1

2 = 4. So doubling
both inputs doubled the
output: this is constant
returns to scale.

that are insufficient to produce x, that is, they are infeasible.

The marginal rate of technical substitution
The marginal rate of technical substitution is the negative of the slope
of the production isoquant and equal to the ratio of the marginal product
of the input on the x-axis to the marginal product of the input on the
y-axis. It shows how much more of the y-axis input (k in our figures)
must be added to compensate for the withdrawal of one unit of the x-axis
input (l in our figures) so that output is unchanged. You can think of the
isoquant as another feasible frontier, the boundary of the feasible set of
inputs sufficient to produce the particular level of output.

MARGINAL RATE OF TECHNICAL SUBSTITUTION The marginal rate of technical
substitution is the negative of the slope of the production isoquant and is equal
to the ratio of the marginal product of the input on the x-axis to the marginal
product of the input on the y-axis. It shows how much more of the y-axis input
must be added to compensate for the withdrawal of one unit of the x-axis input
so that output is unchanged.
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Figure 6.17 A production isoquant for the Cobb–Douglas production function
x(l,k) = l0.5k0.5 for the output level x = 4. The marginal rate of technical
substitution is the ratio of the marginal products, mpl/mpk = xl/xk, which is the
negative of the slope of the production isoquant Δk/Δl. Three points along the
isoquant curve are shown: a, b, and d illustrating how the marginal rate of
technical substitution decreases comparing points on the production isoquant as
the ratio of labor to capital goods inputs increases. Three gray dashed lines are
tangent to the production isoquant, the slopes of which are the negative of the
marginal rate of technical substitution, mrts(l,k), at each point.
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Figure 6.17 shows a Cobb–Douglas isoquant with the combinations of
capital goods and hours of labor that can produce x = 4. The figure also
shows the value of themarginal rate of technical substitution at three points
a, b, and d. Comparing the points, we can see that the mrts(l,k) decreases
as the ratio of the labor input to the capital goods input increases.
In M-Note 6.5 we show that:

mrts = Marginal product of labor
Marginal product of capital

≡ xl(l,k)
xk(l,k)

(6.13)

To seewhat thismeans, think about the technique given by the input bundle

HISTORY Paul Douglas
(1892–1976) developed the
function with his colleague at
Amherst College, Charles
Cobb. Though a Quaker,
Douglas was fiercely
anti-fascist and during World
War II volunteered for the US
Marine Corps as a private at
the age of 50. He later won
two purple hearts in
recognition of the battle
wounds he suffered in the
Pacific theater. He went on to
be a prominent member of
the Democratic Party and a US
Senator serving from 1949 to
1967.

(ld,kd), point d in Figure 6.17. The reason why themrts is low (=0.25) at point
d is that the substantial amount of labor used at that point has diminished
the marginal product of labor (xl), which is the numerator in the expression
for themrts. And the very limited amount of capital goods in use at point d
also means that the marginal product of capital goods (xk, the denominator
of Equation 6.13) is high.
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M-NOTE 6.5 The marginal rate of technical substitution and marginal
products

The production isoquant is defined as the combination of inputs that can
produce a given output, x(l,k) = f(l,k).
To find the slope of an isoquant we proceed as we did when finding the

slope of an indifference curve. We use the property of the isoquant that the
points on it made up of different amounts of l and k result in the same level
of output x. So for small changes in l and k the following is true:

dx = 𝜕x
𝜕l dl+

𝜕x
𝜕k dk = 0 (6.14)

dx = xl(l,k)dl+ xk(l,k)dk = 0 (6.15)

Where xl is the marginal product of labor and xk is the marginal product of
capital. Because along a production isoquant the difference in output is zero
(just like along an indifference curve the difference in utility is zero), Equation
6.15 can be understood as follows:

xl(l,k)dl⏟⎵⏟⎵⏟
Change
in x as

l changes

+xk(l,k)dk⏟⎵⏟⎵⏟
Change
in x as

k changes

= 0

Rearranging mrts(l,k) = −dk
dl

= xl(l,k)
xk(l,k)

(6.16)

Equation 6.16 can be stated as:

Marginal rate of technical substitution = Marginal product of labor
Marginal product of capital

This is the negative of the slope of the production isoquant.

M-NOTE 6.6 Cobb–Douglas economies of scale

To study economies of scale, start with the following Cobb–Douglas produc-
tion function:

x(l,k) = qlαkβ

and then increase both inputs by some proportion, S. Therefore, increase l
and k by the proportion S. That is, multiply each input by S before raising the
input to the relevant power:

x(Sl,Sk) = q(Sl)α(Sk)β

Now, take each S out of the parentheses:

x(Sl,Sk) = qSαlαSβkβ

= Sα+βqlαkβ

= Sα+βx(l,k)
continued
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The final step occurs because we know that qlαkβ is our original production
function with output, x(l,k). If α+β is greater than one, then the output
increased more than proportionally with an increase of l and k by the
proportion S. Therefore, the production function has increasing returns to
scale. If α+β is less than one, the production function has decreasing returns
to scale. If α+β is equal to one, it has constant returns to scale.

CHECKPOINT 6.9 Cobb–Douglas Constant returns to scale In the “Exam-
ple: Constant returns to scale” margin note you saw that if the sum of the
exponents of the Cobb–Douglas production function is equal to one, then
doubling both inputs from 2 to 4 doubled output. Show what happens to
output for the same doubling of inputs, but when the exponents sum to
more than one, i.e. α = 2 = β.

Diminishing marginal products of inputs

M-CHECK For the Leontief
production function we
cannot compute the marginal
rate of technical substitution
from the slope of a
production isoquant because
its slope is undefined at the
kink in the isoquant. But at
the “kink” in the isoquant,
adding more capital goods or
more labor has no effect on
output, so we could view the
Leontief production isoquant
as representing an extreme
form of diminishing marginal
products.

It is important not to confuse economies and diseconomies of scale, which
describe what happens when all inputs are changed proportionally with
diminishing or increasingmarginal productivityof one inputwhen the other
inputs are held constant (say, increasing labor, holding capital goods inputs
constant).
A production functionmay have diminishingmarginal productivity to any

one input when the others are held constant, and still exhibit economies of
scale when all the inputs change together.

M-NOTE 6.7 Diminishing marginal productivity

To compute the marginal product of labor in the Cobb–Douglas production
function we start with the production function:

x(l,k) = qlαkβ

To find the marginal product of labor, we calculate the first partial derivative
of the production function with respect to labor, which gives us the effect on
total output of a small change in the labor input, holding constant the level
of capital goods input:

𝜕x(l,k)
𝜕l = xl = αqlα−1kβ

= αqlαkβ

l

= αx(l,k)
l

For α > 0 and l > 0, the marginal product of labor is positive: as you can see
from the equation immediately above, it is equal to α itself times the average
product.
To work out whether the marginal product of labor is diminishing, we need

to know whether the derivative of the marginal product of labor with respect
to the labor input itself is positive, zero, or negative:

continued
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𝜕2x(l,k)
𝜕l2 = xll = α(α− 1)qlα−2kβ

= α(α− 1)qlαkβ
l2

= α(α− 1)x(l,k)
l2

The sign of xll depends on the size of α.
Diminishing If α < 1, then α− 1 < 0, so xll < 0 which means diminishing

marginal productivity of labor.
Constant If α = 1, then α− 1 = 0, and xll = 0, that is, constant marginal

productivity of labor.
Increasing If α > 1, then α− 1 > 0, that is, increasing marginal productivity

of labor.

CHECKPOINT 6.10 Production functions and factor inputs Check your
understanding by doing the following:

a. Explain why, in Figure 6.15 at point a, adding more labor has no effect on
production.

b. Explain why in Figure 6.16 the isoquant is downward sloping.

c. We have the following Cobb-Douglas function: x(l,k) = 2l0.7k0.5. Does this
production exhibit economies or diseconomies of scale? Does it exhibit
diminishing or increasing marginal productivity of labor?

6.12 COST-MINIMIZING TECHNIQUES
Having introduced a description of the production process—the production
function—we now consider the firm as a profit-maximizing entity. To
determine the level of output that will yield the greatest profit for the
owners of the firm, consider two pieces of information that the owners of
the firm would need:

• Cost minimization: for every possible level of output, given the costs
of using the inputs to the production function, find the technique of
production that minimizes the costs of production.

• Profit maximization: using the resulting cost curve (describing the least
cost at which each level of output can be produced) and the demand
curve for the firm’s product, determine the level of output to produce.

Here we describe cost minimization. We describe the profit maximization
step in Chapters 8 and 9. We call any particular combination of labor and
capital goods used (l,k) a bundle of inputs. Finding the minimum cost
bundle for producing each level of output the firm’s owners might want
to produce requires three steps:



OUP CORRECTED PROOF – FINAL, 13/9/2021, SPi

Cost-Minimizing Techniques 327

• Step 1: Calculate the cost of every input bundle that the firm might use.

• Step 2: Identify bundles that cost the same, and use the resulting isocost
line to distinguish between more costly and less costly bundles.

• Step 3: Use the isoquants based on the available production functions to
determine, for each level of output, the least costly bundle.

! reminder Isoquants look
similar to an individual’s
indifference curves which
represent the person’s
objectives; but isoquant
curves represent constraints
on the firm’s cost
minimization process, not the
firm’s objectives.

In this process the owners of the firm seek to minimize the cost of produc-
ing a given level of output so the isoquant is the constraint not the firm’s
objective. It tells the owners of the firm what combinations of inputs will
produce a given level of output.

Isocosts: Equally costly bundles of inputs
We consider a case in which:

• the capital goods used by the firm are rented (for example, buildings and
equipment) rather than owned; and

• the firm’s own demand for labor and capital goods does not influence the
price it pays for these inputs. This assumptionwould be true, for example,
if the firmwere small in relation to themarkets for its inputs so that hiring
more inputs does not raise market-wide demand sufficiently to increase
the price.

Then the cost of using any particular combination of labor and capital goods
depends on:

• Wages (w) paid per hour for the hours of labor hired (l), for a total cost of
labor of wl.

• The rental cost of the capital goods (pk) times the quantity of capital goods
used (k) for a total cost of capital goods of pkk.

Then the cost, c(l,k), of a bundle of inputs is:

c(l,k) = wl+pkk (6.17)

Using Equation 6.17, we know the cost of every input bundle. So we can
construct an isocost line, showing all the possible combinations of amounts
of labor and amounts of the capital good that result in a constant or equal
(“iso”) level of costs. Rearranging Equation 6.17, we can find the equation

! reminder In earlier
chapters the indifference
curves bowed in toward the
origin (like the green isoquant
in Figure 6.19) represented the
objectives of the person, that
is the thing that she wished to
maximize based on her
preferences, subject to some
constraint, for example a limit
on how much she could
spend. Here the blue isocost
lines represent the objective
of the firm’s owners, that is
the thing they wish to
minimize, while the curved
isoquant is the constraint
based on the feasible set of
production techniques that
produce at least the given
amount of output.

for an isocost line associated with total costs of c:

Isocost line k = c
pk

−(w
pk
) l (6.18)

ISOCOST LINE A line that represents all combinations of inputs that cost a
given total amount.
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Figure 6.18 Three isocost lines are presented: c1, c2, and c3. Isocost lines closer
to the origin are made up of less costly input bundles. The equation for an isocost
line is given by c = pkk+wl, where pk is the cost per unit of renting capital goods,
k is capital goods input, w is the wage, and l is the quantity of labor input. We can
rearrange this equation in terms of the capital goods input, k = c

pk
−( w

pk
) l. The

slope of the isocost line is determined by the marginal rate of substitution of
capital goods into labor, mrs(l,k) = w

pk
, which is the tradeoff of using more labor in

terms of the lesser quantity of capital goods that can be used, in order to hold
constant the cost of the resulting bundle.
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A set of isocost lines—called an isocost map—is shown in Figure 6.18. Each
line corresponds to a constant cost level, c1 < c2 < c3. The isocost lines
represent the objectives of the owners of the firm when they are seeking
to find the combination of inputs that will minimize the cost of producing
some particular output. The slope of an isocost line is:

Δk
Δl

= −w
pk

= −marginal rate of substitution (6.19)

We call the negative of the slope of the isocost line themrs because, for cost
to remain constant, the given level of the negative of the slope is the amount
of the capital good that must be increased to substitute for a reduction in
the labor input.

! reminder We refer to the
trade-offs associated with an
actor’s objectives as a
marginal rate of substitution,
while the trade-offs arising
from the actor’s constraints
are represented by a marginal
rate of substitution.

The owners would like to find the technique of production that will put
them on the lowest feasible isocost line, that is, the one closest to the origin.
The constraint limiting the owners’ decision is the available technology or
technologies as described by the production isoquant for the given level of
output.
Remember the owners do not know that they will produce this given

amount of output, and most likely they will not. Instead they are doing a
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thought experiment, reasoning as follows: if we were going to produce this
given amount, what would be the least cost way to do it. They do the same
minimum cost exercise for every level of output that they might produce.
They need this information along with information about buyers’ demand
for their product to determine the level of output that will maximize their
profits.

The cost-minimizing choice of technique
Could point d in Figure 6.19—the technique given by the input bundle
(ld,kd)—be the least-cost way of producing output x? The opportunity cost
of using less labor—that is the additional amount of capital goods that would
be required to sustain the production of x using less labor—is small, shown

Figure 6.19 The minimum cost of producing a given level of output. To produce
the output given by the isoquant x, the least-cost input bundle is indicated by
point b where mrts =mrs.
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Table 6.3 Four rules: individual constrained optimization, societal Pareto
efficiency, and firm cost minimization.

Tangency rules Tangency of Rule for what

mrs =mrt An individual’s indifference curve
and feasible frontier

Individual constrained
optimization

mrs =mrts The firm’s owners’ production
isoquant and isocost lines

Individual cost
minimization

mb =mc Restatement of mrs =mrt using
marginal benefits and costs

Individual constrained
optimization

mrsA =mrsB Two or more people’s indifference
curves

Societal (multi-person)
Pareto efficiency
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by the relatively flat isoquant at point d. Remember, this is because the
marginal product of labor is low (due to the substantial amount of labor
being used) and the marginal product of capital goods is high (because few
are in use). This quantity—the mrts—falls short of the added use of capital
goods that would substitute for the reduced labor hired, resulting in no
change in the cost incurred by the firm (indicated by the steepness of the
isocost curve). So we have, using the technique (ld,kd):

mrts = xl
xk

< w
pk

≡mrs (6.20)

This means that the given level of output could be produced at lower
cost by substituting more capital goods for labor hours. The firm would
continue to substitute capital goods for labor hours until the point where
the ratio of marginal products equals the ratio of prices for the inputs at b,
where:

mrts = xl
xk

= w
pk

≡mrs (6.21)

Theminimum cost technique of production to produce output x is therefore
the input bundle (lb,kb), where the ratio of marginal products equals the
ratio of input prices, xl

xk
= w

pk
, or what is the same thing, the slope of the x

isoquant is equal to the slope of an isocost line.

M-CHECK As with the
mrs =mrt rule, there are
cases where the mrts =mrs
rule does not apply. For
example, the cost-minimizing
technique could be a corner
solution in which no capital
goods at all were used.

CHECKPOINT 6.11 Choices of capital goods and hours of labor Make
sure you understand Figure 6.19 by explaining why, if the firm were pro-
ducing at point a, it could reduce costs of producing the given amount of
output by using fewer capital goods and more hours of labor.

Input prices and the choice of a labor- or a capital-intensive
technique
Now, think about a firm that sells some product and is considering which
of two technologies to use producing the output. One uses some powerful
machinery (the capital good) and little labor while the other technology
uses lots of labor and a smaller machine. For concreteness, think of the
two technologies as similar to plowing a field using a powerful tractor or
with a small garden-type roto-tiller. We refer to the contrast of these two
technologies as a difference in factor intensity. The roto-tiller technology
is called labor-intensive and the tractor technology is called capital-goods-
intensive.

FACTOR INTENSITY A production function A is more labor-intensive than
production function B if for any given ratio of wages to the price of capital goods,
the cost-minimizing choice of inputs will be to hire more labor hours when using
A than when using B.
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Figure 6.20 Choosing a capital-intensive or labor-intensive technology to
minimize costs. The cost-minimizing choice of technology depends on the wage
and the cost of capital goods. In panel (b) the coefficients for the labor-intensive
Cobb–Douglas technology B are α = 2/3,β = 1/3, and for the more capital-goods-
intensive Cobb–Douglas technology A, α = 1/3,β = 2/3. Higher wages (a steeper
blue isocost line) will lead the owner to implement the more
capital-goods-intensive technology.
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(b) Two Cobb-Douglas technologies

If these two alternative ways of producing the output were described
by two Leontief technologies, then we could say that the one using the
roto-tiller is the more labor-intensive, or what is the same thing (because
there are just two inputs) the less capital-goods-intensive. In the Leontief
technology, the ratio of inputs of labor to the inputs of the capital good
required to produce a unit of output is a measure of the labor intensity
of the technology. While the more accurate expression is to refer to
capital-goods-intensive technologies, to save words we sometimes refer to
technologies as “capital-intensive.”
Figure 6.20 (a) illustrates the case with Leontief technologies and Figure

6.20 (b) illustrates the case with Cobb–Douglas technologies. In Figure 6.20
(a) the Leontief technology indicated by point g ismore labor-intensive than
the technology at point f. In Figure 6.20 (b), the Cobb–Douglas technology
indicated by point j is more labor-intensive than the technology at point h.
Where substitution between inputs is possible—as with the Cobb–

Douglas technology—the distinction between labor-intensive and capital-
intensive technology is not so simple. The basic idea, however, is the same:
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the labor-intensive technology is the one that the owners of a firm would
choose to minimize costs if wages were low relative to the cost of capital
goods. A capital-goods-intensive technology, likewise, is one that would be
used by a cost-minimizing firm if wages were high relative to the costs of
capital goods.
Point f in Figure 6.20 (a). shows the inputs required to produce a single

unit of output using the capital-intensive technology. Point g shows the
same information for the labor-intensive technology. Which technology
the firm will adopt in order to produce its product at the lowest cost
depends on the relative cost of labor and capital goods, as indicated by the
isocost lines in green and blue. If wages are low, then the isocost lines are

❯ EXAMPLE In this video
(tinyurl.com/y3vf276o)
Economic historian Bob Allen
addresses the question of why
Britain industrialized when
others did not (from the CORE
project. www.core-econ.org).

flatter, as shown in the figure with the green isocost lines. If the firm uses
the labor-intensive technology it will incur costs of cL1 which is less than the
cost it would incur if it used the capital-intensive technology when there
are low wages (along cL2).
Higher wages (for the same rental cost of the capital good) are indicated

by the steeper isocost lines in blue. Using the labor-intensive technology
with higher wages (along cH2 ) would incur higher costs than using the
capital-intensive technology (along cH1 ).
Figure 6.20 (b) shows an analogous situation with substitutability

between the two factors of production with Cobb–Douglas technologies.
Once again, the relative costs are shown by two isocost lines, cL

′
1 and cH

′
1 .

The unit isoquants show the different combinations of capital goods and
labor that would produce the same output, x. The owners of the firm would
choose point h if wages were high and point j if wages were low. At points
h and i, the marginal rate of technical substitution differs between the two
isoquants, which we can see with the labor-intensive technology B having
a much steeper isoquant at point i than the capital-intensive technology
has at point h.

CHECKPOINT 6.12 Capital-intensive and labor-intensive
technologies

a. Using Figure 6.20 (a), show that there is one ratio of wages to the cost of
capital goods such that the lowest cost of producing x will be the same
using the two technologies.

b. Show that if a firm had just two technologies to choose from, the Leontief
technology F from panel (a) and the Cobb–Douglas technology A from
panel (b), it would choose the Cobb–Douglas technology if wages were
either very high relative to the cost of capital or very low. But for some
input price ratio in between, it would choose the Leontief technology.

c. Explain why this means that it is not always possible to designate a
technology as more labor-intensive or more capital-intensive.

https://tinyurl.com/y3vf276o
https://www.core-econ.org
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Figure 6.21 Improvements in farming and lighting technology over time. In both
panels, improvements in technology show the reduced number of hours of labor
required to obtain the indicated output (wheat and light). The vertical axis
measures what is called a ratio scale so that, for example, the distance between
20 and 100 is the same as the distance between 10 and 50 (the ratio of the first to
the second number is the same in both cases). This is equivalent to a logarithmic
scale, so the rate of change of the measure is the slope of the lines shown. Notice
that the vertical scales are different; the improvements in lighting shown are
much greater on a percent per year basis than in agriculture for US farmers.
Sources: Nordhaus (1996); Spielmaker (2018).
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(b) Improvements in light technology over time

6.13 APPLICATION: TECHNICAL CHANGE AND
INNOVATION RENTS
Production technologies shape how we live, and ongoing changes in
technologies are revolutionizing the world. The Industrial Revolution and
changes in technology since then have transformed the economies of
Europe and North America from largely agriculture to manufacturing and
later to service-based livelihoods.
Included in these changes were the shift of most work out of the home

and into the factory or office, the enormous increase in the scale of
production of typical firms, the widespread replacement of human labor by
machines, and vast increases in the quantity of goods and services available
along with a decline in the amount of time in one’s lifetime spent working.
Figure 6.21 shows the scale of these productive improvements for two

technologies: agricultural output and light. Panel (a) shows the change in
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the number of hours required to produce 100 bushels of wheat. A bushel of
wheat is approximately 60 pounds or about 27.5 kilograms of wheat.

! reminder A production
technique is one particular
way of producing an output,
(x, l,k). A production function
(for example, the
Cobb–Douglas) describes a
technology, that is, a set of
techniques.

In 1830, farmers on average devoted 275 hours to produce 100 bushels
of wheat or over 34 eight-hour workdays. This contrasts with merely three
hours required to get the same amount of wheat in 1987 (and even less time
today). This is a more than 90-fold improvement in productivity.
In panel (b), we show the amount of labor to obtain 1,000 lumen hours.

A lumen is a standard measure of light intensity equivalent to the light of
one candle. The increasingly steep slope of the line in panel (b) indicates
an acceleration of the rate of decline in the amount of labor required to
produce a given amount of light.
Figure 6.21 illustrates the process called technical progress, that is, the

reduction over time in the quantity of inputs required to produce some
given level of output. In the two cases shown the measure is output per
unit of labor time. Ideally, however, technical progress is measured by an
increase in overall productivity—for example an increase in q in the Cobb–
Douglas function—that reduces the amount of both labor and capital goods
required to produce the output.

Innovation rents

❯ EXAMPLE Forbes magazine
produces a list of the most
innovative firms in the world
(https://www.forbes.com/
innovative-companies/list/).
In 2018 Netflix, Tesla (electric
vehicles), Facebook, and
Amazon were in the top ten as
was Hindustan Unilever (a
consumer goods producer
and marketer in India), and
Naver (selling computer and
web services based in South
Korea). The main reason for the astounding reduction in the labor time it takes

to produce the things we need—whether wheat or light—is that people are
ingenious and reducing the cost of producing things can be very profitable.
The owners of firms seek to reduce costs by their choice from existing ways
of producing goods a least-cost technique; but they also seek to innovate,
by finding new lower-cost techniques of production.
We present isoquants representing an existing and a new technology in

Figure 6.22. The initial technology is shown with the cost-minimizing point
awhere the firm employs the combination of labor and capital goods (la,ka).
A new technique of productionwill be of interest to a firm’s owners only if

it lowers costs of production given current input prices, thewage,w, and the
rental price of capital goods, pk. Because the innovation isoquant is closer to
the origin the firm is able to produce the same amount of output with fewer
inputs. The cost of producing x is now less. Notice that the new technology
has made both labor and capital goods more productive; less of both is now
being used to produce x.
Other things equal—importantly the prices of the inputs and its output—if

the firm produces the same quantity of xwith lesser amounts of inputs per
unit of x, it would necessarily increase its profit. The firm would therefore

TECHNICAL PROGRESS A reduction over time in the quantity inputs required to
produce some given quantity of output.
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Figure 6.22 Isocosts and technical progress. A firm innovates to reduce the cost
of producing any given amount of output x which initially is given by point a with
its initial labor and capital goods combination (la,ka) on isocost c2 . With
innovation the firm’s constraint—the inputs required to produce that given
amount—is eased, resulting in a new production isoquant with an expanded
feasible set of production. As a result, the firm can, at going prices of labor and
capital goods, w and pk, employ a lower quantity of capital goods and less labor
to produce output x at a lower total cost. Following the mrts =mrs rule, the firm
chooses the point at which its new production isoquant is tangent to the lowest
possible isocost at point b, employing (lb,kb).

innovation
isoquant

x = x

lb la

ka

kb

Hours of labor, l

Qu
an

tit
y 

of
 c

ap
ita

l g
oo

ds
, k

initial
isoquant

x = x

c1 c2

a

b

obtain an innovation rent. This is a rent because the firm’s next best

❯ EXAMPLE Innovation rents
play the key role in
determining the profitability
and survival of firms. Apple,
for example, keeps ahead of
its competitors by being the
first to introduce important
innovations like the iPad or
the iPhone X (with facial
recognition). Business history
also provides dramatic
examples, such as IBM in the
1980s where a firm that had
managed to maintain
innovation rents for many
product cycles loses its
position by misjudging the
next turn of the technological
revolution.7

alternative—its fallback position—would be not to innovate. The innovating
firm could, for example, lower its prices and capture a larger share of the
market. To survive, other firms will have to innovate as well.
The innovating firm will continue to obtain higher profits until its com-

petitors adopt the same or equivalent cost-reducing technical improve-
ments. Once firms producing identical or similar products have matched
the innovator’s lower costs, if competition among firms is sufficient, the
initial innovation rents will disappear.

CHECKPOINT 6.13 Innovation rent

a. Explain what is meant by the term innovation rent.

b. How will competition tend to eliminate the rent associated with a
particular innovation?
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6.14 APPLICATION: CHARACTERIZING
TECHNOLOGIES AND TECHNICAL CHANGE
Five characteristics of new technologies are important in determining the
impact of this process of innovation on the economy. You are already
familiar with three: the extent of economies (or diseconomies) of scale,
the overall productivity of the technology, and its labor (or capital-goods)
intensity. Two further characteristics also matter:

M-CHECK It is not always
possible to say that one
technology is more
labor-intensive (or
capital-intensive) than the
other. To see why, notice that
in Figure 6.23, you cannot say
if the Cobb–Douglas
technology in panel (b) is
more labor- or
capital-intensive than the
Leontief technology shown in
panel (a).

• Complements and substitutes: In some technologies a new input replaces
some existing input. For example, computer-driven welding robots
replace the work of manual (human) welders, reducing the demand
for these workers. The same technology increases the demand for the
engineers who design and program the robots. The robots and the man-
ual welders are called substitutes—one replacing the other. The robots
and the engineers are complements—the robots making the engineers a
more important part of the production process.

• Input substitutability: Technologies differ in the degree to which inputs
can be combined in different ways to produce an output. In some, inputs
must be used in a fixed proportion: a truck needs a driver, adding a second
driver to the one truck or a second truck to the one driver does not add
much to the transportation services delivered. In this casewe say that the
ability to substitute capital goods (trucks) for labor (drivers) is limited. But
other technologies allow much greater scope for substituting one input
for another: it takes less of a researcher’s time to do computations with
a more powerful computer than with a small laptop, so using the larger
computer is substituting capital (the larger computer) goods for labor (the
researcher’s time).

Figure 6.23 Substitutability between labor and capital goods with different unit
isoquants.
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Table 6.4 The ways in which technologies differ and why it matters.

Characteristic Example:
Cobb–Douglas
x = qlαkβ

Example from Industrial
Revolution

Examples from today and future

Economies of scale α+β > 1
economies of scale;
α+β < 1
diseconomies of
scale

Industrial Revolution
increased economies of scale
leading to larger firms and in
many cases limited
competition

New technologies (e.g. 3D printers)
may reduce economies of scale but
large first-copy costs (“prototyping”)
imply economies of scale (e.g. R&D
for producing a drug)

Overall productivity q Increases in productivity
allowed for improved living
standards including less work

Is a long-term slowdown in
productivity growth in our future?

Labor intensity α α fell and the ratio of capital
goods to labor input rose

Labor with engineering and
networking skills may be replacing
both capital goods and other labor

Substitutes or
complements

Inputs are
complements

Capital goods were
substitutes for some kinds of
labor (manual, routine) and
complements for others
(engineering, design)

Artificial intelligence (AI) may
become a substitute for even highly
trained engineering and other labor

Possible
substitution among
inputs

Intermediate
(possible but
limited)

For many nineteenth- and
early twentieth-century
machining and production
line processes, substitution
was very limited

If opportunities for substitution are
limited, then the continuing increase
in the quantity of capital goods per
worker could allow wages to rise
relative to profits

Figure 6.23 illustrates three cases ranging from no opportunities for sub-
stitution at all in the Leontief production function in panel (a), to the case
called perfect substitutes in panel (c).
Examples of how these dimensions of technologies altered ways of life in

the past, and continue to do so today are given in Table 6.4. Key questions
about technology today include:

• Are capital goods in the form of robots substitutes for workers doing
routine tasks and at the same time complements of engineerswho operate
them? If so, as automation of production progresses the demand for the
two kinds of workers will diverge, raising the income of engineers, and
putting routine task workers out of work.

• As the amount of capital goods available for production continues to
rise, will the supply of capital goods outstrip the demand? The answer
depends in part on how readily machines and other capital goods
can be substituted for workers. If the opportunities for substitution
among inputs is similar to a Leontief production function—very limited
substitution—then this “glut of capital goods” scenario would be likely.
Were this to occur, the owners of the capital goods—wealthy people—
would see their incomes fall relative to wages and salaries of workers.
If, however, substitution opportunities are more like the “perfect
substitutes” case in Figure 6.23 (c) then the capital goods owners are
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likely to be able to sustain high incomes even as the ratio of capital goods
to labor increases.

• As communication technology advances, the labor market will become

❯ EXAMPLE In 1983, Leontief
wrote, “Any worker who now
performs his task by following
specific instructions can, in
principle, be replaced by a
machine. This means that the
role of humans as the most
important factor of
production is bound to
diminish—in the same way
that the role of horses in
agricultural production was
first diminished and then
eliminated by the
introduction of tractors.”8 The
disappearance of work that he
feared did not materialize
over the half century that
followed. Leontief was
referring to automation in
manufacturing, but the same
could be said now of artificial
intelligence, which Anna
Salomons and David Autor say
could herald a
“robopocalypse.”9 Economists
Daron Acemoglu and Pascual
Restrepo estimated in 2020
that the introduction of a
robot replaces between three
and six workers.10

globalized, not by intercountry migration but by remote working dimin-
ishing the importance of face-to-face in-place production. The effect will
be to vastly increase the labor supply available to employers in the high-
income countries.

• In high-income countries, sectors of the economy with labor-intensive
production functions and where remote working is limited—such as edu-
cation, security services, entertainment, child and elder care, and health
services—are increasing their share of the economy. Declining fractions
of jobs are now in capital-goods-intensive sectors such asmanufacturing
and agriculture. In the US for example, only one worker in seven is now
employed in manufacturing or farming. A result of these sectoral shifts
is an increase in the demand for labor. Will this result in greater scarcity
of labor relative to capital goods and an increase in workers’ bargaining
power, resulting in higher wages and incomes?

• Will devices and algorithms associated with artificial intelligence even-
tually become a substitute for the work of engineers, lawyers, and other
professionals, driving down the demand for their labor and diminishing
their bargaining power, resulting in lower wages and incomes?

M-NOTE 6.8 Substitutes, complements, and the elasticity of
substitution

These terms sound similar (because two include the stem substitute) but
they refer to different aspects of a technology. The distinction between
complements and substitutes is about whether or not there are positive
or negative feedbacks between two inputs, whether they are synergistic or
not. The elasticity of substitution captures whether changing the ratio of two
inputs has a large or small effect on the ratio of the two marginal products.
For a similar distinction, applied to consumption rather than production, see
M-Note 7.8.
Complements and substitutes. If two inputs are complements then increas-

ing one of them raises the marginal product of the other; they are substitutes
if the reverse is true. So if we have a production function x = x(l,k) then:

Complements: 𝜕2x(l,k)
𝜕l𝜕k = xlk > 0

Substitutes: 𝜕2x(l,k)
𝜕l𝜕k = xlk < 0

Example: In the Cobb-Douglas production function capital goods and labor
are complements because the partial cross derivative of the production
function with respect to capital goods and labor is positive.
From M-Note 6.7, the marginal product of labor in the Cobb-Douglas

production function x(l,k) = qlαkβ is:

𝜕x
𝜕l = xl = αql(α−1)kβ (6.22)

continued
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And the effect of an increase in capital goods on the marginal product of
labor, xl , is:

𝜕2x
𝜕l𝜕k = xlk = αβl(α−1)k(β−1) > 0 (6.23)

This is also the effect of an increase in labor on themarginal product of capital
goods. So labor and capital goods are complements because this cross-partial
derivative (xlk) is greater than zero.
Elasticity of substitution. The extent to which one input can be substituted

for another in production is called the elasticity of substitution defined as
the percentage change in the input proportions chosen by a cost-minimizing
producer that would result from a percentage change in the ratio of the wage
rate to the price of capital goods, or:

Elasticity of substitution = % change in (k/l)
% change in (w/pk)

(6.24)

The elasticity of substitution, η, is defined as follows:

ηlk =
%Δ(k/p)
%Δw/pk

= d ln(k/l)
d ln(w/pk)

(6.25)

To find ηlk, we use the fact that the use of labor and capital goods by the firm
has been determined by the mrs(l,k) =mrts(l,k) rule, so we have:

mrs = w
pk

= α
β
⋅ k
l
=mrts

Then,

Rearranging k
l
= β
α ⋅

w
pk

Take the natural log of both sides ln(k
l
) = ln(βα)+ ln(

w
pk
) (6.26)

We take the natural log of both sides as that will allow us to find the ratio
of percentage changes. We differentiate Equation 6.26 to find the percentage
changes as stipulated in Equation 6.24:

d ln(k/l)
d ln(w/pk)

= ηlk = 1

The result is that the elasticity of substitution with a Cobb-Douglas production
function is equal to 1.

CHECKPOINT 6.14 Technologies Think of your learning economics as a
technology with two inputs: labor (your study time and attention) and
capital goods (your studying space, internet, and computer capacities).

a. Are there economies of scale?

b. Can you substitute capital goods for labor?

c. Has learning become more capital-good-intensive or more labor-
intensive as digital knowledge has replaced books?
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6.15 APPLICATION: WHAT DOES THE MODEL
OF INNOVATION MISS?
Our model of innovation captures essential parts of the process by which
technical change revolutionizes an economy. But as the following example
shows, it misses important aspects too.
A cluster of small firms in Sialkot, Pakistan produce about 40 percent

of the world’s soccer balls—30 million soccer balls per year—including the
match balls for the 2014 World Cup. The industry is highly competitive not
only among the hundred or so firms in Sialkot, but also on a world scale,
with Chinese firms recently challenging the Pakistani dominance in the
field. Firm owners are constantly interested in finding ways to cut costs.
As the artificial leather that the balls are made from constitutes almost half
the cost of a soccer ball, firm owners are particularly on the lookout for
waste-saving methods of cutting the pentagons and hexagons that make
up the balls.

Figure 6.24 A new
technology. Using redesigned
cutting dies, the white
hexagons and black
pentagons making up the ball
could be cut with less leather
wasted.

An Italian architect and her husband, an American economist, discovered
a way to cut the pentagons and hexagons that would allow a considerable
saving. (Unwittingly they had “discovered” what is called a “packing” prin-
ciple already known by mathematicians.) They found a tool and die-maker
in Sialkot to make some test dies (a cutting tool) using the new technique,
expecting that it would quickly be adopted by the cost-conscious firms.
In May 2012 they gave 35 firms the new technology. They calculated that

the new technology would increase profits of the companies adopting it
by 10 percent. Fifteen months later only five of the firms had made any
substantial use of the new cutting dies.11 While the new design was easily
copied, only one of the firms not given the new technology had copied it.
The reason, it seems, is that the employees who would have used the

new dies (cutters and printers) were paid piece rates, that is, the employees
were paid per panel they cut. The payment method mattered because the
new technology did not speed up the process of cutting, which would have
increased the pay of the cutters. Instead the cost reduction came from
saving leather, which would enhance the profits of the owners, but would
not have benefited the workers.
Because the cutters and printers did not stand to do better by saving

leather, they had no interest in adopting the new technology. This was
especially the case given the initial learning period in which the number
of panels cut would actually be lower than before, meaning the workers
would, for a short period, make less money. So they complained to their
employers that the new dies did not work very well. Owners, lacking any
independent way of verifying the competing claims of the Italo-American
couple and their own cutters showed little interest in the new technology.
Except one firm. One of the larger firms had a different pay system—the

cutters were paid a fixed monthly salary rather than per panel that they
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cut. This firm purchased (and used) 32 of the new dies, apparently without
resistance from the cutters. As long as none of the other firms adopted
the new technology, this firm would then have been making substantial
innovation rents due to the reduced cost of materials.

Figure 6.25 A worker at the
firm that adopted the new
technology.
Photo by David Atkin.

If the competitive process worked in Sialkot the way economists think
that it should, then this firm should have expanded its share of soccer
ball production, eventually forcing other firms to either adopt the new
technology, or to drop out. We do not know if that is what happened.
This case makes it clear that firms are made up of people, and the

sometimes incomplete information and conflicting interests among them
constitute barriers to improvements that, in principle at least, would allow
for mutual gains to be shared among workers and firm owners.

CHECKPOINT 6.15 Impediments to innovation

a. Why was the new technology not taken up by most firms?

b. Why was the one firm that did take up the new technology different?

6.16 CONCLUSION
Economics (as you read at the beginning) is the study of how people
interact with each other and with our natural surroundings in producing
and acquiring our livelihoods. The technologies studied in this chapter—
summarizedmathematically by production functions—describe howwe can
produce our livelihood by transforming nature—crops mineral resources
and energy—in order to provide the goods and services that make up our
standard of living.
The available technologies and the ways owners of firms seek to max-

imize their profits by choosing techniques of production that minimize
their costs of production have important effects on how we interact with
each other in this process (the other part of the definition of economics). If
technologies are highly productive, and if exchanges on markets allow us
to take advantage of economies of scale and learning-by-doing by special-
izing, then people will have the opportunity for high living standards—and
adequate level of goods and services, and ample free time.
But economies of scale in production and learning-by-doing also make

it likely that the economy will be dominated by a limited number of large
firms whose owners will receive a large share of the income made possible
by the high levels of production.
Technologies and the division of labor that results when people specialize

according to comparative advantage is just one part of economic knowl-
edge. Equally important are the wants and needs of people and how these
are expressed in our willingness to pay for goods when they are supplied in
markets. We turn next to market demand.
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MAKING CONNECTIONS
Economies of scale and learning-by-doing: are among the main reasons for
the division of labor and specialization, specialization makes important con-
tributions to human well-being; but we will see in Chapter 8 that economies
of scale and learning-by-doing may also limit the degree of competition in
markets.

Markets as a means of coordination: The opportunity to exchange goods
expands the set of feasible outcomes available to people and nations by
facilitating specialization and the division of labor.

External effects, coordination failures, and poverty traps: The positive ext-
ernal effects associated with economies of agglomeration result in many
possible Nash equilibrium patterns of specialization; countries may specialize
in goods that keep them poorer than had they specialized in some other way.

Constrained optimization: the choice of technology using the mrts =
mrs rule: Minimizing cost subject to a constraint on the level of output prod-
uced represented by an isoquant and maximizing utility subject to a budget
constraint have many features in common. They are both examples of maxi-
mization (or minimization) under constraints.

Innovation rents: A firm that succeeds in introducing a new technology
that lowers costs of production at existing input prices can make substantial
economic profits, called innovation rents, until others adopt the same or
similar innovations.

IMPORTANT IDEAS
specialization production function marginal product

technique of production average product relative price

division of labor marginal rate of transformation marginal rate of

economies of agglomeration mrt (production) technical substitution

cost minimization constant returns to scale diseconomies of scale

economies of scale isocost line rental price of capital goods

wages absolute advantage technical efficiency

diminishing marginal productivity mrt (exchange) complements/substitutes

poverty trap comparative advantage (in production)

mrts =mrs rule marginal rate of substitution innovation rents

elasticity of substitution diversification technical progress

production possibilities frontier production isoquant
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MATHEMATICAL NOTATION
Notation Interpretation

x,y goods produced

x,y maximum feasible production of x, y, given available technology
and inputs

p price

l labor hours

k quantity of capital goods

f( ) production function

al minimum amount of labor hours to produce one unit of output

ak minimum amount of capital goods to produce one unit of output

α exponent labor in Cobb–Douglas production

β exponent of capital in Cobb–Douglas production

q parameter of productivity, Leontief and Cobb–Douglas production

x a given amount of good x that can be produced by the inputs
shown on an isoquant

w wage

pk cost of renting capital goods

c cost, or cost function

Note on superscripts: l: related to labor; k: related to capital goods.



CHAPTER

7 DEMAND
WILLINGNESS TO PAY AND PRICES

This division of labour . . . is the necessary . . . consequence of . . . the propensity to truck,
barter, and exchange one thing for another. It is common to all men, and to be found in
no other race of animals . . . Nobody ever saw a dog make a fair and deliberate exchange
of one bone for another with another dog.

Adam Smith,
The Wealth of Nations (1776)1

DOING ECONOMICS

This chapter will enable you to:

• Apply constrained utility maximization to the problem of demand, relating a person’s
purchases of goods to their willingness to pay.

• Derive a person’s demand curve from a utility function describing the person’s prefer-
ences.

• Understand that consumption is often a social activity, so our preferences, for example,
about how many hours we work, will depend on what others are consuming.

• Explain how people change their purchases when prices or income change.

• Understand how these responses reflect both income and substitution effects and use
these concepts to explain the effects of a proposed carbon tax and citizen dividend.

• Use the concept of consumer surplus and understand the conditions under which it makes
sense to sum the consumer surplus of many people.

• Explain how market demand curves can be derived from individual demand curves.

• Use the price elasticity of demand to explain the effects of price increases, for example,
resulting from policies such as placing a tax on sugary drinks.
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7.1 INTRODUCTION: MARKETS, UP CLOSE
Ancona is a town on the Adriatic coast of Italy southeast of Venice. It hosts
one of themany daily fishmarkets that sell to European restaurants and fish
dealers. Because fish (notoriously) spoil rapidly even with refrigeration, the
price of fish on any one day depends largely on the amount of fish brought
to the market that day (since none can be carried over from previous days).
Economists view fish markets as a kind of ideal experiment for studying
how supply and demand determine the prices at which goods are bought
and sold.

Figure 7.1 Mosquito nets save
lives; how widely used they
are depends on the price. See
Figure 7.3.
Photo by Ida Pap/Alamy Stock Photo.

Figure 7.2 shows the average daily prices and the average daily quantities
of fish sold in the Ancona market:

• if the price per kilogram of fish is high, the quantity of fish bought and
sold is less; and

• if the price per kilogram of fish is low, more kilograms of fish are trans-
acted.

One explanation for the downward-sloping line in the figure summariz-
ing this relationship is that typical buyers in the Ancona fishmarket will buy
more fish if the price is lower. Another is that the greater quantity of fish
brought to market on any given day, the lower will be the average price per
kilogram of fish.
To understand how the price and quantity of fish purchased is deter-

mined, an essential concept is demand, as measured by the amount a
person is willing to purchase at any given price. For fish and other goods,
knowing how the amount purchased depends on the price is also an
important piece of information in the design of economic policies.

Figure 7.2 Prices and quantities of fish bought and sold in the Ancona market.
The plot of daily average prices of fish in the Ancona market against the same
day’s quantity of fish sold can be summarized by a downward-sloping curve.
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Here is an example. There are nowmany low-cost and life-saving preven-
tative health products such as insecticide-treated mosquito nets, tablets
to eradicate parasitic stomach worms, and water purification products. In
many countries in Africa, Asia, and Latin America, these products prevent
illness and death of their users, and also limit the spread of infectious
diseases to others, but they are used sparingly if at all. Some policymakers
think these products should be provided free of charge to low-income
families to encourage their use.
Other policymakers disagree, suggesting that there should be a cost

to acquiring these products to discourage wasteful use through better
targeting of who gets the products. The question then arises: How will the
take-up of the products depend on the price? Will charging even a small

✓ FACT CHECK Adam
Smith’s claim in the head
quote that humans are
unique among all animals in
our division of labor and
exchange of goods is probably
right about dogs. But Smith is
certainly wrong about the
many other species such as
ants and other social insects
that practice a very advanced
division of labor and
specialization. Different
species of fish exchange
services in what are termed
“biological markets.”

price significantly discourage use?
Economists have conducted experiments in eight countries to find

answers to these questions. In the experiments, potential users are
randomly selected to be offered the goods free or at one or more different
prices. The average use of the products at each price (including zero) is
then recorded. Some of their results are shown in Figure 7.3.
Figure 7.3 shows that the effect of charging higher prices was to reduce

the amount of the product used, in some cases by a substantial amount.

• In Zambia, for example, increasing the price of a disinfectant tablet from
the equivalent of 9 to 25 US cents reduced the fraction of the population
using the product from 76 to 43 percent.

• Only 43 percent of a group of pregnant Kenyan women purchased
insecticide-treated mosquito nets when the price was 60 cents; virtually
all used the nets when they were provided without charge.

• A program in Kenya that had initially given away deworming tablets for
children, but later introduced a charge of 30 cents per child found that
usage of the tablets fell from 75 percent of the affected population to just
18 percent.

! reminder Economists
have researched preferences
based on observing people’s
behavior in real situations
and in experiments. We
reviewed some of the key
findings from this work in
Chapter 2 and we will review
more experimental data in
later chapters.

On the basis of this information, the Poverty Action Lab at MIT, led by
economics Nobel Laureates Abhijit Banerjee and Esther Duflo, suggested
that there are good reasons tomake these products available either without
charge or highly subsidized to ensure very low prices.
We begin our analysis of how people spend their money—whether on fish

or mosquito nets—with a basic fact: there are limits to how much a family
or person can spend.

7.2 THE BUDGET SET, INDIFFERENCE CURVES,
AND THE RULES OF THE GAME

! reminder We saw budget
constraints in Chapter 3: the
slope was a price ratio that
corresponded to the
opportunity costs of spending
money on one good in terms
of how much less of the other
good you can afford
depending on your budget
(the negative of the slope was
the mrt).

To understand how prices influence the take-up of one of the life-saving
health products in Figure 7.3 or the amount of some good that we will
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Figure 7.3 The demand for preventative health products: Take-up rates at various
prices and when available for free. Our measure of demand is the take-up rate,
that is, the fraction of the population that acquires the product (whether free or
for a price). For most products the quantity demanded is substantially less when
even a small price is charged compared with when the good is available for
free; and higher prices are also associated with substantially lower quantity
demanded than lower prices. To put the prices in perspective, at the time of the
studies shown in the figure well over a third of the population of Kenya lived on
less than $2 a day (adjusted for the purchasing power of the local currency).
Source: Dupas and Miguel (2017).
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consume, think about someone who has a total amount of money to spend,
m, that she has in cash, savings, or available credit.

The budget constraint
We shall consider a person, Harriet, and the decisions she needs to make.
A person’s budget set states what bundles (x,y) are feasible for her to
consume given her budget and market prices of the goods:

m ≥ pxx+pyy (7.1)

m ≥ Prices of Goods×Quantities of Goods Purchased

Expressing this inequality as an equality—assuming that Harriet would not
consume less than her budget allowed—we have the budget constraint:

m = pxx+pyy (7.2)

Budget = Prices of goods×Quantities of goods purchased (7.3)
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Equation 7.3 is a statement about prices and budgets. But it is also
a statement about the rules of the game and preferences. They are as
follows:

! reminder The budget set
is the set of all feasible
purchases of the bundles of x
and y with current budget m,
such that m ≥ pxx+pyy. The
budget constraint is the
border of the budget set
showing all combinations that
exhaust the budget, i.e. for
which the constraint holds
with equality, m = pxx+pyy.

• No gifts, thefts, or consumption as a matter of citizen rights: You can con-
sume only what you pay for; so no gifts or goods provided by government,
or acquired by theft.

• No altruism or concerns about environmental sustainability: You consume
themost that your budget allows and you consume it yourself, rather than
giving it to or sharing it with others or consuming less than you could to
reduce your carbon footprint.

We can rearrange the budget constraint, Equation 7.2, to obtain a line we
can draw on the x and y-axes we use for indifference curves:

y = m
py

− px
py

x (7.4)

Weplot the budget constraint in Figure 7.4. Examining the two terms on the
right-hand side of Equation 7.4, we can see that if Harriet were to consume
only good y and no good x, then shewould consume m

py
units of good ywhich

is the intercept of the budget constraint with the y-axis. As Harriet buys

Figure 7.4 Budget constraint for coffee and data. The budget set is shaded in
green and the budget constraint is the dark-green line on the border of the
budget set. Consumption bundles (x,y) in the budget set and on the budget
constraint can feasibly be obtained with the current budget (m) at going market
prices for x and y, px and py . Outside the budget constraint, in the shaded blue
area, the bundles of x and y cannot feasibly be obtained at going market prices
with the existing budget. The budget set is another example of a feasible set.
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more of good x, she moves along the budget constraint with the slope − px
py

indicating the rate at which she sacrifices good y for good x given the
prices. If she were to buy only good x, she could afford x = m

px
units of

good x.
The negative of the slope of the budget constraint is a relative price and

measures the opportunity cost of obtaining good x in terms of the amount
of good y that Harriet must sacrifice because her funds are limited. The
(negative of the) slope of the budget constraint is another marginal rate of
transformation; it tells us the terms on which a reduced amount of good y
can be “transformed into” additional amounts of good xwhile just satisfying
the budget constraint. So we have:

(Negative of) the slope of the budget constraint = px
py

=mrt (7.5)

M-CHECK We can take the
first derivative of Equation 7.4,
the budget constraint, to see
that the slope of the budget
constraint is:

dy
dx

= −px
py

The mrt(x,y) is the negative
of the slope of the budget
constraint or − dy

dx
, that is, the

opportunity cost of x in terms
of y.

M-NOTE 7.1 Budget for coffee and data

For particular values of m, px , and py we can graph the budget constraint.
Consider the following example:

• Harriet has a budget (m = $50) to spend on kilograms of coffee, x, and
gigabytes of data, y.

• The price of a kilogram of coffee, px , is $10.
• The price of a gigabyte of data, py , is $5.

Putting these pieces of data together, therefore, the budget constraint
is 50 = 10x+ 5y. We can rearrange the budget constraint as we did in
Equation 7.4:

y = 50
5
− 10

5
x

y = 10− 2x (7.6)

Equation 7.6 is a line with an intercept at m

py
= 10 on the y-axis, an intercept

of 5 on the x-axis and a slope of p = −2. Such a curve would look like bc1 in
Figure 7.5.

CHECKPOINT 7.1 Sketching a budget constraint

a. There are two goods: vegetables (x), which have a price of 4 euros per
kilogram, and meat (y), which has a price of 10 euros per kilogram. You
have a budget of 50 euros a week for meat and vegetables for your family.
Sketch your budget constraint.

b. The price of vegetables increases to 5 euros per kilogram. What happens
to your budget constraint? Sketch and explain.

RELATIVE PRICE A relative price is a ratio of one price to another.
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Budget constraints, indifference curves, and the amount
demanded
In Figure 7.5 we show three of Harriet’s indifference curves. Remember at
any given point on the indifference curve, the negative of its slope tells how
much Harriet values the good on the x-axis compared to her valuation of
the good on the y-axis, that is, her marginal rate of substitution (mrs(x,y)).
Her marginal rate of substitution is her willingness to pay to get more of
good x, namely how much of good y she would be willing to part with, in
order to get one more unit of good x. So,

(Negative of) the slope of an indifference curve = marginal utility of x
marginal utility of y

Willingness to pay data to get coffee =mrs = ux
uy

(7.7)

! reminder We reason here
in the same way we did in
Chapter 3 that the
utility-maximizing choice is
the point of tangency
between the highest
attainable indifference curve
and the feasible frontier or
budget constraint, thereby
following the mrs =mrt rule.

Harriet wants to get to the highest indifference curve that she can, given
her budget. This is the point at which the budget constraint is tangent to
her highest attainable indifference curve. For the two curves to be tangent,

Figure 7.5 Utility-maximizing consumption bundle. Harriet maximizes her utility
subject to her budget constraint bc1. At point a the amount of data she is willing
to pay for more coffee (the mrs(x,y)) is greater than the opportunity cost of
getting more coffee (the mrt(x,y)). Or, what is the same thing: the indifference
curve is steeper than the budget constraint, or mrs >mrt. Conversely, at point c,
the amount of data she is willing to pay for more coffee (the mrs(x,y)) is less than
the opportunity cost of getting more coffee (the mrt(x,y)). Or, what is the same
thing: the indifference curve is flatter than the budget constraint, or mrs <mrt.
She maximizes her utility at b where her marginal rate of substitution,
mrs(x,y) = ux/uy , equals her marginal rate of transformation or the price ratio of
x to y, mrt(x,y) = px/py , following the mrs =mrt rule introduced in Chapter 3.
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the slope of her indifference curve must equal the slope of the budget
constraint. Or, the marginal rate of substitution must equal the marginal
rate of transformation.

mrs(x,y) = ux
uy

= px
py

=mrt(x,y) (7.8)

This is the same rule that you learned in Chapter 3 because it determines
how much of a good people will demand or want to buy at given prices.
When Harriet uses the mrs =mrt, her trade-offs of one good for another
in terms of utility (mrs(x,y)) equal the opportunity costs of the two goods
in terms of each other (mrt(x,y)), where the opportunity costs are given
by their prices. Remember that money she spends on one good means
money she cannot spend on another good: capturing the essential idea of
an opportunity cost.
The point where Equation 7.8 holds is Harriet’s utility-maximizing con-

sumption bundle or the quantity of goods x and y that Harriet will buy
at prices px and py when her budget is m. We can now use her budget
constraint (Equation 7.2) and hermrs =mrt rule (Equation 7.8) to study how
Harriet will react to changes in prices or her budget.

M-NOTE 7.2 Using Lagrangian optimization to derive
themrs = mrt rule

A common method that is used to find the optimal (maximum or minimum)
outcome with an objective that has a constraint is to use a Lagrangemultiplier
(see the Mathematics Appendix for a fuller exposition).

ℒ = Objective+ λ [Constraint] (7.9)

In this case, the objective is to maximize utility, u(x,y). The constraint is
the budget constraint, m = pxx+pyy, which, expressed as a condition that
must equal zero is m−pxx−pyy = 0, which is the constraint. Therefore, the
Lagrangian equation becomes:

ℒ(x,y,λ) = u(x,y) + λ[m−pxx−pyy] (7.10)

To find the utility-maximizing choices of x and y, we would differentiate the
Lagrangian (Equation 7.10) with respect to x, y, and λ. For now, we shall simply
differentiate it with respect to x and y and see that this process gives us the
result that mrs(x,y) =mrt(x,y).
We start by partially differentiating Equation 7.10 with respect to x and y

and setting those partial derivatives equal to zero (imposing the first-order
conditions for a maximum):

𝜕ℒ
𝜕x = ux − λpx = 0

⇒ ux = λpx (7.11)
𝜕ℒ
𝜕y = uy − λpy = 0

⇒ uy = λpy (7.12)

continued
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As both Equation 7.11 and 7.12 are equalities, we can divide the one equation
by the other.

Equation 7.11
Equation 7.12

= ux
uy

= λpx
λpy

λ cancels ⇒mrs(x,y) = ux
uy

= px
py

=mrt(x,y) (7.13)

Equation 7.13 is the mrs =mrt rule we have used since Chapter 3. It shows
that the constrained utility maximum is a set of purchases such that the
marginal rate of substitution is equal to the relative prices or the marginal
rate of transformation.

7.3 INCOME AND DEMAND: DIFFERENCES IN THE
BUDGET
To study how prices and incomes (budgets) affect the demand for goods we
ask a hypothetical “what-if” question: how much of good x would someone
purchase if her budget werem and the price of good xwere px and the price
of good y were py.
A demand function shows the quantity purchased of x that results for

the various values of the prices of both goods and the budget, px, py, and
m. So x(m,px,py) is the demand for x as income (m), or the price of x (px),
or the price of y(py) change. We use the term demand curve when we refer
to the simpler two-dimensional graphical relationship x(px) where we see
how the amount purchased of the good varies with its price (px) holding
constant all of the other influences on the demand for x.
We sometimes use a demand curve in which, instead of quantity sold

depending on the price x = x(p), price depends on the quantity sold, p = f(x).
This is called an inverse demand curve based on the inverse demand func-
tion, because it is the mathematical inverse of the conventional demand
function.
The inverse demand function contains exactly the same information as

the demand function and the inverse demand curve looks identical to the
conventional demand curve (it is downward-sloping). What differs is the
hypothetical question for which the inverse demand function provides an
answer. Instead of asking how much of a good will be purchased at a

DEMAND FUNCTION A demand function shows how the amount of a good
purchased by an individual varies with the prices of all goods and the individual’s
budget.

INVERSE DEMAND FUNCTION The inverse demand function (curve) answers
the hypothetical question: what is the highest price at which a given amount of
some good could be sold?
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given set of prices and a budget, the inverse demand function answers the
question: If the budget and the price of the other good are m and py what
is the maximum price px that the buyer would be willing to pay to purchase
an amount x of the good?

A change in income: The income-offer curve
To understand these changes, therefore, we examine Figures 7.6 (a) and
7.6 (b). As Figure 7.6 (a) shows, as Harriet’s income changes, her budget
constraint shifts. That is, the intercept with both axes, m

py
and m

px
, shifts up

as income (m) goes up and shifts down as her income goes down. Consider
the three budget constraints in Figure 7.6 (a) where only income changes,
but the prices of the two goods do not change.

• Status quo: She starts with an income of m2 with intercepts m2

py
and m2

px
.

• Income decrease: If her income decreases tom1, then the intercepts of her
budget constraint shift downward and to the left to m1

py
and m1

px
, so she can

buy less of both goods.

Figure 7.6 Harriet’s budget constraint with shifts in income & her income-offer
curve. In panel (a) Harriet’s budget constraints with three levels of income are
shown (m1,m2 , and m3) with the corresponding budget constraints bc1,bc2 , and
bc3 shifting outwards as income increases. In panel (b) Harriet’s budget
constraints are shown tangent to three indifference curves, u1, u2 , and u3 . The
points where they are tangent are where mrs(x,y) =mrt(x,y). The curve joining
all the points at which Harriet maximizes her utility as her income changes
illustrate her income-offer curve. To draw this figure we have set α = 0.5.
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• Income increase: If her income increases tom3, then the intercepts of her
budget constraint shift upwards and to the right to m3

py
and m3

px
, so she can

buymore of both goods.

Considering different levels in Harriet’s income we can superimpose
Harriet’s indifference curves to find the consumption bundle for each
income level that would maximize Harriet’s utility using the mrs =mrt
rule. The path traced out by the points (x,y) as m increases is called her
income-offer curve. Her income-offer curve is also called her expansion
path because it shows the effect of expanding her feasible set (by increasing
her budget). In Figure 7.6 (b), her income-offer curve is upward-sloping,
showing the effect of an increase on her income on her consumption of the
goods, x and y. As she gets more income, she would consume more of both
goods.
The income-offer curve allows us to understand the groups of goods

people consume.

• Normal goods: normal goods are goods like coffee and data where people
buy more as their income increases, or less of them as their income
decreases.

• Inferior goods: inferior goods are goods like cheap staples, such as white
sandwich bread, basic rice, or instant noodles: people tend to consume
less inferior goods as their income increases and more of them as their
income decreases.

Figure 7.7 shows a situation in which Harriet’s income increases, but her
consumption responses for the two goods differ. For good y, on the vertical
axis, Harriet consumes more of it as her income increases from m1 to m2:
she increases her consumption from y1 to y2.

Figure 7.7 Inferior goods and
an increase in income. The
downward-sloping
income-offer curve for an
inferior good (x) and a normal
good (y). As the person’s
budget increases, they
consume less of good x,
showing that x is an inferior
good (decreasing from x3 to
x2 to x1). Consumption of
good y increases as income
increases, showing that y is a
normal good (increasing from
y1 to y2 to y3).
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For good x, on the horizontal axis, on the contrary, Harriet consumes less
as her income increases fromm1 tom2: she decreases her consumption from
x2 to x1 as her income increases. As a result, she has a downward-sloping
income-offer curve.

CHECKPOINT 7.2 Inferior indifference curves

a. On your own set of axes, redraw Figure 7.7.

b. Add the relevant indifference curves to your figure. What do you think
they look like? Explain.

c. What condition must be true at each of points f, g, and h?

INCOME–OFFER CURVE An income-offer curve describes consumption or other
choices made by an individual for varying levels of income.
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7.4 COBB–DOUGLAS UTILITY AND DEMAND
You already encountered Cobb–Douglas utility in Chapter 3. We build on
that base and explore a person’s choice of her utility-maximizing con-
sumption bundle using indifference curves based on a Cobb–Douglas utility
function and budget constraints. The Cobb–Douglas utility function has the
following general form:

u(x,y) = xαy1−α (7.14)

with α and 1−α indicating the relative strength of preference for x and y
respectively.
Using Cobb–Douglas utility, we can illustrate indifference curves for each

good as the price of the good changes andwe can derive a demand curve for
each good. In Figure 7.5, we showed the indifference curves for two goods:
kilograms of coffee (x) and gigabytes of data (y). In M-Note 3.4 (see also
M-Note 7.3) we showed that the marginal rate of substitution is:

mrs(x,y) = ux
uy

= ( α
1−α)(

y
x
) (7.15)

The mrs =mrt rule, then requires that:

mrs(x,y) = ( α
1−α)(

y
x
) =

px
py

=mrt(x,y) (7.16)

From this relationship and the budget constraint as we show in M-Note
7.4, we can derive a demand curve for each good. The demand function for
kilograms of coffee good x , shown in Figure 7.8 is:

Demand function x(m,px) =
αm
px

(7.17)

Equation 7.17 shows a relationship between quantity demanded (x) and price
(px) such that the quantity demanded decreases as the price increases, or
the quantity demanded increases as the price decreases.

! reminder The marginal
rate of substitution indicates,
for a given ratio of the
quantities of the two goods x
and y making up a bundle,
how much the person values
a small increment in the
amount of x compared to how
much they value a small
increment of y is given by the
ratio of the exponents. For
example, if α = 0.75, and
x = y, then the marginal utility
of x is three times the
marginal utility of y (because
α/(1−α) = 3).

Rearranging Equation 7.17 as x⋅px
m

= α meaning that with a Cobb–Douglas
utility function, a person implementing the mrs =mrt rule will spend a
fraction of their total budget on x, that is:

• equal to the exponent, α, of x in the utility function, which is a constant,
and therefore is,

• independent of the price of x and the price of y.

The fraction of the budget spent on the other good is also independent of
changes in the price of x (it is equal to 1−α). So, because the budget m has
not changed, the amount spent on y will also remain the same. Because the
price of the other good has not changed, the amount of good y purchased
is also unchanged.
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With Cobb–Douglas utility for a given price of y, py and income (m), the
only thing that differs with different prices of x, is the quantity demanded
of good x.
Similarly, the amount spent on x does not depend on the price of y,

which you can confirm from the fact that py does not appear in the demand
function for x. These are not general features of demand functions; they are
specific to the Cobb–Douglas utility function.

M-NOTE 7.3 Marginal rate of substitution, Cobb–Douglas utility
function

Consider a Cobb–Douglas utility function:

u(x,y) = xαy1−α

The marginal utility with respect to each good is:

ux =
𝜕u
𝜕x = αxα−1y1−α

uy =
𝜕u
𝜕y = (1−α)xαy−α

Therefore, the marginal rate of substitution of x with respect to y is:

mrs(x,y) = ux
uy

=
αxα−1y1−α

(1−α)xαy−α (7.18)

Note that:
xα−1

xα
= 1

x

and
y1−α

y−α
= y

The marginal rate of substitution (Equation 7.18) becomes:

mrs(x,y) = ux
uy

= ( α
1−α )

y
x

CHECKPOINT 7.3 Budget shares and exponents
Use the data in Figure 7.8 to confirm that at points a, b, and c:

a. the fraction of the budget spent on coffee is equal to the exponent of
coffee and does not change as the price of coffee changes; and

b. do the same for the fraction of the budget spent on data.

Figure 7.8 A Cobb–Douglas
demand curve for coffee. The
demand function is
x(m,px) =

αm
px
. The budget is

m = $120 and the coefficient
of coffee in the Cobb–Douglas
utility function is α = 0.5.
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The inverse demand function
We can rearrange the function and find the inverse demand curve. The
inverse demand curve is:

Inverse demand = px(x,m) =
αm
x

= amount spent on x
amount of x purchased

= price

Here, we have a downward-sloping demand curve where price decreases as
the quantity demanded increases.
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CHECKPOINT 7.4 The Cobb-Douglas utility function Harriet buys coffee
and cookies to fuel herself while running her business. Her utility function
for cookies (x) and cups of coffee (y) is given by the following utility function:

u(x,y) = x0.6y0.4 (7.19)

a. If Harriet already has one cup of coffee and two cookies, and a friend
offers her either another two cookies or another cup of coffee, which
would she take?

b. We assume that Harriet has a daily budget of $10 to spend on coffee
and cookies, where the price of a cup of coffee is $3 and the price of a
cookie is $0.50. Suppose Harriet maximizes her utility given her budget
constraint (i.e., she implements themrs =mrt rule). What fraction of her
total budget will she spend on coffee?

M-NOTE 7.4 Cobb–Douglas demand functions

The Cobb–Douglas utility function is:

u(x,y) = xαy1−α

where 0 < α < 1. The individual maximizes this function subject to a budget
constraint:

m = pxx+pyy (7.20)

Remember that the negative of the slope of the indifference curve is the
marginal rate of substitution and the negative of the slope of the budget
constraint (which is also the ratio of the prices of the two goods) is the
marginal rate of transformation. We found the following in M-Note 7.3:

mrs(x,y) = ( α
1−α )

y
x

(7.21)

So the utility-maximizing bundle that implements themrs =mrt rule must
satisfy the following equation:

mrs(x,y) = ( α
1−α )

y
x

= px
py

∴ pyy = pxx(
1−α
α ) (7.22)

To find the demand function, substitute Equation 7.22 into the budget
constraint, Equation 7.20, to isolate a value for x, which we then use to
find y:

m = pxx+pxx(
1−α
α )

m = (α+ 1−α)pxx
α

∴ x(m,px,py) =
αm
px

continued
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Substitute pxx into Equation 7.22 to find pyy and y:

pyy = (1−α)m (7.23)

y(m,px,py) =
(1−α)m

py
(7.24)

We have therefore found the demands (x(m,px,py),y(m,px,py)) as functions
of the budget,m, and the prices of the goods, px and py , given the preferences
for the goods, α. Notice that the demand for each good is independent of the
price of the other good. The demand curve for each good in terms of its own
price is a hyperbola.

CHECKPOINT 7.5 Demand with Cobb–Douglas utility

a. In Figure 7.6 we set α = 0.5. Draw three Cobb–Douglas indifference curves
with α = 0.7 (just show how they would be different from the ones shown
in the figure) and the budget constraint with three income levels.

b. Sketch the corresponding income-offer curve.

7.5 APPLICATION: DOING THE BEST YOU CAN
DIVIDING YOUR TIME
We can apply the Cobb–Douglas utility function to a problem we all face:
how to divide up the limited number of hours in our day between all of
the things we would like to do, or must do to make a living. We simplify
the problem by limiting our objectives to only two things: free time and
consumption (similar to the problem involving Living and Learning in
Chapter 3). Because we pay for our consumption with the wages we receive
for working, and working means not having free time, we face a trade-off:
more free timemeans less consumption andmore consumptionmeans less
free time.

A trade-off between free time and consumption
Consider a worker, Scott, deciding how much leisure and consumption he
would like.We assume (unrealistically) that his employer pays him an hourly
wage and lets him choose how many hours a day he will work.
We define h as the fraction of the day that Scott spends working for

wages, with f = 1−h the fraction of that day that is free time ( f ). Scott
consumes his entire income, so we can express his daily consumption, x,
as the total income he would receive if he worked 24 hours, w, times the
fraction of the day that he works.
In Figure 7.9 we show Scott’s feasible set of choices concerning con-

sumption (wh) and free time (1−h), along with three indifference curves
illustrating his preferences for the two goods. The feasible frontier is his
budget constraint. The maximum that Scott could spend on consumption
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is to have no free time (and no sleep) and to set working time at 1 allowing
a total expenditure of w on consumption. So w is analogous to m—the
maximum possible expenditure—in the previous budget constraints.
This limits his expenditure to the sum of consumption (x) plus his

“expenditure” of free time (the fraction of time not working 1−h), valued
at the wage Scott would have received had he worked the entire day (w):

Budget constraint: x+ (1−h)w ≤w (7.25)

We let Equation 7.25 hold as an equality (he is not going to throw away
money). Then rearranging the equality, we show how themaximum feasible
amount of free time (1−h) depends on the level of consumption (x):

Budget constraint 1−h = 1− x
w

(7.26)

The negative of the slope of the budget constraint is the marginal rate
of transformation of reduced consumption into more free time. This is
how much additional free time Scott is able to have by giving up one unit
of consumption. It is also the opportunity cost of consumption, that is
how much free time he must give up in order to have one more unit of
consumption. The equation for the budget constraint (Equation 7.26) and
Figure 7.9 show that the marginal rate of transformation is as follows:

Figure 7.9 Feasible set and indifference curves for working time and
consumption. The constrained utility-maximizing choice, implementing the
mrs =mrt rule is at point a. The negative of the slope of the budget constraint is
the opportunity cost of consumption in terms of free time given up. The negative
of the slope of the indifference curves is the willingness to pay (giving up free
time) for additional consumption. We used α = 0.5 to draw this graph. So, using
the equation for the mrs (equation 7.15), the slope of the indifference curves at
some bundle (x, 1−h) is −(1−h)

x
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−Δ(1−h)
Δx = 1

w
=mrt = opp. cost of consumption (7.27)

Scott’s preferences are represented by the following Cobb–Douglas utility
function that expresses how he values consumption (x) and free time
( f = 1−h):

u(x,h) = xα(1−h)1−α (7.28)

where, as before, 0 < α < 1 and the size of α indicates the relative prefer-
ences for the two goods. The negative of the slope of Scott’s indifference
curves is the marginal rate of substitution between consumption and free
time. This is his willingness to pay (WTP) in reduced free time to obtain an
additional unit of consumption. From M-Note 7.3 we know that themrs for
the Cobb–Douglas utility function is the ratio of the exponents times the
ratio of the quantities, so, letting y be defined as (1−h), we have:

−indiff curve slope = ux
uy

= ( α
1−α)

y

⏞1−h
x

=mrs =WTP for consumption

You can see from Figure 7.9 that the bundle of free time and consumption
at point d could not be the best Scott can do. A point d the indifference
curve is steep because (1−h)

x
is large, Scott has lots of free time and little

consumption. So his willingness to pay for consumption is much greater
than the opportunity cost of consumption (the flatter slope of the budget
constraint). He should work longer hours.
The best Scott can do in this constrained optimization problem, max-

imizing his utility subject to his budget constraint and implementing the
mrs =mrt rule, is to select the bundle (x, 1−h) such that the marginal rate
of substitution is equal to the marginal rate of transformation, or

mrs = ux
uy

= 1
w
=mrt (7.29)

In M-Note 7.5 we show that at his utility-maximizing bundle, the fraction
of the day Scott will work, h, is equal to α, the exponent of consumption in
his utility function. As a result, the fraction of Scott’s day that is free time
will be 1−α, the exponent of “free time” in his utility function, a measure of
how important free time is to him.

! reminder In the previous
section you learned that for a
person maximizing a
Cobb–Douglas utility function
with α the exponent of the
x-good, the share of the
budget spent on the x-good is
α itself.

M-NOTE 7.5 Consumption, free time, and work hours

As explained in the previous section, we have:

Utility function u(x,h) = xα(1−h)1−α

Budget constraint from Equation 7.25 x+ (1−h)w ≤ w

rearranged and as an equality (1−h) = 1− x
w

continued
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Below, we use the fact that this budget constraint can be rearranged to:

Budget constraint: consumption ≤ income x ≤ wh

(using Equation 7.21) mrs = ( α
1−α )(

y
x
)

using y = 1−h mrs = ( α
1−α )(

1−h
x

)

(using Equation 7.26) −mrt = d(1−h)
dx

= − 1
w

To determine Scott’s utility-maximizing time worked, we use the mrs =mrt
rule:

mrs = ( α
1−α )(

1−h
x

) = 1
w
=mrt

Using x =wh ( α
1−α )(

1−h
wh

) = 1
w

wα(1−h) = (1−α)wh
α−αh = h−αh

α = h

Scott’s hours worked as a fraction of his available time is equal to α, showing
that α is a measure of how much Scott values consumption relative to free
time.

CHECKPOINT 7.6 Preferences for free time and consumption of goods

a. In many religions a high value is placed on leading a simple life with
limited consumption, especially among the spiritual leaders of the
religion. Write down a Cobb–Douglas utility function for a person with
these values and contrast an indifference curve based on this utility
function with the one shown in Figure 7.11 (based on α = 0.5).

b. What would the indifference curves of a “workaholic” look like? What
value of α might they be based on?

7.6 APPLICATION: SOCIAL COMPARISONS,
WORK HOURS, AND CONSUMPTION AS A
SOCIAL ACTIVITY
In Chapters 3 and 6 we looked at data on how men and women spend their
time, and the increase in the amount of time women spend working for
pay (the female labor force participation rate). Here we use the constrained
optimization model to help understand another dramatic change in time
use over the last century.
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Figure 7.10 Work hours over time for a variety of countries. The data refer to
annual average work hours for full-time production workers (meaning, excluding
supervisory personnel)
Source: Huberman (2004).
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(a) Work hours over time in European Countries
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(b) Work hours over time in countries outside of Europe

Figure 7.10 shows that, in every country on which we have data, people
have been working less on average. But there are important differences
among the countries:

• In the Netherlands work hours fell from the equivalent of 62 hours, 52
weeks of the year to fewer than 27 hours per week.

• In Sweden, where work hours also declined dramatically, there was a
small increase in work hours from 1980 to 2000.

• Work hours declined much less in the US than in most other countries—
a decline of 33 percent compared to a decline of 58 percent in the
Netherlands.

• In the US, as in Sweden, there was a slight increase in work hours at the
end of the last century.

How can our model help explain these differences? Wemodify the model
of choice of work hours to help us understand the differences among the
countries and the changes over time (shown in Figure 7.10). The new idea
that we will use to modify the model is that what people consume—the
quality, quantity, and expense of what someone wears, or drives, or eats—
is a signal to others and to themselves about where they stand in society
relative to other people. That is, people judge the adequacy of their own
level of consumption by comparisons with people’s consumption.
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Veblen effects, conspicuous consumption, and working time
The things we purchase in order to impress ourselves or others are referred
to as conspicuous consumption. One way to model this is to say that we
compare our consumption to that of the very rich, and the closer our
consumption is to theirs, the better we feel.

HISTORY The term
“conspicuous consumption”
comes from the American
economist and sociologist
Thorstein Veblen (1857–1929).
Well over a century ago he
described exactly the
trade-off we are modeling
here. “The means of
communication and the
mobility of the population
now expose the person to the
observation of many persons
who have no other means of
judging his reputability than
the display of goods . . . the
present trend of the
development is in the
direction of heightening the
utility of conspicuous
consumption as compared
with leisure.”2

To do this we now define “effective consumption” as how adequate our
consumption feels to us given what others are consuming. To capture this
idea, we define effective consumption as follows:

Effective consumption = Consumption−Veblen effect

×Consumption of the rich

xv = x− vx (7.30)

Where x is Scott’s consumption, x is the consumption of the rich, and v is
a positive constant representing the Veblen effect.
The negative effect of the consumption of the rich on our utility is cap-

tured in the term v (named after Thorstein Veblen). Effective consumption
defined in this way expresses the idea that the consumption of the rich
has the effect of diminishing the adequacy that we feel for any particular
level of consumption. This raises the marginal utility of consumption to
compensate. Scott’s utility now includes this idea:

Utility = (Effective consumption)α(Free time)1−α

u = (x− vx)α(1−h)1−α = (wh− vx)α(1−h)1−α (7.31)

Using Equation 7.21 for the mrs(x, 1−h) with a Cobb–Douglas utility func-
tion, and recalling that xv = x− vx, Scott’s marginal rate of substitution is
now:

mrs(x, 1−h) = ( α
1−α)(

1−h
xv

)

= ( α
1−α)(

1−h
x− vx

) (7.32)

Increased consumption by the rich (x) will diminish Scott’s level of effec-
tive consumption, raising themrs(x, 1−h) (increased x reduces the denom-
inator in the second term in Equation 7.32). So how much Scott values
consumption relative to how much he values free time—his willingness to
give up free time to consumemore—is now greater than before. This means
that in Figure 7.11 it has made the indifference curves steeper.
Point a in Figure 7.11, showed an initial choice that the worker, Scott,

made without the Veblen effect, that is, when he did not worry about what
others consumed. Point b, as a contrast, shows how the “Veblen effect” of
the consumption of the rich affects the worker’s choice.
The Veblen effect does not alter the feasible frontier, but it changes

the marginal rate of substitution between consumption and free time. The
indifference curves are steeper because at any level of actual (not effective)
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Figure 7.11 Feasible set and indifference curves for working time and
consumption: Veblen effect. In the absence of the Veblen effect, the worker’s
maximum feasible utility is achieved at point a on indifference curve labeled ua .
The Veblen effect increases the person’s willingness to pay for more consumption
(by giving up more free time) and therefore steepens the indifference curve. At
the new utility maximum, point b, he consumes more goods, works more, and
consumes less leisure.
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consumption and free time, the marginal utility of effective consumption
has risen. Why? Because when Scott compares himself to the rich it makes

✓ FACT CHECK In 2001 the
tax authorities in Norway
began posting income tax
records online, so that anyone
could find out the income of
their neighbors, friends, and
coworkers. Huge numbers of
people accessed the site.
Ricardo Perez-Truglia studied
the statistical relationship
between Norwegians’ income
and measures of their
“subjective well-being”—
happiness and life
satisfaction. Higher-income
people were happier and had
greater life satisfaction. But
after incomes became public
the differences between rich
and poor in subjective
well-being became much
greater.3

HISTORY The people who
set consumption standards,
according to Veblen, are the
rich. He wrote: “all canons and
reputability and decency and
all standards of consumption
are traced back . . . to the
usages and thoughts of the
highest social and pecuniary
class, the wealthy leisure
class.”4

him feel as though he has less effective consumption than he actually has.
Figure 7.11 shows that when Scott maximizes utility by setting the

mrt(x, 1−h) to the mrs(x, 1−h) Scott works longer hours, enjoys less
free time, and increases the amount of consumption he purchases (see
M-Note 7.6). The time Scott works now is greater than before, as you can
see comparing points a and b in Figure 7.11 (see the M-Note 7.6):

hv = α+ (1−α)vx
w

> α = ha (7.33)

Equation 7.33 shows the working timewithout the Veblen effect (namely, α)
plusmore time that Scott is nowmotivated to work due to the Veblen effect
(namely, the fraction (1−α)vx̲

w
). The inequality shows that the hours worked

with the Veblen effect, hv, are greater than those worked in the absence of
the Veblen effect, ha.

Veblen effects and falling inequality: An explanation of
declining work hours in the twentieth century?
How does this model help us understand how working hours have changed
over time and how work hours differ across countries? The model predicts
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that the more rich people consume, the longer other people will work. So
wewould expect people to work longer hours in countries in which the rich
are especially rich, and people towork lesswhere the rich are onlymodestly
richer than the rest.

M-NOTE 7.6 The choice of work hours with and without a Veblen effect

Using Equation 7.31, Scott’s utility function when deciding between leisure and
consumption may be represented as:

u = (x− vx)α(1−h)1−α, where v ≥ 0.

When v = 0, there is no Veblen effect, and the utility function is the same as
in Equation 7.28 that we used in the previous section. When v > 0, there is a
Veblen effect.
To calculate the time worked, we need to equate the mrs(x, 1−h) to the

mrt(x, 1−h). Following 7.32 and 7.27:

mrs = α
1−α

(1−h)
(x− vx) =

1
w
=mrt

Using x =wh
α

1−α
(1−h)

(wh− vx) =
1
w

αw(1−h) = (1−α)(wh− vx)
αw−αwh = wh−αwh− (1−α)vx

wh = αw+ (1−α)vx

hv = α+ (1−α)vx
w

In the absence of Veblen effect (v = 0), the hours worked h depends only on
the importance of consumption relative to free time in the utility function,
α. A positive Veblen effect (v > 0) reduces effective consumption. Because
there are diminishing returns to effective consumption (marginal utility of
effective consumption is higher the less of it you have) the effect of there
being less effective consumption is to increase the marginal utility of it. As
a consequence, Scott increases his working hours (and consumption) and
reduces his leisure.
You can also see that the higher the consumption of the rich, x, the lower

is effective consumption, and therefore the higher the hours worked (see
Figure 7.11).

Figure 7.12 presents the average annual working hours and a measure of
the fraction of all income received by the richest 1 percent of households, in
ten countries over the twentieth century. The fraction of income received
by the very rich is a key variable in the model because the consumption of
the very rich divided by the wages of typical workers or x/w influences the
size of the Veblen effect as equation 7.33 shows.
The figure shows that this prediction of the model with Veblen effects

is borne out by the data: a larger share of income going to the very rich is
associated with longer working time.
But it shows more: the decline in the relative incomes of the very rich

is closely associated with the decline in work hours. Notice that Sweden is
both the most unequal and “longest working” nation (in the early years of
the data set) and also themost equal country with themost free time (in the
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Figure 7.12 Inequality and work hours 1900 to 2000. The hours data are annual
average work hours for full-time production workers. The income data are based
on the share of total income received by the top 1 percent of households.
Figure 5a from Oh, S-Y., Park, Y., and Bowles, S., (2012), “Veblen effects, political representation, and
the reduction in working time over the 20th century,” Journal of Economic Behavior &
Organization, 83(2). pp. 218–242. With permission from Elsevier.
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more recent years). The countries that becamemore equal over this period
also saw the greatest drop in work hours. The increase in work hours in
both Sweden and the US at the end of the last century was associated with
an increase in inequality in both countries.
In this model, conspicuous consumption by the very rich is a kind of

“public bad.” It is experienced equally by all members of society or at least
can be by anyonewith access to TV and social media (it is non-excludable). It
is a “bad” and not a good because it reduces the utility of those it affects (it is
non-rival in the disutility it creates). And the people affected then respond
in ways that generate further negative external effects because the Veblen
effect induces them to work and consume more, increasing the use of our
limited environmental resources.
The Veblen effects model suggests some of the reasons for differing

working hours among countries. But by itself it misses some important
parts of the story. The most important missing element for the decline in
work hours in the twentieth century is that voting rights were extended to
include most adults early in the century. When overworked employees got
the right to vote, in virtually all countries their trade unions and political
parties demanded reductions in working hours.
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The model with Veblen effects and the data provide an illustration of a
more general point: consumption is not just a biological activity. Eating is
not just nutrition. Clothing is not just keeping warm. Your home is more
than four walls to keep out the weather. Consumption is a social activity. As
Veblen said, our consumption is a signal to others and to ourselves about
who we are. It is also a social activity in which we engage, for example, for
the pleasure of the company of our friends.

CHECKPOINT 7.7 Veblen effects Use Equation 7.32 to show why the
indifference curves in Figure 7.11 are steeper when there is a Veblen effect
(as shown).

7.7 QUASI-LINEAR UTILITY, WILLINGNESS TO
PAY, AND DEMAND
A useful interpretation of the marginal rate of substitution is possible when
good y is not data, but instead the amount of money left over from the
budget after purchasing good x. We used this when we first introduced
budget constraints in Chapter 3. In the case where y is money for other
goods, the marginal rate of substitution is literally the person’swillingness
to pay in money for the good x, the maximum amount of money she will pay
for an additional unit of x when she has already bought the quantity x.

! reminder In previous
chapters and earlier in this
chapter we have considered x
and y as two goods that
changed hands by barter: so
much code for some much
coffee. In these models
“willingness to pay” does not
involve money, it is how much
code you are willing to give up
to get more coffee.

Quasi-linear utility and willingness to pay
In this case, the analysis of demand is greatly simplified if the marginal
rate of substitution depends only on the amount of the good someone
purchases, and not on the amount of money she has left over. Here are
the simplifications:

• Prices: When y is money left over for other purchases, then py = 1 (the
price of a dollar is a dollar), and we can simplifymrt(x,y) = px

py
= px. So we

can drop the subscript and just denote the price of the x-good as p. This
is the opportunity cost of x or how much of the y good you have to give
up to get a unit of x. Because the y good is money this opportunity cost
is the price of x.

• Marginal utility: when utility is linear in y, then uy = 1, that is, themarginal
utility of money is constant and equal to 1. Therefore the marginal rate of
substitutionmrs(x,y) = ux

uy
= ux, the marginal utility of x.

• Willingness to pay: Because with the quasi-linear utility function themrs
is simply ux(x,y), that is, the marginal utility of x when consuming the

WILLINGNESS TO PAY The maximum amount a person would pay to acquire a
unit of a good.
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Figure 7.13 Harriet’s indifference curves: quasi-linear utility. With quasi-linear
utility, marginal rates of substitution depend only on the amount of the good x,
and not at all on the amount of money left over to buy other goods, y. As a result,
indifference curves with different levels of utility are vertical displacements of a
single curve. This means that the slopes of the indifference curves when
consuming x0 amount of fish are the same independently of the amount of
money she has for other purchases.
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bundle (x,y), the mrs(x,y) is also the maximum amount (in money units)
that the person would be willing to pay to have a small increase in x. This
means that the willingness to pay is measured in monetary units.

!reminder When a function
is quasi-linear it depends
linearly on one variable, e.g. y,
and non-linearly on another
variable, e.g. x, and has the
form u(x,y) = y+ g(x). Hence
it is quasi or “partly” linear.

We explore these two new ideas—the y-good is money left over and its
marginal utility is a constant equal to 1—using the quasi-linear (QL) utility
functions that you studied in Chapter 4 (sections 4.9 and 4.10):

u(x,y) = y+ g(x) (7.34)

This function illustrates the above bulleted properties:

• The marginal utility of the y-good is a constant equal to 1.

• As a result, the marginal rate of substitution is ux(x,y), which is the
willingness to pay for an additional unit of x measured in the same
monetary units as the y-good.

• Utility is measured in monetary units.

To see the last point, suppose the person spent nothing on the other
good, then Equation 7.34 tells us that u = y: in this case, utility is the amount
of money the person has to spend. If the amount of money the person has
to spend increases by $1, then utility increases by 1.
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This does not mean that the only thing the person cares about is money.
The amount of x the person consumes may matter a lot. It just means that
how much it matters will be measured in money equivalents.
These properties make y more like wealth measured in monetary units

(e.g. euros) than like a particular good such as data or coffee. So, we
will often refer to y as money, understanding that it is really generalized
purchasing power that can be spent on many other things possibly in many
periods.
The feature of this utility function that the marginal utility of money

available for purchasing goods is a constant is a reasonable approximation
if purchases of x constitute a small fraction of a person’s budget. If the
purchase under consideration will use up 1 percent of the buyer’s annual
budget, then it is plausible to assume that this will not affect the marginal
utility of the person’s available money.
But if we consider the entire range of a person’s possible incomeorwealth

fromdestitute poverty to great affluence, then it would be farmore realistic
to let the marginal utility of money be greater for the poor person than
for the very wealthy as would be the case with the Cobb–Douglas utility
function for example.

Quadratic, quasi-linear utility
Many of the examples in this book use the particular class of quadratic

quasi-linear utilities, where the function g(x) = px− 1

2
(p
x
)x2 is a quadratic

function of the good x, and as a result the utility function is:

Quadratic, quasi-linear utility u(x,y) = y+px− 1
2
(
p
x
)x2 (7.35)

In Equation 7.35:

M-CHECK

p is the person’s maximum
willingness to pay for
good x. She won’t pay
more than p to get a
unit of x.

x is the person’s satiation
point for x, beyond
which her marginal
utility of x is negative.
She would prefer not
to consume x > x.

The point at which you are
sated (verb) is where you
reach satiation (noun) from
consuming a good, like x. The
intuition is easily seen with
food: you reach satiation at
that point where you do not
want to eat another mouthful
(the marginal utility hits zero)
or, if you do, you know you’ll
regret it (the marginal utility
will be negative). Or, it is the
point at which you have
reached bliss, which is perfect
happiness or great joy, and at
which, if you consumed or did
any more, it would detract
from that bliss, joy, or wonder.

• Satiation: The parameter x represents the level of x at which the buyer is
satiated with x and would consume no more even if the price were zero.

• Maximumwillingness to pay:Theparameter p > 0 represents the buyer’s
maximum willingness to pay for the first unit of x when they do not have
any x, i.e. when x = 0.

The marginal utility of x with the QQL utility is:

Δu
Δx = ux(x,y) = p− p

x
x (7.36)

Equation 7.36 tells us the following:

QUADRATIC, QUASI-LINEAR UTILITY FUNCTION A quadratic, quasi-linear utility
function is quadratic in one variable and linear in another variable.
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• When x < x, the buyer’s marginal utility of x is positive, and she regards x
as a good.

• When x > x, the buyer’s marginal utility of x is negative, and she regards
x as a bad.

If y is budget left over to buy other goods, then the marginal utility of y
is always 1, regardless of the levels of x and y. As a result, the marginal rate
of substitution is equal to the marginal utility of x:

mrs(x,y) = ux
uy

= ux = p− p
x
x (7.37)

We can think about Equation 7.37 in the following way:

• Equation 7.37 is the equation for a line.

• Equation 7.37 has vertical intercept p, which is the buyer’s maximum
willingness to pay.

• Equation 7.37 has a horizontal intercept x, which is the point beyond
which the buyer does not want to pay for good x (at x = x, the buyer’s
willingness to pay is zero). x is the buyer’s bliss point. To get the buyer to
consumemore than x of the good, you would have to pay her, rather than
expecting her to pay you.

• Equation 7.37 shows that the demand curve has a slope of−p
x
, which is the

negative of the ratio of the maximum willingness to pay to the satiation
point.

Equation 7.35 shows that Harriet’s utility for the good x depends on how
much she has relative to a level x. When 0 ≤ x ≤ x, Harriet’s utility increases
if she has more x. But when x ≥ x, Harriet’s utility decreases as she gets
more x. We can plot quadratic, quasi-linear marginal rate of substitution or
willingness to pay as a function of x as in Figure 7.14.
The inverse demand function, which gives the highest price Harriet will

pay for each given total amount of the good is:

Inverse demand curve: p(x) = p− p
x
x (7.38)

The slope of the curve, Δp
Δx
= −p

x
can be represented by single coeffi-

cient, −β, giving us:

Inverse demand curve: p(x) = p−βx (7.39)

Suppose Harriet has quadratic quasi-linear preferences between a good
x andmoney left over to buy other things, with the willingness to pay p(x) =
mrs(x,y) = p− p

x
x. She starts out with budgetm and has the opportunity to

buy any amount of the good x at the price p. If p(0) = p > p, Harriet will
buy at least some of the good. If she buys x0 units of the good, Harriet’s
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Figure 7.14 Harriet’s marginal rate of substitution (demand): quadratic
quasi-linear preferences. The figure shows Harriet’s mrs(x,y) for a good, x, and
money for other goods, y. That is, the downward-sloping line is Harriet’s
willingness to pay in money for an additional unit of good x for different levels of
the quantity she has of good x and is therefore also her demand curve because it
shows the relationship between the price of the good and how much of it she will
buy at different prices. The vertical intercept, p, is Harriet’s maximum willingness
to pay when she currently consumes zero units of good x. The horizontal
intercept, x, is her satiation point or bliss point, beyond which her marginal rate
of substitution is negative so that x changes from being a good to a bad.
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willingness to pay will have fallen to p(x0). If p(x0) > p, then Harriet will buy
more of the good, and so on, until p(x) = p.
At this point Harriet doesn’t buy any more of the good, and spends the

rest of her budget on other things. So from Harriet’s willingness to pay (or
marginal rate of substitution), we can derive the quantity demanded at a
market price p, or:

Demand curve x(p) = x− x
p
p = x− 1

β
p = x(1−

p
p
)

This equation says that for p > p > 0 Harriet will consume an amount equal

M-CHECK For example,
when the market price is:
p = $10, p = $20, and x = 10,
then Harriet would like to buy
five apples since her
willingness to pay is the
following: mrs(5,y) = $10 for
any y.

to a fraction less than one of her point of satiation (x) given by the ratio the
price of the good p to her maximum willingness to pay p.
Figure 7.15 demonstrates this relationship by showing Harriet’s utility-

maximizing choices between x and y with her indifference curves and
budget constraints for three prices of x in the top panel, while also showing
her marginal rate of substitution of money for the good in the lower panel.
The lower panel also shows how Harriet’s marginal rate of substitution
corresponds to a demand curve, by showing three different price levels and
how the given price determines the quantity demanded at that price.
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Figure 7.15 Harriet’s utility-maximizing choice and marginal rate of substitution
(demand): quasi-linear preferences. The top figure shows Harriet’s indifference
curves for kilograms of fish (x) and money left over for other goods (y). The figure
shows her utility-maximizing choices at three prices for a kilogram of fish.
Harriet’s utility function is u(x,y) = y+ 20x− 1

2
( 20
10
)x2 . Her budget constraint is

y = 600−px. The lower panel shows Harriet’s mrs(x,y) for a good, x, and money
for other goods, y. Harriet’s marginal rate of substitution is therefore
mrs(x,y) = 20− 2x. Her marginal rate of substitution, as her willingness to pay in
money (y) for goods (x), is her demand function for x. She has a y-intercept of
y = 20 = p (her maximum willingness to pay) and her x-intercept is x = x = 10 (the
amount of fish that satiates her appetite for fish, which is also the maximum
quantity of fish she would consume were the price of fish zero). The slope of her
marginal rate of substitution suggests she will exchange money (y) for fish (x)
until her mrs(x,y) = p, i.e. when 20− 2x = 10, which implies x = 5 when p = 10.

M
on

ey
 le

ft 
ov

er
, y

bc1
pH = 14

bc2
pB = 10

bc3
pL = 6

u1

u2

u3

a
b

c

x = 10

550
558

600

x = 10

pH

pB

pL

p = 20

Quantity of the good, x

Pr
ic

e 
pe

r u
ni

t o
f t

he
 g

oo
d,

 p

Base price, pB = 10e

High price, pH = 14f

Low price, pL = 6g

mrs(x, y) = 20 – 2x

xH = 3 xB = 5 xL = 7

xH = 3 xB = 5 xL = 7



OUP CORRECTED PROOF – FINAL, 11/9/2021, SPi

Price Changes: Income and Substitution Effects 373

M-NOTE 7.7 The demand for x and y with quadratic quasi-linear
preferences

We begin with themrs =mrt rule, and then rearrange it to give us the demand
for good x:

mrs(x,y) = p− p
x
x = p =mrt(x,y)

p
x
x = p−p

x(m,p) = x− x
p
p (7.40)

Harriet will then use whatever remains of her budget (m) as money to spend
on other goods, y, given what she spent on x at its price, p:

y = m−px

y = m−p(x− x
p
p)

y(m,p) = m−px+p2
x
p

(7.41)

Equation 7.41 shows that once we determined the demand for x, we can derive
the demand for the other good as well.

CHECKPOINT 7.8 Satiation and willingness to pay Use Equation 7.37 to
show that if x = x the willingness to pay is zero and at x = 0 the willingness
to pay is p.

7.8 PRICE CHANGES: INCOME AND
SUBSTITUTION EFFECTS
When the price of a good changes, the consumption of the goods changes
as we saw when deriving the demand curve in Figure 7.15. The total amount
of the change is made up of two components:

• The income effect. A change in the price of a good alters people’s real
income, expanding or shrinking the feasible set of purchases. The effect
of this change in real income on the goods purchased is the income effect.

• The substitution effect. When the price of a good changes, the change in
the consumption of the good that is due to the change in relative prices
(holding constant the buyer’s real income) is the substitution effect.

INCOME EFFECT When the price of a good changes, this alters people’s real
income, expanding or shrinking the feasible set of purchases. The effect of this
change in real income (with no change in price) on the goods purchased is the
income effect.

SUBSTITUTION EFFECT When the price of a good changes, the change in the
consumption of the good that is due to the change in relative prices (holding
constant the buyer’s real income) is the substitution effect.
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Income and substitution effects for normal goods
Consider an increase in the price of good x, px. Harriet will change the
amount of good x that she buys. We can decompose or separate this change
into two effects. The first, the substitution effect, is how Harriet would
change her purchases of x if she could hypothetically respond by choosing
some point on the same indifference curve of her purchased bundle prior to
the price change. The second is the income effect, which is the total change
in her purchasesminus the price effect, capturing the results of the reduced
real value of her budget (and real income) caused by the price increase.
In Figure 7.16, Harriet starts at point a with bundle (xa,ya) on her initial

budget constraint bca before the price increases. When the price increases,

Figure 7.16 Income and substitution effects: Cobb–Douglas utility. The total effect
of a price change is the change in quantity demanded. The different effects shows
how the total effect is broken up (or what economists call “decomposed”) into the
two parts of the substitution effect (a movement along the indifference curve)
and the income effect (a movement to a new indifference curve). The substitution
effect is shown by the hypothetical movement along u2 from a to c. The income
effect is shown by the movement to another indifference curve. Comparing points
b and c, the income effect is measured by the difference in purchases of coffee
between the two points (xc − xb). The fact that the change in the price of coffee
does not affect the level of purchases of data ya = yb is an attribute of the specific
Cobb–Douglas utility function we have used here, it is not a general result.
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Table 7.1 Utility functions and their income and substitution effects. Remember
that the substitution effect is captured by a movement along an indifference
curve as prices or real incomes change, whereas the income effect is captured
by a movement to a new indifference curve.

Utility function Income effect Substitution effect

Cobb–Douglas Yes Yes
Quadratic, quasi-linear No Yes
Perfect complements Yes No

the budget constraint pivots inwards to bcb and creates a new utility-
maximizing bundle at b with bundle (xb,yb).
To break down the two effects, we use the hypothetical idea of a com-

pensated budget constraint. The compensated budget constraint takes the
new prices of goods as given (it is parallel to the budget constraint after
the price change), but it assumes the person has just sufficient income to
purchase a bundle on their original indifference curve, at a new point of
tangency with the original indifference curve u2. The new tangency is at
point c at bundle (xc,yc). The compensated budget constraint is entirely
hypothetical: it is a thought experiment allowing us to look at the two
different effects of a price change.
The difference between xa and xb is the total effect of the price change

or the substitution effect plus the income effect. By construction the
substitution effect causes amovement along the original indifference curve
to point c. The difference between xc and xa is the substitution effect. The
difference between xb and xc is the income effect.

Complements and substitutes in consumption

! reminder In Chapter 6 we
introduced the idea that
inputs to a production
process may be either
substitutes (computer-driven
machine tools and skilled
machine operators) or
complements
(computer-driven machine
tools and
engineer-programmers).

The size of the income and substitution effect will depend on whether
the goods “go together” or have an “either/or” quality. If two goods
are more enjoyable consumed together, then they are complements

BUDGET CONSTRAINT (COMPENSATED) A compensated budget constraint after
a price change takes the new prices of goods as given (so it is parallel to the
budget constraint after the price change), but gives the person just sufficient
income to purchase a bundle on their original indifference curve, at a new point
of tangency.

COMPLEMENTS IN CONSUMPTION Goods are complements in consumption if
an increase in the quantity consumed of one raises the marginal utility of
the other.
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(coffee and cookies). “Either/or” goods are called substitutes: they are
consumed instead of each other (tea and coffee). Perfect substitutes are
goods between which the marginal rate of substitution does not depend on
the ratio of quantity of each consumed (this means that the indifference
curves are linear; see M-Note 7.8). Perfect complements are goods that
are valuable only when consumed in some given proportion to each other
(right shoes and left shoes, nuts and bolts). Indifference curves for perfect
complements are L-shaped.

M-NOTE 7.8 Complements and substitutes in consumption

Remember, similar to the case of inputs into production (see M-Note 6.8)
we define complements and substitutes in consumption by the effect that
having more of one good has on themarginal utility of the other. The elasticity
of substitution, by contrast, is about whether the goods are consumed
in some fixed proportion—like right shoes and left shoes, or knives and
forks, examples of a low elasticity of substitution—or can be varied in their
proportions—like how much milk you put in your coffee, an example of a high
elasticity of substitution.
Complements: Cookies and coffee. In the Cobb–Douglas utility function u =

xαy1−α , x (coffee) and y (tea) are complements because:

𝜕u
𝜕x = αx(α−1)y(1−α)

which, because 0 < α < 1, means that:

𝜕2u
𝜕x𝜕y = (1−α)αx(α−1)y(−α) > 0

so the greater is the consumption of y, the higher is the marginal utility of x.
By the same reasoning, the greater is the consumption of x, the higher is the
marginal utility of y.
Substitutes: Coffee and tea. Here is a utility function in which x (coffee) and

y (tea) are substitutes:

u = (x+ εy)α (7.42)

where ε is a positive constant measuring how much the person prefers tea
to coffee and 0 < α < 1. Therefore, finding the marginal utility of x by taking
partial derivatives:

𝜕u
𝜕x = ux = α(x+ εy)α−1 > 0

The marginal utility of x is positive. But how does the marginal utility of x
change as consumption of y changes? We can work that out by taking the
partial derivative of the marginal utility of x with respect to y:

𝜕2u
𝜕x𝜕y = ε(α− 1)α(x+ εy)α−2 < 0

continued

SUBSTITUTES IN CONSUMPTION Goods are substitutes in consumption if an
increase in the quantity consumed of one reduces the marginal utility of the other.
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It is negative because α < 1. This shows that the marginal utility of coffee is
less the more tea the person consumes. The same reasoning shows that the
marginal utility of tea is less, the more coffee the person consumes. For this
particular utility function, tea and coffee are what is called perfect substitutes.
In this case,

𝜕u
𝜕y = εα(x+ εy)α−1

so the individual’s marginal rate of substitution, the ratio of the two marginal
utilities, is as follows:

𝜕u/𝜕x
𝜕u/𝜕y = α(x+ εy)α−1

εα(x+ εy)α−1 =
1
ε =mrs

Because the mrs(x,y) is the negative of the slope of an indifference curve,
the fact that it is constant means that the indifference curves are linear. This
is what the fact that x and y are perfect substitutes means.

CHECKPOINT 7.9 Income and substitution effects Explain why the sub-
stitution effect of a price increase must be negative (using Figure 7.16
may help).

7.9 APPLICATION: INCOME AND SUBSTITUTION
EFFECTS OF A CARBON TAX AND CITIZEN’S
DIVIDEND
The decomposition of the results of price changes into income and sub-
stitution effects can be illustrated by a proposed carbon tax to reduce
emissions of carbon dioxide and other greenhouse gases that contribute
to climate change.
The prices of petroleum, coal, natural gas, and other fossil fuels do not

include the costs of the environmental and climate-change external effects
of their use. This means that people pay a private cost of using fossil fuels
that is lower than the social (private plus external) cost of using them. The
result—as in the case of overfishing in Chapters 1 and 5—is overuse of fossil
fuels.

! reminder In Chapter 5 we
explained that the social cost
equals the private cost plus
the (negative) external cost
imposed by a person’s action.
In that case, a person’s
marginal private cost of
fishing included their
disutility of fishing, but the
social cost included not only
the private costs but also the
negative external effect the
fishermen imposed on others.

Now consider a tax imposed on the sale of fossil fuels, in conjunction
with a transfer of the resulting tax revenues in equal amounts back to the
members of the population, called a citizen’s dividend. We ask: How would
this so-called carbon tax and citizen’s dividend policy reduce consumption
of fossil fuels and affect citizens’ consumption of other goods?
We consider two steps in our policy process:

• The substitution and income effects of the increased price of fossil fuels.

• The income effect of the citizen’s dividend.
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Reducing carbon emissions by imposing the tax
In Figure 7.17, the fossil fuel consumption (x) of a citizen is plotted on the
horizontal axis, and the consumption of other goods measured in some
currency is plotted on the vertical axis (y). Before the tax, a citizen is at point
a in Figure 7.17 where the marginal rate of substitution equals the marginal
rate of transformation, which is the existing price of fossil fuels, pa. At a, the
citizen has a utility of u2 on the corresponding indifference curve.

❯ EXAMPLE In their 2017
op-ed (opinion editorial) in
the New York Times three
economists made “A
conservative case for climate
action,” proposing the carbon
tax and citizen’s dividend that
we analyze here. They
included Martin Feldstein and
Gregory Mankiw, chief
economic advisers to US
Presidents Ronald Reagan and
George W. Bush, respectively.5

The government then imposes a tax on fossil fuels. The tax increases
the price of fossil fuels. With the increase in the price from pa to pb
due to the tax, the citizen’s budget constraint becomes steeper. It pivots
inward round its y-axis intercept because the amount of the budget itself is
unaffected, but the price has increased. So bcb is the new budget constraint.
As before, the citizen now maximizes her utility now consuming at point b
where her marginal rate of substitution equals the new marginal rate of
transformation, pb. At b the constrained utility maximum, the citizen has
decreased her consumption of fossil fuels from xa to xb, consistent with the
policy goals of the tax to decrease consumption of fossil fuels.

Figure 7.17 Carbon tax with dividend. A citizen decides on consumption of fossil
fuels (x) and other goods (y). Prior to the introduction of the carbon tax the
citizen’s budget is ma and the budget constraint is the line labeled bca , with slope
−pa . The utility-maximizing bundle is on the budget constraint at point a where
the citizen’s indifference curve u2 is tangent to the budget constraint. A carbon
tax increases the price from pa to pb steepening the budget constraint. The result,
shown in panel (a), is that the budget constraint pivots inward. The effect of the
price change—a reduction in fossil fuel consumption from xa to xb—is the sum of
the income and substitution effects. In panel (b) the citizen’s dividend increases
the household’s budget so the budget constraint shifts outward and has a vertical
intercept (the budget itself) md >mb . The indifference curves shown here are
based on a Cobb–Douglas utility function with α = 0.5.
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Setting aside the value that the citizen places on the overall mitigation of
the climate-change crisis, the policy has lowered her utility because she is
on a lower indifference curve, u1 < u2.

Is the tax fair?
All citizens will have lower utility, but the effect will differ by levels of
income. In the U.S., the percentage reduction in real income imposed by
the carbon tax will be larger among poorer households. This is because, as
Figure 7.18 shows:

• while (panel (a)) higher-income people spend much more than lower-
income households on carbon costs (think about air travel, heating, and
air-conditioning large houses);

• expenditure on carbon costs as a fraction of their total expenditure is
greater for lower-income households (panel (b)).

✓ FACT CHECK Using
detailed data on household
expenditures economists
Anders Fremstad and Mark
Paul calculated that a tax of
$50 per ton of CO2 , the
revenues of which were
distributed equally to all
citizen households would
raise the real income of 56
percent of US households and
84 percent of households with
incomes less than the average
income.6

As a result, high-income people will pay more of the tax than low-income
people, but the tax will lower the real income of poor people by a larger
percentage than will be the case for higher-income people. In the US the
carbon tax is regressive, meaning that the amount paid as a fraction of a
household’s income is greater for lower-income households. This is where
the citizen’s dividend comes in.

Figure 7.18 Dividend distribution and carbon costs. The left-hand figure shows
the absolute amount spent on carbon for each of the ten household income
deciles (1 is poorest, 10 is richest). The right-hand figure shows the proportion of
household expenditure on carbon by for the ten income deciles.
Source: Fremstad and Paul (2019) using data from the Energy Information Agency, the Bureau of
Economic Analysis, and the Bureau of Labor Statistics.
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Increasing income and ensuring fairness through a citizen’s
dividend
To see how the citizen’s dividend alters the result, return to Figure 7.17 (b).
As in panel (a), the citizen is at point b with lower utility than before the
tax. But now suppose the total carbon tax revenues collected are divided
equally and distributed to each household, raising the budget of each from
mb to md. This is the citizen’s dividend. As you can see, the effect of the
dividend is to shift upwards the budget constraint by the same amount.
With the higher income, the citizen maximizes her utility at point d. For

the citizen we have modeled, the dividend (md −mb) is large relative to her
previous budget.
The result is an increase in consumption of other goods, so that her

level of utility is higher than it was before the tax, that is, comparing
points d and a, u3 > u2. At d, they have higher consumption of other
goods (yd > yb) and they consume a lower level of fossil fuels than they
did previously, but greater than before the dividend (xa > xd > xb). With the
greater consumption of other goods, the citizen has higher utility and they
obtain utility of u3 > u1.
All citizens receive the same dividend but higher-income households

will pay a larger share of the tax from which the dividend is funded
(because their carbon consumption is greater). As a result, lower-income
households would pay less in taxes (which are proportional to the cost of
the carbon they consume) than they receive in the citizen’s dividend which
is proportional to the mean carbon costs consumed.
Thus, in the US (and other higher-income countries) the carbon tax alone

is regressive, but the carbon tax and the citizen’s dividend taken together
is progressive. The case we modeled in Figure 7.17 illustrates the increase
in disposable income and utility of a poorer-than-average citizen.

International differences
In some countries, however, the picture is reversed, with poor people
spending a small fraction of their budget on carbon-related consumption
and wealthy families spending a larger share. The data in Figure 7.19 for
Mexico show exactly this, at least for motor fuels. As with carbon costs
as a whole, the US data (in the left panels) show that the fraction of the

REGRESSIVE POLICIES A system of taxes and transfers or other policies that
increase disposable income inequality is regressive.

PROGRESSIVE POLICIES A system of taxes and transfers or other policies that
reduce disposable income inequality is called progressive.
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Figure 7.19 US and Mexican consumption of motor fuel. Each county’s income
distribution is divided into deciles from poorest (1) to richest (10). The average
consumption of motor fuel as a proportion of total family income for each decile
is shown by the size of the bar for that decile. In the US, the consumption as a
share of income is higher for lower deciles than for higher deciles. In Mexico, the
consumption as a share of income is lower for lower deciles than for higher
deciles.
Source: Pizer and Sexton (2019) using data from the US Consumer Expenditure Survey (Bureau of
Labor Statistics) and Mexico’s National Survey of Income and Expenditure (Instituto Nacional de
Estadistica y Geografia).
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household budget spent on electricity and motor fuels respectively falls
dramatically as income rises.
But this is not the case for Mexico. The fraction of the household budget

spent on electricity is only modestly lower for the upper-income house-
holds. And for motor fuels (car and truck use) the fraction of the budget
spent on carbon consumption is much greater for high-income households
than for those with lower incomes (among whom car and truck ownership
is limited). In Mexico therefore, unlike in the US, a tax on motor fuels would
be progressive rather than regressive.

CHECKPOINT 7.10 Carbon tax and dividend Using the data in Figures 7.18
and 7.19 explain why a carbon tax is regressive in the US but possibly not in
Mexico.

7.10 APPLICATION: GIFFEN GOODS AND THE
LAW OF DEMAND
The demand curves you have seen all slope downward: a lower price is
associated withmore purchases. This is called the law of demand, and the
movement of prices and quantities purchased in opposite directions that
the law predicts is widely observed. But there is a special kind of good—
called a Giffen good—for which the law of demand is violated. For Giffen
goods, a higher price is associated with a greater amount of purchases.
You already know that for an inferior good the amount purchased will

decline as income rises. This is not really surprising; some of the low-
cost foods that people eat when they have very limited budgets will not
be purchased at all when they have more income to spend. A Giffen good
really is surprising because less is purchased when its own price decreases.
How could this be? Think about a poor family consuming a large amount

of an inferior good. When the price decreases there is both a price effect
motivating the family to purchasemore and an income effect resulting from
the decrease in price. Because the good is inferior, the higher real income
of the family motivates them to purchase less of the good. If the negative

! reminder An inferior good
is one for which purchases
fall as income rises. A Giffen
good must be inferior, but not
all inferior goods are Giffen
goods.

income effect is greater than the positive substitution effect, purchases will
decline in response to a decline in the price.
Here is an example of a Giffen good. In China, for very poor households,

rice is the main staple food and if they have enough money, they add other

LAW OF DEMAND The law of demand holds that a decrease in the price of a
good will result in an increase in the quantity of the good purchased.

GIFFEN GOOD Over some range of prices, purchases of a Giffen good increase if
the price rises, and fall if the price falls.
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foods that make rice taste better, such as shrimp or beef. However, when
the price of rice increases, this means the households have little money left
over to buy beef or shrimp. Consequently, they will consumemore rice even
though its price has increased.

Figure 7.20 Demand for a
Giffen good. The demand for
a Giffen good is
upward-sloping when the
price is low. Over this region, a
higher price is associated with
more purchases. At a
sufficiently high price, though,
demand becomes
downward-sloping.
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As a result, over some range of prices the demand curve for rice for
these families is upward-sloping. Of course if the price of rice rose so high
that the household purchased only rice, then further price increases would
have to reduce the amount purchased, so the demand curve would then be
downward sloping as the law of demand requires. Just such a demand curve
is illustrated in Figure 7.20.
This is exactly what economists who studied subsidies of rice observed in

Hunan, a region of China. They ran an experiment by subsidizing the price
of rice, lowering the price the families actually paid.When they provided the
subsidy, very poor households reduced their consumption of rice. That is,
when rice was cheap, households consumed less of it. When they removed
the rice subsidy so that prices rose, the households consumed more rice.
For these households rice was a Giffen good.7

CHECKPOINT 7.11 Inferior goods andGiffen goods What is the difference
between an Inferior and a Giffen good? Can you think of examples of either
kind of goods in your current consumption?

7.11 MARKET DEMAND AND PRICE ELASTICITY
Themarket demand for a good at any given price is the sum of the demands
at that price of all the people making up the demand side of the market.
We can compute the market demand by adding up the individual demand
curves. If we plot all the demand curves with the quantity demanded of x
on the horizontal axis and the price p on the vertical axis, this requires the
horizontal summation of the individual demand curves. We use an upper-
case X for market demand and a lower-case x for an individual demand.
Figure 7.21 shows how (on the left) an individual market demand curve

is summed over ten people to produce the market demand curve (on the
right), that is X(p) = x1(p) + x2(p) + . . . + x10(p).

A linear market demand curve (quadratic quasi-linear utility)
If there are n identical buyers, each of whom has the same quadratic, quasi-
linear utility for the good, with the same parameters x,p, each individual has
the demand (from Equation 7.37):

DEMAND CURVE (MARKET) A demand curve provides the answer to the
hypothetical question: what is the maximum amount of a good that can be sold at
each price? The market demand curve is the horizontal summation of the
individual demand curves of actual or potential buyers.



OUP CORRECTED PROOF – FINAL, 11/9/2021, SPi

384 Demand: Willingness to Pay and Prices

Individual demand x(m,p) = x− x
p
p (7.43)

The market demand is then the sum of all the individual demands. But,
since they are all equal for the identical people, this is the same as the
number of people (n) multiplied by the individual demand curves. In the
quadratic quasi-linear case, therefore, the market demand curve is given
by the following:

Market demand X(p,m,n) = Number of people× Individual demands

= n(x− x
p
p)

= X− X
p
p (7.44)

Because the market demand is the summation of individual demands, the
market demand curve is also downward-sloping: quantity demanded falls
as the market price increases.
Rearranging Equation 7.44, we can find the inverse market demand

function:

Inverse market demand p(X) = p− p

X
X (7.45)

Figure 7.21 Individual and market demand. In panel (a), we present Harriet’s
demand at different prices per kilogram of fish. On the right, is the market
demand for fish, which is the sum of ten identical fish buyers’ demands for fish
(including Harriet). Notice that Harriet’s individual demand curve is much steeper
than the market demand curve. The change occurs because, for example, for every
$2 decrease in the price Harriet will buy one more unit of fish; for the market as a
whole, each of ten people would buy one more unit of the good. As a result the
slope of Harriet’s demand curve is −2 while the slope of the market demand
curve is − 1
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The inverse market demand curve is linear with a vertical intercept of
p (the maximum willingness to pay of buyers like Harriet), a horizontal

intercept of X, and a slope of Δp
Δx
= − p

X
.

M-NOTE 7.9 Market demand with ten buyers

Let us assume that the fish market is made up of Harriet and nine other
buyers who are identical to her (a total of ten buyers). Harriet’s quadratic,
quasi-linear demand function was:

Harriet’s demand: x(p) = 10− 1
2
p (7.46)

If all the fish buyers are identical to Harriet, then we can sum their demand
functions (quantity as a function of price), xi(p), to get the market demand,
X(p). This is the same as multiplying the demand function by the number of
people, n = 10, to get the market demand function:

X(p) = n(xi(p))

= n(10− 1
2
p)

= 10×(10− 1
2
p)

= 100− 5p (7.47)

Recall, though, that we typically graph price (p) as a function of quantity (X),
or the inverse demand function, p(X). We use the market demand curve to
find the inverse market demand curve with price as a function of quantity by
rearranging Equation 7.47 and similarly for Harriet with rearranging Equation
7.46:

Harriet’s inverse demand: p(x) = 20− 2x (7.48)

Market inverse demand: p(X) = 20− 1
5
X (7.49)

Contrasting Equations 7.48 and 7.49 we can see that they have identical vertical
intercepts equal to p, but the slopes of the two functions differ.
To see why, notice that x = X

n
, and substituting this expression for x into

Harriet’s inverse demand (Equation 7.48) we get the equation for market
inverse demand (Equation 7.49). This is why the market inverse demand curve
has a slope equal to the slope of Harriet’s inverse demand namely −2,
divided by the number of total buyers (ten), for a slope of − 1

5
for the market

inverse demand curve. The market demand curve is therefore flatter than
Harriet’s relatively steep demand curve.

Price elasticity and the slope of the demand curve
For many issues of firm strategy and public policy an important question
is: How much does quantity demanded change when there is a change in
price or ΔX

Δp
? This is expressed in two different units: the units of the good

(kilos of fish, X) and the monetary unit (dollars, p). But we often need to
compare responsiveness across commodities—Is the demand for restaurant
meals more or less responsive to differences in prices than the demand for
motor vehicle fuel?
To allow for comparisons across commodities, we need a measure of

responsiveness to price that does not depend on the units in which it
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Figure 7.22 Price elasticity of demand: general and specific cases. In panel (a),
we present the general relationship between the demand curve and the value of
price elasticity of demand, η. The figure shows how price elasticity varies from a
high value to a low value as you move left to right along the demand curve. In
panel (b), we present the market demand curve for ten buyers like Harriet whose
preferences are the horizontal sum of Harriet’s resulting in a market demand
curve of p(X) = 20− 1

5
X. Consequently, we can calculate three values for price

elasticity of demand using the formula of η = ΔX
Δp

p

X
. The slope of the curve,

Δp
ΔX

= − 1

5
; therefore inverting that value we see that ΔX

ΔP
= −5. We can substitute in

the values for p and X at each of the price quantity combination to find the value
of price elasticity at each of the points e, f, and g as shown in the figure.
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is measured, whether the quantity demanded is in kilograms of fish or
liters of Coca-Cola, whether the price is in yen or euros. We therefore
describe the response of market demand to a change in price as the ratio
of the percentage change in quantity demanded to the percentage change
in price, ΔX/X

Δp/p
. This ratio is called the price elasticity of demand and is often

represented by the Greek letter η (pronounced “ai-ta”).

Price elasticity of demand ηXp =
% Change in quantity
% Change in price

= ΔX/X
Δp/p

ηXp =
ΔX
Δp

p
X

(7.50)

PRICE ELASTICITY OF DEMAND The price elasticity of demand is the ratio of
the percentage change in quantity demanded to the percentage change in price,
ηXp =

ΔX/X
Δp/p

.
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The price elasticity of demand at any point on the demand curve is equal to
the slope of the demand curve multiplied by the ratio of price to quantity
at that point. The price elasticity of demand falls into three categories:

|η| > 1 Demand is price-elastic, which means that the quantity demanded
responds more than proportionally to a change in price.

|η| = 1 Demand is unit price-elastic, which means that the quantity
demanded responds exactly proportionally to a change in price.

|η| < 1 Demand is price-inelastic, which means that the quantity demanded
responds less than proportionally to a change in price.

M-CHECK The slope of the
demand curve is negative, so
the elasticity is also a
negative number. We usually
refer to the absolute value of
the elasticity |η|; so a “larger”
elasticity means at any given
price and quantity a flatter
demand curve.

Slope and price elasticity with a linear demand curve
(the QQL case)
As you already know, the slope of the demand curve derived from a
quadratic, quasi-linear utility function is constant, and hence a line. But
its price elasticity changes as price and quantity change along the demand
curve:

η = −X
p
p
X

(7.51)

The term X
p
is constant, but the term p

X
is very large when p is close to p and

X is close to zero, and goes to zero when p is close to 0 and X is close to X. It
is tempting to think of the price elasticity of demand for a particular good
as a single constant number, but in general the price elasticity of demand
changes with price and quantity demanded.

M-NOTE 7.10 Price elasticity along a linear demand curve

When there are ten people with demand functions as in M-Note 7.9, then we
can evaluate the elasticity of demand as follows. Remember the following
parameters: p = 20; x = 10; n = 10, therefore X = nx = 100.
We now evaluate price elasticity of demand at two different (X,p) points.

Using Equation 7.51 when price is $14 and quantity demanded is 30 units (refer
to Figure 7.22):

η = ΔX
Δp

p
X
= −X

p
p
X
= −5( 14

30
) = −2.33

⇒ |η| = 2.33

Therefore, we would say that for ten people in the fish market, the price
elasticity of demand is elastic because |η| > 1, which means that quantity
demanded responds more than proportionately to a change in prices.
Now consider an alternative point with a lower market price, p = 6, and

corresponding higher quantity demanded equal to X(p) = 100− (5)(6) = 70.
We then calculate the elasticity as follows:

η = ΔX
Δp

p
X
= −X

p
p
X
= −5( 6

70
) = −0.43

⇒ |η| = 0.43
continued
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At the lower price, p = 6 (which is on the lower portion of the demand curve),
the price elasticity of demand is inelastic because |η| < 1, which means that
quantity demanded responds less than proportionately to a change in prices.

CHECKPOINT 7.12 The price elasticity of demand

Return to Figure 7.3 about preventative healthcare products and identify
the products (and their price ranges) that are most price-elastic and most
price-inelastic.

7.12 APPLICATION: EMPIRICAL ESTIMATES OF
THE EFFECT OF PRICE ON DEMAND

✓ FACT CHECK The demand
for another sugary drink
—Mountain Dew—is even
more price-elastic than
Coca-Cola, namely, |η| = 4.39.
Coke and Mountain Dew are
close substitutes. The price
elasticity of demand for
sugary drinks as a whole is
estimated to be much lower,
i.e. |η| = 1.4. This is because
other drinks, like milk or tea,
are not really close
substitutes for sugary drinks.
As a result a price increase for
Coke might get you to switch
to Mountain Dew, but not to
tea or milk.

Why are some goods more price-elastic than others?
Because we can observe price changes and how the quantity purchased
changes as a response, we can estimate the price elasticity of demand for
various goods. Some estimates are illustrated in Figure 7.23.

Figure 7.23 Comparison of elasticities for different goods. The demand functions
shown are called iso-elastic, meaning that, unlike the case for linear demand
functions, the price elasticity of demand is the same at every point on the curve.
(Recall that iso means equal.) The functions have the form X(p) = kpη . What the
figure shows is that, for example, if the quantity of fish demanded when the price
per kilo is 5 is 1 kilo, then if the price fell to 3 per kilo the demand would
approximately double (increase from 1 to 2).
Sources: Akino and Hayami (1975); Chomo and Ferrantino (2000); Dhar et al. (2005); Miravete et al.
(2020).
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The demand for a good will be highly inelastic if it is “something that
you cannot do without” and it also does not constitute a large fraction of
your budget. Generalizing from this intuition we expect goods to be price-
inelastic if:

• there are few substitutes for the good in question (e.g. brand loyalty,
addiction, or prescription medication);

• it is considered to be a necessity, not a luxury (e.g. rice, not expensive
liquor);

• it is not a large fraction of your total expenditures (e.g. fish);

• the person making the decision to buy is not the person paying for the
purchase (e.g. when a doctor prescribes a drug that the patient will pay
for).

Figure 7.24 Estimates of the
price elasticity of demand for
Uber rides in four US cities in
2015. The estimates are based
on almost 50 million
observations on Uber rides
from the first 24 weeks of 2015
in Uber’s four biggest US
markets.
Source: Cohen et al. (2016).
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Figure 7.24 presents a set of estimates for a single product, Uber rides, in
different US cities.

The price elasticity of demand for sugary drinks and the
effect of a tax
Obesity and its associated illnesses inflict extraordinary suffering and
mounting healthcare costs around the world. Among high-income coun-
tries, the US and the UK have especially high rates of obesity, while obesity
is relatively rare in Japan and Singapore. Among middle-income countries,
Mexico has one of the highest obesity rates.
Among the contributors to the epidemic rise in obesity rates in recent

years, economists have proposed, are two facts:

• as economies shift from farming and manufacturing to services the
amount of calories we use in a day’s work has declined, and

• the cost of calories, relative to other things we spend our money on, has
fallen.

✓ FACT CHECK The fact
that obesity rates (BMI > 30) in
the US are ten times the rate
in Japan suggests that these
economic factors—which
apply with about equal force
in the two countries—cannot
be the entire story.
Differences in culture and
public policies also matter.8

Governments around the world have addressed the second economic
proposed cause of obesity—reduced cost of calories—by instituting so-
called “fat taxes” either to tax the consumption of saturated fats or to tax
the consumption of sugar. As of 2019, seven US cities and 34 countries had
implemented such policies.
These taxes do not aim to increase government revenue. Instead, the

government wishes to discourage citizens from consuming the goods
because of concerns over the citizenry’s health. Similar reasoning applies to
“sin taxes,” which are taxes on cigarettes and liquor, to discourage excessive
consumption of those goods.
Sugary drinks that are commonly taxed in many countries include:

• fruit drinks (including sports and energy drinks);
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• pre-made coffee and tea (for example, bottled iced coffee and iced tea);

• carbonated and non-carbonated soft drinks (including cocktail mixes and
powdered soft drinks).

American adults consumed an average of about 150 liters of these drinks
per year during the years 2007-2016.
The demand curve and the price elasticity of demand derived from it

provide essential pieces of information to assess the likely effects of the
tax on sugary drinks. Because retailers frequently change prices of their
drinks it is possible to estimate the price elasticity of demand. To do this,
a team of economists recorded sugary drink sales, prices, and a long list
of other possible influences on the individual’s purchases (including health
information and how much they “liked” sweet drinks).
On this basis they estimated that the price elasticity of demand for sugary

drinks is about |η| = 1.4, meaning that a 10 percent increase in the price of
the drinks would result in a 14 percent decrease in demand. This estimate—
for sugary drinks as a whole—is much less than for one particular drink
(Coca-Cola) because there are many other sugary drinks that are close
substitutes for Coca-Cola. Figure 7.25 illustrates what an elasticity of this
magnitude implies.

Figure 7.25 The effect of a price increase on the demand for sugary drinks when
the price elasticity of demand is |η| = 𝟏.𝟒. The demand curve shown is iso-elastic
with a price elasticity of demand of |η| = 1.4. There are two prices, the pre-tax price
(p0) and the post-tax price (p1 = p0 +Δp) where Δp = 0.20p0 . At the higher price,
the consumption of sugary drinks is less, comparing x0 at point a to x1 at point b.
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In this example we do not ask what determines the price per liter
p0. Instead we ask the hypothetical question: How many liters would be
demanded at various prices? We can study the effect of a sugary drinks tax
on the amount consumed by comparing the price per liter without the tax
to the amount consumed at the (higher) price when the tax is imposed.
Suppose the price of sugary drinks was initially $1.25 dollars per liter.

At this price we can see that the typical person would have demanded
about 150 liters. Figure 7.25 depicts this interaction. The starting price and
quantity combination are shown by (X0,p0). If the effect of the tax was to
raise the price of sugary drinks by 20 percent, the price after the imposition
of the tax would be 1.50 per liter.
Recall that with a price elasticity of |η| = 1.4, this means a 10 percent

increase in the price will result in a 14 percent decrease in quantity
demanded. So, the effect of a 20 percent increase in the price is that the
quantity demanded will decrease by 28 percent, down to 108 liters (x1 in
the figure) after the tax.

CHECKPOINT 7.13 Why is demand for sugary drinks price-elastic?
Explain why the demand for sugary drinks as a whole in the US is less price-
elastic than the demand for Coca-Cola or Mountain Dew.

7.13 CONSUMER SURPLUS AND INTERPERSONAL
COMPARISONS OF UTILITY
An individual’s consumer surplus
When a person, call her Harriet as we did earlier, buys a good, she does
so because she expects to derive a benefit that exceeds the price of the
good. The difference between the most she would be willing to pay for
the good and what she actually pays for it is called the consumer surplus
that she received as a result of that purchase. Because it is measured as
the difference between the maximum willingness to pay in money and the
money that is paid, consumer surplus gives a measure inmonetary terms of
the benefits (or “consumer welfare”) that a person derives from a purchase
of a good. If we consider not buying the good as Harriet’s fallback position,
then her consumer surplus is an economic rent, namely a measure of what
she gets above and beyond her next best alternative.
Figure 7.26 illustrates the consumer surplus available to Harriet by her

purchases of five units of good x. The maximum she would pay for the first
unit—think: access to a workout at the gym during a week, a film on Hulu—

CONSUMER SURPLUS The consumer’s willingness to pay for a good minus the
price at which the consumer bought the good, often summed across all units sold.
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Figure 7.26 Harriet’s willingness to pay and consumer surplus. The height of the
steps in the step function is the maximum Harriet would pay to have the first,
second, third, and so on unit of the good. For each unit she buys, she pays $10.
Her consumer surplus is the vertical distance between the price line at p = 10 and
her willingness to pay for each additional unit, summed over the number of units
she purchases. Her utility-maximizing consumption bundle is x = 5, when her
willingness to pay equals the price: mrs(x) = p = 10. Summing over the bars, she
receives consumer surplus, CS = 10+8+6+ 4+ 2 = 30.
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is $20. But each successive unit is worth less to her, and if she already has
four—workouts, films—the most she would pay for the fifth is $12. The sixth
would not be worth more than she’d pay for it. So she will purchase five
units. Adding up her willingness to pay for each and subtracting what she
actually paid—$10 in each case she has a consumer surplus of $30 (that’s
10+8+6+ 4+ 2 = 30).

HISTORY Jules Dupuit
(du-PWEE) (1804–1866) was,
according to Joseph
Schumpeter, one of those
“brilliant French engineers in
the public service who
contributed . . . so substantially
to scientific economics.” His
studies of the maximum tolls
that could be charged for
travel over a bridge led him to
discover not only the concept
of marginal utility but also the
idea of consumer surplus as
the area under a demand
curve and above a uniform
price charged, exactly as is
shown in Figure 7.26. He used
these concepts to explore
both price discrimination and
the loss in social welfare
associated with charging tolls
on bridges. He has not to this
day received much credit
among economists for these
discoveries (most think that
consumer surplus was Alfred
Marshall’s idea), perhaps not
surprisingly seeing that
Dupuit’s major paper on this
subject was published in a
journal whose title roughly
translated is the Chronicle of
Bridges and Roadways.9

The graph of her willingness to pay—called a step function—is her demand
curve. When we think of people’s purchase over a longer period of time,
or the purchases of many people, we smooth out the “steps” and make a
smooth curve (not necessarily a straight line).

Adding up consumer surplus for many people
We are often interested in ameasure of howmuch people as a group benefit
from the opportunity they have to purchase some good. A natural way to
do this is to add up the consumer surplus enjoyed by each buyer. For this
to make sense it must be that a dollar’s worth of consumer surplus is as
valuable to one person as to another. Unless we assumed this, we could
not add the consumer surplus of one person—some dollar amount—to some
other person’s consumer surplus.
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Figure 7.27 Individual and market consumer surplus. In panel (a) we show the
utility-maximizing kilograms of fish Harriet (an individual buyer) buys and the
consumer surplus she derives as a consequence. Her expenditure is the price she
paid multiplied by the number of units she bought. In panel (b) we show the
market demand for fish with the market consumer surplus.
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There are really two parts of this key assumption:

• We can make interpersonal comparisons of utility: we can compare one
person’s well-being (or utility) with another. Recall from Chapter 3 that
this means that we consider utility to be a cardinal measure that can be
compared across people (like for height, how much taller is Simon than
Harriet) rather than an ordinal measure (Simon is taller than Harriet).

• The marginal utility of money left over for other purchases is the same to
all people: an additional dollar makes the same contribution to the well-
being of one person as to another. This means that what Harriet would
purchase with a dollar of money left over after spending on workouts
contributes as much to her well-being as a dollar’s worth of additional
expenditure by a less fortunate person.

This would almost certainly not be true if one of them were very poor, so
that a dollar would be worth a lot to them (it would be used to purchase
food, or other essentials), and the other was very rich (the additional dollar
would be spent on a luxury good).
To see why an individual’s consumer surplus may not be something you

can add up across many people of differing levels of income or wealth,
consider something pleasurable, like a serving of excellent ice cream that is
placed before you. The extent of enjoyment that eating it would give you—
its taste and other reasons for enjoying it—would not be affected, if instead
of your current income, you had half that amount.
But your willingness to pay for it would be less in the second case not

because it became less tasty but because in the second case your marginal
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utility of money left over would be higher. Remember the willingness to
pay—the marginal rate of substitution—is the marginal utility of the ice
cream divided by the marginal utility of money left over. If you were poorer,
the marginal utility of money left over would be higher, and hence your
willingness to pay would be lower.
Willingness to pay is therefore not a measure of how intrinsically “good”

something is, even to a single person. So when we add up consumer
surpluses across people we must be considering cases in which they are
of approximately the same level of income.
In the Figure 7.27 (a), the individual consumer surplus (Equation 7.52) is

the area of the light-green triangle above the actual price and below the
demand (maximum willingness to pay) curve for Harriet. Consuming x = 5
units of fish provides Harriet with consumer surplus of $25. This is exactly
the same as if we had substituted Harriet’s values for x, p, p and x into
Equation 7.52.
The consumer surplus for all buyers is the area shaded in green in the

Figure 7.27 (b) and because we have assumed all buyers are identical this is
exactly n = 10 multiplied by the individual consumer surplus for Harriet.

M-NOTE 7.11 Consumer surplus with quadratic, quasi-linear utility

The demand curve based on quadratic, quasi-linear preferences is linear, as
shown in Figure 7.27. Therefore, we can calculate the value of the consumer
surplus—the green shaded triangle in panel (a) of that figure—using the
following three data points:

• The person’s maximum willingness to pay is p = 20.
• The person actually pays the price p = 10 < p.
• The total purchases, xi = 5 for the individual and 10xi = 50 for the market.

Therefore, consumer surplus for the individual and the market is given by:

Individual cs(x) = 1
2
(p−p)x (7.52)

Market CS(X) = ( 1
2
(p−p)x)×n

= 1
2
(p−p)X (7.53)

❯ EXAMPLE To measure the
utility gained by making a
purchase and to sum this
across individuals we need a
measure of utility that is
similar to money. If one
person has $1,000 and
someone else $100 we can say
that the first person has ten
times as much money as the
second, irrespective of
whether we measure their
wealth in dollars, or in
pennies.

CHECKPOINT 7.14 Individual and market consumer surplus Using the
numerical examples in Figure 7.27, what is the consumer surplus:

a. for the individual?

b. for the market?
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7.14 APPLICATION: THE EFFECT OF A SUGAR TAX
ON CONSUMER SURPLUS
We showed earlier, in Figure 7.25 when discussing price elasticity of
demand, that an increase in prices resulting from a taxwill decrease quantity
demanded by people. We now analyze the consequences of that tax for
people’s utility.
Figure 7.28 shows the consequences of the tax for consumer welfare

(measured in terms of prices and quantities consumed). Figure 7.28 (a)
shows how, at the initial price, consumer surplus is given by the combined
area in green, shown by the total area A + C + E in Figure 7.28 (b).
After the tax at the new higher price, consumers will be left with con-

sumer surplus equal to area A. Consumers will lose consumer surplus
indicated by the area E + C. Area B is the portion of consumer expenditure
that is unchanged by the tax. Consumer expenditure will decrease by the

Figure 7.28 Effects of a tax on consumer surplus and expenditure. There are two
prices: the pretax price (p0) and the posttax price (p1). As the price increases, the
consumption of sugary drinks decreases from X0 at point a to X1 at point b. In
panel (a) the area shaded in green below the demand curve and above the price,
p0 , is the pretax consumer surplus. The area shaded in blue is the pretax
expenditure, equal to the price multiplied by the quantity people consumed, i.e.
p0X0 . In panel (b), area A is the consumer surplus that remains after the
imposition of the tax. Area B is the expenditure that was common before and after
the imposition of the tax. Area D is the decrease in expenditure by people who are
unwilling to purchase sugary drinks at the higher price, p1 . Area E was consumer
surplus before the tax, but is now part of expenditure. Area C plus area E is the
decrease in consumer surplus as a consequence of the tax.
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area D, but increase by the area E. That is, before the tax, consumers spent
areas B + D. After the tax, consumers spend areas B + E.
In Chapter 8 we will return to the sugary drinks tax, looking at its impact

on others, including firms’ ownerswhowill lose economic profits as a result.

Is it fair? Sugary drink taxes are regressive
In 2017 voters in Santa Fe, the capital of the US state of New Mexico, voted
overwhelmingly to reject a proposed tax on sugary drinks. Themeasure had
been put forward by a popular mayor and would have directed the resulting
revenue toward expanding preschool educational opportunities for the less
well-off. It was opposed by the American Beverage Association.
Opponents of the measure held that the tax unfairly placed a burden on

the less well-off. To address the potential unfairness of the tax the Santa
Fe advocates of the sugar tax had linked the measure to the provision of
a particular public service that was very much in demand among lower-
income Santa Feans. But the very real substantial negative income effect
apparently outweighed the promise of better educational opportunities.10

Figure 7.29 provides evidence about the consumption of sugary drinks in
households of differing incomes based on matched data on purchases of

Figure 7.29 Consumption of sugary drinks in households of differing incomes.
The figure shows the amount of sugary drinks purchased per ‘adult equivalent’
per year by income (measured in thousands of dollars in 2015 prices) from a panel
data survey of 18,159 US households in 2017. The term ‘adult equivalent’ means
that children in the households have been counted as some fraction of an adult.
Source: Allcott et al. (2019).
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sugary drinks and household income. Notice the following pattern in the
figure:

• households with lower incomes consume larger quantities of sugary
drinks;

• households with higher incomes consume smaller quantities of sugary
drinks.

As a result, a per-unit tax on sugary drinks is regressive: poorer households
will pay more as a share of their household income. At the same time,
however, decreasing the quantity of sugary drinks consumed by members
of those households could be quite beneficial for health and for medical
costs that those households incur.
We will return to the analysis of a sugary drinks tax in the next chapter,

taking account of the consumer surplus that people lose, the profits owners
lose, and the benefitsmade possible by the revenues the government raises.

CHECKPOINT 7.15 Policies to mitigate the income losses of less well-
off people imposed by the regressive sugary drink tax The citizen’s
dividend—returning the tax revenues collected to citizens as an equal lump-
sum payment to each family—is proposed as a way to counteract the
regressive nature of the carbon tax. Explain why something similar would
not accomplish this purpose in the case of the sugary drinks tax.

Experiences around the world of “fat taxes”
Denmark instituted a per-kilogram tax on saturated fats in 2011. Hungary
introduced both sugar and fat taxes in 2011, where the percentage of the
tax is proportional to the amount of sugar or fat in the good. In 2012 France
introduced a tax on both added-sugar and artificially sweetened drinks of
€0.075 per liter (in 2015). Chile adopted a tax in 2015. In the US, several
states and cities have implemented soda taxes, such as the tax implemented
in San Francisco, CA in 2014. The aim of the tax is not primarily to obtain tax
revenues but to reduce consumption of the offending foods so as to improve
individuals’ health and to reduce the cost burden of healthcare provision,
including by the government. What has happened as a consequence of
these taxes? Did the taxes achieve the government’s aims?
Results from a study in Mexico showed that a 6 peso-per-liter tax

on beverages with added sugar reduced the quantity demanded by
between 6 percent and 12 percent over the year of the study (2014).
Consumption decreased more among low-income families with the
proportional decrease being between 9 percent and 17 percent over the
year. The evidence also suggests that consumers switched to close—
untaxed—substitutes that did not contain added sugar such as diet sodas,
100 percent fruit juices, and sparkling and plain water (with between 7
percent and 13 percent increases in these categories).11
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In Hungary, the tax has had several effects. The tax has reduced con-
sumption; it has also caused firms to change the recipes of their food items,
a sensible response because the tax is proportional to the amount of the
sugar or saturated fat the food item contains.12

Denmark’s case is more complicated. The “fat tax” definitely reduced
consumption of butter, margarine, and similar products, by 10 to 15 percent.
People also changed their buying habits in terms of where they bought
their butter andmargarine: they switched to buying at discount stores. But,
because these storeswere aware of these buyer responses and the resulting
positive shift in the demand curves they faced, they increased their prices
on butter and fatty products more than high-end supermarkets did.13

The tax was unpopular in Denmark and was eventually repealed. Why?
People had been crossing the nearby Swedish and German borders to do
their shopping: one study showed almost half of Danish shoppers had gone
across a border to avoid the tax.
These results illustrate the complexity of tax policy when the goal is

to reduce consumption of a good. But, in places like Mexico, Denmark,
and Hungary, we’ve seen significant and important decreases in the con-
sumption of sugary drinks and fatty foods. In Mexico, particularly, this is
important for many poor people who are disproportionately affected by
health problems caused by high sugar consumption, especially when they
cannot afford proper treatment of cardio-vascular diseases or obesity.

CHECKPOINT 7.16 Salt taxes and sin taxes: Putting the elasticity of
demand to work To think through these issues, consider the following
questions:

a. Centuries ago in China, France, and the British colony of India the salt tax
was one of the major sources of government revenue. What is it about
salt that made this tax a good way of raising revenue?

b. Explain why sin taxes levied on goods with price-elastic demand (e.g.
alcoholic spirits) will be effective in changing peoples behavior, but not
in raising revenue, while the opposite is true for goods with inelastic
demand (e.g. cigarettes).

7.15 APPLICATION: WILLINGNESS TO PAY (FOR
AN INTEGRATED NEIGHBORHOOD)
In Chapter 1 (section 1.15), we illustrated the idea of a Nash equilibrium and
the process by which a group of people might arrive at such an outcome
by the buying and selling of homes among members of two groups, “Blues”
and “Greens.” We showed the following:
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• Complete segregation:The equilibriumcomposition of the neighborhood—
one in which none of the residents wanted to switch their location and
were able to do so—could be complete “segregation” of the Blues and
Greens, even though everyone preferred an integrated outcome.

• Multiple equilibria: There was also an equilibrium in which the neighbor-
hood was integrated.

• Path dependence: Which of the multiple equilibria—segregated or
integrated—would be realized was path dependent (like whether the
farmers in Palanpur planted early or late). Which equilibrium occurred
depended on the recent history of the neighborhood.

Figure 7.30 Segregation by
income level in housing in the
city of Santa Fe, near Mexico
City.
Photo by Johnny Miller/Unequal
Scenes.

These three characteristics—a Pareto-inefficient equilibrium, multiple
equilibria, and path dependence—will also appear in the model we now
introduce. But here we explicitly introduce a market in homes and people’s
willingness to pay.

✓ FACT CHECK If we were
constructing a model to
develop policies to ensure
more integrated
neighborhoods—rather than a
teaching device to illustrate
willingness to pay—we would
introduce a great many
elements that are essential to
understanding segregation as
a social and historical fact,
and are not in our model.
Included would be the role of
policies of governments and
banks that reinforce
segregation. Also included
would be a diversity in
preferences including the
desire on the part of some
people to live in a
homogeneous neighborhood
of their own group, instead of
our assumption here that
people favor substantially
integrated over totally
segregated neighborhoods.

! reminder For segregation
in New York City, have a look
at Figure 1.18.

In Milwaukee, Los Angeles, and Cincinnati towards the end of the last
century over half of white residents, when asked, said they would prefer
to live in a neighborhood in which 20 percent or more of their coresidents
were African-American (one in five preferring equal numbers of each).14 But
few residents of these cities lived in integrated neighborhoods. They were
asked about their preferences as part of a legal case concerning housing
segregation in these and other cities. Most African Americans preferred
fifty-fifty neighborhoods.
There are many reasons why members of a society might not want

their residential communities to be highly segregated. Segregated living
leads to racially segregated schools, friendships, and other social networks.
Because group members would then be unlikely to have friends in the
other group, segregated living could encourage group stereotypes and
intolerance leading to conflicts between groups.
The respondents in the above surveys may have misrepresented their

preferences, of course, but those sincerely seeking integrated neighbor-
hoods would have been disappointed. The housing market in these cities
produced few mixed white-African American neighborhoods even though
these were apparently in substantial demand.
In Los Angeles, for example, virtually all white residents (more than

90 percent) lived in neighborhoods with fewer than 10 percent African-
American residents, while 70 percent of African Americans lived in neigh-
borhoods with fewer than 20 percent whites. Why was the result at the
neighborhood level so seemingly at odds with the distribution of pref-
erences of the individuals making up the neighborhoods? Imagine your
surprise had we reported that one in five wanted a back-yard swimming
pool and were prepared to pay the price for a pool, yet almost none had
pools.
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Why does willingness to pay get you a pool if you want one, but not an
integrated neighborhood? To answer these questions we need an explana-
tion of how highly segregated neighborhoods result, even if preferences
were such that members of all groups would be better off with greater
integration. We need to understand why the housing market produces a
Pareto-inefficient level of segregation.
Residential segregation is the result of many aspects of how credit and

housing markets work, and these differ across countries and even within
the US among cities and states. Included are attempts by some banks, real
estate sales people, and neighborhood residents to prevent integration. But
there is another less obvious and perfectly legal way that segregated neigh-
borhoods are sustained, even if most people preferred a more integrated
community.

Willingness to pay for integration or segregation
We will explain why this is true by modeling a single neighborhood (one
of many in a large city) in which, when considered in isolation, all houses
are equally desirable to all members of the population (they’re identical).
Peoples’ preferences for living in this neighborhood depend solely on the
racial composition of the neighborhood.
As before, Greens and Blues are two population groups that are equally

numerous in the city. Greens prefer to live in a mixed neighborhood with
slightly more Greens than Blues, and Blues correspondingly do not prefer
segregation, but prefer a neighborhood with somewhat more Blues than
Greens.

HISTORY This way of
thinking about segregation in
residential neighborhoods
was developed by Thomas
Schelling, a Nobel Laureate in
economics. You can run a
computer simulation of how a
population may segregate
itself, even with very modest
preferences for segregation,
here (ncase.me/polygons/).

We have normalized the size of the neighborhood, setting it equal to
1, so we can refer to the fraction of Greens by g, which can vary from
0 to 1. For example, g = 0.3 means that the neighborhood is 30 percent
Green and 70 percent Blue.
We will express the preferences of the Greens and the Blues by the maxi-

mum prices, pG for Greens and pB for Blues, they would bewilling to pay for
a house in the neighborhood, each depending on the fraction of homes in
the neighborhood occupied by Greens g. The following willingness to pay
(WTP) equations are a way to express the preferences described above:

Blues’ WTP pB(g) = 1
2
(g+δ) − 1

2
(g+δ)2 +p (7.54)

Greens’ WTP pG(g) = 1
2
(g−δ) − 1

2
(g−δ)2 +p (7.55)

where p is a positive constant reflecting the intrinsic value of the identical
homes. Figure 7.31 shows the willingness to pay equation for the Greens as
follows:

• a low willingness to pay for a house in an all-Blue neighborhood
(pG(g = 0));

https://ncase.me/polygons/
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• a higher willingness to pay for a house in an all-Green neighborhood
(pG(g = 1));

• the greatestwillingness to pay in an integrated but Green-majority neigh-
borhood (with 60 percent Greens)

The term δ is a measure of the preference for segregation. We assume that
Greens and Blues have similar preferences to live with their own group
members, so δ is the same for the two groups.
To see how δ measures the degree of preferences for segregation, think

about what the ideal neighborhood for a Green and for a Blue would be. If
the ideal neighborhoods of members of the two groups are very different,
then segregationist preferences are strong. Because the willingness to
pay for a home—and therefore its value—depends on the composition of
the neighborhood, the ideal neighborhood has a group composition that
maximizes the value of owning a house in the neighborhood (or, what is the
same thing, that maximizes willingness to pay for a home there).
What would each group of persons’ ideal neighborhood look like?

(M-Note 7.12 explains how these are derived.)

• Greens: The ideal neighborhood for greens (that which maximizes pG) is
composed of g = 1

2
+δ percent greens.

• Blues: Blues prefer an ideal neighborhood with g = 1

2
−δ.

Figure 7.31 An illustration of the willingness to pay of Greens, pG. Their
willingness to pay reaches a maximum at point h where the proportion of greens
gh = 0.6. Between g = 0 and g = 0.6, Greens’ willingness to pay is increasing as
they move from being a minority to become a slight majority at 60 percent of the
population. Between g = 0.6 and g = 1, Greens’ willingness to pay is decreasing as
they move from being a slight majority at 60 percent of the neighborhood to being
100 percent of the neighborhood. For this and the next figure we used δ = 0.1.
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As the difference between the ideal neighborhoods (that for which they
would pay the highest price of a home) of the Greens and the Blues is 2δwe
will refer to δ as the preference for segregation of the two groups (δ could
differ between the two groups, or one groupmight not care about the racial
composition at all, of course).
The willingness-to-pay curves and the degree of preferred segregation

they express provide the essential building blocks for understanding how
the housing market will work. But to put that information to work we need
to turn to how the market will change or not depending on its composition.
This means we need to identify the Nash equilibria of the market (where

there would be no forces changing the situation) and the points that are
not Nash equilibria, in which people could do better by buying or selling a
house in a way that changes the composition of the neighborhood. This is

! reminder We discussed
dynamics in Chapter 5 when
exploring how the fishermen
reached the Nash equilibrium
by comparing their marginal
benefits and marginal costs.

called an analysis of market dynamics, that is, how markets change.

M-NOTE 7.12 Finding the preferred proportions

Wewould like to find the proportion of Greens in the neighborhood that would
maximize each group’s willingness to pay. In Figure 7.31 this is 60 percent for
the Greens at gh. To see how we got this number we differentiate Equations
7.54 and 7.55, with respect to g.

Greens: pGg ≡
dpG

dg
= 1

2
− (g−δ) (7.56)

Blues: pBg ≡
dpB

dg
= 1

2
− (g+δ) (7.57)

Now, to find the g that maximizes the house value for the two groups, we set
each of Equations 7.56 and 7.57 equal to zero and isolate g:

Greens: gGmax =
1
2
+δ (7.58)

Blues: gBmax =
1
2
−δ (7.59)

As can be seen, on either side of g = 0.5 lie the two preferred proportions of
Greens for the two groups. They are separated by 2δ, that is, twice the degree
of preferences for segregation.
Note: the specific functions shown in Equations 7.54 and 7.55 were chosen

because they are easy to manipulate, they give an inverted U-shaped curve,
and yield a transparent measure of segregation preferences, namely δ.

CHECKPOINT 7.17 How much difference does neighborhood composi-
tion make in the willingness to pay? In the willingness-to-pay Equations
(7.54 and 7.55) let p = 100 and calculate

a. If the neighborhood is composed of 60 percent Greens (the Greens’ ideal
neighborhood) give the value of a home for a Green and a Blue.

b. The value of a home for a Green and a Blue in a neighborhood composed
of an equal number of the two groups.
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7.16 APPLICATION: MARKET DYNAMICS AND
SEGREGATION
Remember, an equilibrium is defined by the absence of change. So to deter-
mine what level of integration or segregation we would expect to observe
(the equilibrium) we need to better understand the process by which the
neighborhood composition will change as a result of the dynamics of the
market.

Home sales: A pathway to segregation
To do this, we now consider the conditions under which a house inhabited
by a Green might be sold to a “Blue family,” or vice versa. Imagine that
prospective buyers from outside the neighborhood visit the neighborhood
and just knock on the door of a randomly selected house. A sale takes place
if the house is worth more to the visitor than it is to its current owner. If the
current owner values it much more highly, no sale takes place. So houses
never change hands among the same groups (because they value the houses
identically). Therefore:

• A Blue sells to a Green: If a Green visits the house of a Blue, a sale will take
place if pG > pB and not if pG ≤ pB.

• A Green sells to a Blue: If a Blue visits the house of a Green, a sale will take
place if pB > pG and not if pB ≤ pG.

Remember that the homes are identical. While the residents in the neigh-

❯ EXAMPLE This way of
representing how the housing
market works is an example of
a market model in which
people are paired and if there
is a mutually beneficial trade
that can be made, they do it.
An equilibrium is a situation
in which there are no more
mutually beneficial trades to
be done. Another example is
our bargaining model of
general equilibrium in
Chapter 14.

borhood care about the composition of the neighborhood, they are “color-
blind” when it comes to buying or selling houses: they sell if they are offered
a price above what their home is worth to them, irrespective of the color of
the buyer.
Figure 7.32 illustrates this. To check that you understand how it works,

imagine that the fraction of Greens in the neighborhood at the moment
is a bit greater than gh (such as at gc = 0.7). What would you anticipate
happening? Check the values that Greens and Blues would then place on
their homes: Greens would value a home in the neighborhood more than a
Blue would value living in that home.
So a visiting Green would be willing to pay more for a Blue’s home than

the home was worth to the Blue. A transaction would take place—a home
once occupied by a Blue would now be a “Green home.”What would happen
when the next Green showed up? The same thing. When would it stop?
When therewere no “Blue houses” left. The neighborhoodwould be entirely
Green.
Of course had the initial value of g been a bit below gh the process would

have run in reverse, and we would have ended up with an entirely Blue
neighborhood. Complete segregationwould be the result in either case. The
all-Green segregated neighborhood is a Nash equilibrium because there is
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Figure 7.32 Dynamics of residential segregation. At e, the residents are at an
unstable equilibrium. If the history of the neighborhood is such that it starts off
at g = 0.4, corresponding to points a and b on the Green and Blue price curves,
then, as a result of pB > pG , Greens will sell to Blues and the Greens will leave the
neighborhood. This will continue until there are no Greens left. The neighborhood
will then remain at g = 0, that is, no Greens in the neighborhood. With g = 0 a
house is worth more to a Blue than to a Green, but there are no “Green houses”
left for a Blue to buy. A similar process, but in the opposite direction works if in
some period g = 0.7, then, as a result of pG > pB, Blues will sell to Greens and
Blues will leave the neighborhood until g = 1, that is, no Blues in the
neighborhood.
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pB(g = 0)
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because pG > pB
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h
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no incentive for a Blue to buy in the all-Green neighborhood given how
much homes there are valued by the Greens living there and therefore the
minimum price at which they would be willing to sell.
Think about it this way: individual neighborhoods in a city containing

Green and Blue people will have neighborhoods of Greens and neighbor-
hoods of Blues that are totally segregated.We could say that each neighbor-
hood is locally homogeneous, but the city is composed of neighborhoods
of the different groups and is therefore globally heterogeneous.
Which composition any particular neighborhood will exhibit will depend

on history: if, in the recent past, g was less than g = 1

2
, we would expect

to find g = 0. If g had been greater than 1

2
, we would expect to find

g = 1. In other words we would expect to see a completely segregated
neighborhood, one way or the other.

! reminder An unstable
equilibrium at the boundary
between two regions
characterized by distinct
movements in some variable
is called a tipping point.
Recall that there was a tipping
point in the Palanpur game
about about planting crops
early or late (Chapter 2).
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There is one composition of the neighborhood that is both integrated
and a Nash equilibrium, namely g = 1

2
. At that composition the values of

the homes to Greens and Blues do not differ, so no sales would take
place. But we would not expect to see such an outcome. The reason is
that if for any reason the composition moved a bit higher or lower, then
the dynamic of buying and selling that propelled the neighborhood to
complete segregation above would begin, with the same outcome of a
completely segregated neighborhood. The composition g = 1

2
is therefore

a Nash equilibrium but it is not stable: a small movement above or below it
will set in motion further moves away from the equilibrium.

M-CHECK The outcome
g = 1

2
need not even be

possible, as would be the case
if there were an odd number
of homes!

Segregation: A coordination failure
A fully segregated neighborhood (either g = 1 or g = 0) is not the mutually
preferred outcome. You can see from point e in Figure 7.32 that both Greens
and Blues prefer a neighborhood with an equal number of each group to a
neighborhood in which they are the only group living there. Greens and
Blues alike would prefer to live in the other group’s ideal neighborhood than
to live in their own segregated neighborhood. All of the points a through
e in the figure are Pareto superior to either of the complete segregation
outcomes.
To understand why this Pareto-inefficient Nash equilibrium occurs, set

aside the Greens and Blues for a moment and think about what kind
of economic entity a neighborhood is. Take the age composition of a
neighborhood, whether mostly young people live there, or mostly middle-
aged or elderly, or mixed, and so on.
The age composition of the neighborhood has some of the aspects of

a public good. It is non-rival because a person visiting the neighborhood
and experiencing its composition does not subtract the experience of its
composition from anyone else. It is non-excludable because the change
applies to everyone in the neighborhood. The sale of a home—say from a
middle-aged family to a young family—also has external effects on those
not involved in the sale because it changes the age composition of the
neighborhood for everyone.
At the beginning of this sectionwe asked:Why doeswillingness to pay get

you a swimming pool if you want one, but not an integrated neighborhood?
The answer, referring back to the distinctions we made in Chapter 5, is
that:

STABLE EQUILIBRIUM An equilibrium is stable if a sufficiently small
displacement away from the equilibrium is self-correcting (leading to movement
back toward the equilibrium).
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• the pool is a private good, for which your willingness to pay provides
sufficient motivation for some person or business to make the pool
available;

• the composition of the neighborhood is a public good, resulting from
the Nash equilibrium of a large number of people’s actions; without
coordination among the actors no person’s willingness to pay for a more
integrated neighborhood will result in the desired public good being
realized.

The coordination failure represented by the completely segregated Nash
equilibria does not occur because people do not want to live in integrated
neighborhoods. To see this, imagine that the δ that we used in making the
above figures had been 0.01 rather than 0.10. This means that the ideal
composition of the neighborhood would have been virtually identical for
the Blues and the Greens. But the result of themarket dynamics would have
been the same: total segregation.
This occurs because buying or selling a home has an external effect

that buyers and sellers do not take into account. To see why, consider
the neighborhood with composition gc in Figure 7.32. With 70 percent
Greens, both Greens and Blues in the neighborhood would prefer a “Bluer”
composition. But, as you can see by comparing points c and d, homes in that
neighborhood are worthmore to Greens than to Blues. So Blues will sell to
Greens, and the neighborhood will not become more Blue (as both Green
and Blue residents prefer). It will move in the other direction, becoming
Greener. As a consequence of exchanges, all of which are voluntarily
entered into, the value of the housing in the entire neighborhood falls:
everyone is worse off except for the two who make the sale and purchase.
Like the coordination problem of overfishing, or planting late in Palanpur

this undesired outcome occurs because the residents are engaged in a non-
cooperative game. They have no way of jointly agreeing on a neighborhood
composition that they would all prefer to the segregated outcome.
Achieving a desirable and enduring neighborhood composition is a chal-

lenge that is not readily addressed by the measures we considered, for
example, in the case of fishing.

CHECKPOINT 7.18 Self-correcting segregation?

a. Be sure you can explain why complete segregation is stable, that is, self-
correcting.

b. Imagine all of the houses in the neighborhood were owned by a single
person who could rent the houses for a monthly fee equal to some fixed
fraction of the value of the house. What value of g would the owner
implement, assuming that it was legal and otherwise acceptable for the
owner to consider the group of the renter (Blue or Green) in offering a
rental.
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7.17 CONCLUSION
The ideas you have learned—especially the price elasticity of demand and
the distinction between regressive and progressive taxation—are essential
tools for understanding the effects of taxing sugary drinks, carbon emis-
sion, and other policies.We have learned, for example, that raising the price
of a goodwith a large price elasticity of demand—such as sugary drinks—can
have a substantial effect on howmuch people buy. Correspondingly raising
the price of a good with a small price elasticity of demand—rice, medical
care—will have more modest effects on how much people buy.
But if we are interested in public policy—such as sin taxes—then we need

to know how the tax will affect the price. And this depends on the costs
of producing the good, and how these vary with the amount of the good
produced. In Chapter 6 we explained how the owners of a firm will select
a mix of inputs of labor and capital goods or other inputs to minimize the
cost of producing any given amount of their product. In the next chapter
we turn to how costs of producing a good depend on howmuch of the good
is produced, as described by cost curves.

MAKING CONNECTIONS
Feasible sets and indifference curves: These are the basis of our using
constrained optimization to analyze the consumer’s willingness to pay and
resulting demand curves.

Social preferences: Our analysis of consumption as a social activity and
Veblen effects takes account of the fact that people care about their own con-
sumption and about the consumption of others to whom they are compared
in assessing their social status.

Economics as an empirical social science: Models provide a lens for refining
how we look at some aspect of a complex empirical reality whether it be the
differing patterns of work hours over the twentieth century or the effect of a
price change on the demand for fish.

Models: The map is not the territory: Our data on fish markets and
declining work hours reveal a much more complex empirical reality than
our models capture, which necessarily leave out aspects of the problem
that might explain, for example, why Asian buyers paid less for their fish
purchases, or why work hours fell so much more in Sweden than in the US.

Rents: As with other voluntary exchanges, people purchase goods because
they expect to be better off by making the purchase compared to their fallback
position (not making the purchase). Consumer surplus is a form of rent.
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Ordinal and cardinal preferences: Our analysis of individual demand did
not require utility to be measured cardinally; an ordinal ranking was sufficient.
But when we aggregate the consumer surplus of the people making up a
market, we are assuming that the marginal utility of money left over for other
purchases is (a) the same for everyone involved and (b) is measured in the
same units as money itself, a cardinal measure in which we can say, for
example, that Harriet has twice as much utility as her brother.

Economics and public policy: The analytical tools for the analysis of
demand—willingness to pay, the mrs =mrt rule, demand curve, income,
and substitution effects—provide the basis for better understanding public
policies, for example sugar and fat taxes to address the rise in obesity and
carbon taxes to mitigate global climate change.

Fairness: These policies may place greater burdens on the less well-off and
thus raise questions of distributive justice. The dubious assumption on which
consumer surplus is based—that an additional dollar is of the same value to
a poor person as to a rich person—makes it difficult to apply this concept to
cases in which people of differing wealth levels are involved.

IMPORTANT IDEAS
marginal rate of substitution quadratic, quasi-linear utility linear demand curve

quasi-linear utility substitution effect income effect

demand curve compensated budget constraint interpersonally comparable utility

market demand price elasticity of demand Cobb–Douglas utility function

slope of demand curve work hours regressive tax/progressive tax

Veblen effect conspicuous consumption complements/substitutes in consumption

sin tax segregation (un)stable equilibrium

dynamics consumer surplus consumer expenditure

mrs =mrt rule marginal rate of transformation
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MATHEMATICAL NOTATION
Notation Interpretation

x,y individual quantities of a good

px,py market prices of two goods x and y

m budget available for buying goods

u( ) utility function

α Cobb–Douglas exponent for good x

g( ) the nonlinear part of a quasi-linear utility function

h fraction of the day spent working for wages

f fraction of the day that is free time

w wage

x consumption of the very rich

v Veblen effect parameter

β negative of the slope of the demand curve

ε a measure of the preference for good y in utility function of
substitutes

n number of individuals in a market

X market demand

η elasticity of market demand with respect to price

g fraction of Greens in a neighborhood

δ degree of preferences for segregation

Note on superscripts: v: outcome with Veblen effect;QL: quasi-linear utility
function; QQL: quadratic quasi-linear utility function.



CHAPTER

8 SUPPLY
FIRMS’ COSTS, OUTPUT, AND PROFIT

We might as reasonably dispute whether it is the upper or the under blade of a pair of
scissors that cuts a piece of paper, as whether [prices are] governed by utility or cost of
production . . .We have next to inquire what causes govern supply prices, that is prices
which dealers are willing to accept for different amounts.

Alfred Marshall,
Principles of Economics (1890)1

DOING ECONOMICS

This chapter will enable you to:

• Understand the difference between accounting profits and costs and economic profits and
costs.

• Summarize the facts about how the cost per unit produced varies with the level of output
as a result of economies of scale and other influences.

• Explain why, if competition is limited, a firm’s owners profit by restricting the firm’s hiring
and sales.

• Show why the price markup over costs is greater if there is less competition among firms.

• Explain how in some cases we can derive a firm-level and market supply curve based on
firms’ willingness to sell.

• See how production and sales of a good typically allow rents for both consumers and
owners in the form of consumer surplus and economic profits.

• Understand why the Nash equilibrium price and quantity transacted in the model of
perfect competition among price-taking buyers and sellers is Pareto efficient.

• Use the model of competitive supply and demand to show the effect of a tax on consumer
surplus, economic profits, tax revenues, and deadweight loss.

• Contrast two benchmark models: a price-taking firm constrained by rising costs and a
price-making firm constrained by demand.
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8.1 INTRODUCTION: SOLAR PANELS AND
ARMORED TRUCKS
In the summer of 1943 during World War II, Allied troops under General
George Patton landed on the island of Sicily and began the battle to retake
Italy from Italian fascist forces. Hitler soon ordered German units to the
south of the peninsula to reinforce the retreating Italians. Palermo, the
capital of Sicily, fell to American units on July 23.

Figure 8.1 The M20GBK
armored truck built by Ford
Motor Company 1943–1945.
Used by permission, Minnesota
Historical Society.

At the same time, in support of the war effort, the Ford Motor Company
had just launched the production of a new armored truck, the M20-GBK, in
Chicago. A total of 3,791 M20-GBK armored trucks would be built over the
next two years. General Patton (accompanied by his pet bull terrier Willie)
would inspect one of the first to arrive on the European front of the war.
Because quickly getting the armored trucks built and transported to the

war fronts was a top priority, Ford kept careful account of the labor time
that was devoted to the production of the trucks, tabulating “man days of
labor” (a great many of Ford’s workers were women during the war) and
total units produced each month. Although costs other than labor were of
course involved—machinery and materials important among them—we lack
data on these inputs. Ford’s records nonetheless provide a glimpse into how
the costs of producing goods vary with the amounts produced.
Figure 8.2 shows the evidence (photographed from records in Ford’s

historical archives). In panel (a), there is surprisingly little evidence that

Figure 8.2 Labor time to produce one M20-GBK armored truck. The horizontal
axis in panel (a) is the usual dimension used for a cost curve: number of units
produced in a given time period (in this case a month). The vertical axis is average
labor hours devoted to the production of a unit in the given month. The
horizontal axis in panel (b) is the cumulative total number of M20-GBKs produced
since June 1943, when production began.
Source: Lafond et al. (2020).
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costs were lower for larger production runs. There is no relationship at
all between the amount produced and the cost per unit. For example, we
see that while the most costly month was June 1943, the beginning of the
production run, when only 26 units were produced, the fourth most costly
period was just four months later when the greatest number of units were
produced.
But panel (b) tells an entirely different story. Here we show the cost

per unit in each month plotted not against how many were produced that
month but instead, against how many units had been produced in all of
the previous months. The downward-sloping line is evidence of what is
called “learning-by-doing”: costs were cut in half as the entire Ford team—
engineers, managers, and workers alike—learned from their accumulating
experiences. Remember from Chapter 6 that learning-by-doing is one of
the sources of decreasing costs as output increases.
In panel (b), points farther to the right must be for later months (because

they represent larger amounts of previous production) so it is possible that
new technologies became available for the production process, accounting
for the decline in costs. But this seems unlikely in light of the two-year
time period and how long it takes to conceive, develop, and install new
technologies.2

An even more remarkable fall in the costs can be seen in solar panel
technology. Photovoltaic modules are the underlying components of solar
panels. Figure 8.3 records both the cost and the price of photovoltaic

Figure 8.3 The declining cost of photovoltaic modules used to generate solar
power. We show the results of the available studies of either prices or costs of the
modules.
Source: Kavlak et al. (2018).
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modules (in 2015 dollars to take account of inflation) using data from the
US, China, and other countries over the period 1975-2015. The costs in 2015
were an astounding 1 percent of what they had been just 40 years earlier.
In contrast to Ford’s armored truck, the major contributor to the decline

in the costs of photovoltaic modules was research and development (both
private and government funded in about equal measure). Learning-by-
doing accounts for about 10 percent of the cost reduction. Despite a
substantial increase in the scale of production of the PVs, economies of
scale account for only about a quarter of the cost reduction, though this
contribution has recently increased.

8.2 COSTS OF PRODUCTION: AN OWNER’S
EYE VIEW
Reducing cost is an essential objective of owners of firms. They seek to
expand the value of their ownership of the firm, which they do by making
the firm be as profitable as possible. The means by which they obtain profit
is by employing people and using machines to produce goods to sell to
customers.

Figure 8.4 Solar photovoltaic
modules at work.
Photo © Bildagentur Zoonar
GmbH/Shutterstock.

In this they face the same kind of “doing the best you can” problem
that you studied earlier as the individual’s problem of constrained utility
maximization. To solve the problem, the owners (or themanagers they have
hired) decide such things as how to produce—at the least possible cost—the
good they wish to sell and how much to pay the employees they hire.
If we want to understand why a particular amount of some good is

produced and put on the market, a critical piece of information is the cost
of producing the good. To understand costs we take the “owner’s eye view,”
a perspective that will always ask “If I did not invest my money producing
this particular product, what else could I dowithmy funds, andwhat profits
would I make in this alternative use?” The owner’s eye view, in other words,
takes account of the opportunity costs of how the owner’s funds are used.
Keep in mind that economists sometimes say things like “firms decide

how much to produce.” Or the “firm” does this or that. But a firm is not a
single person, it is a conglomeration of people. Most of the people do not
have the authority to make decisions about such things. Among the people
making up the firm, there may be conflicts of interest about the decisions
being made. What we mean when we say “the firm does” something is that
the owners of the firm or their managers decide on what is to be done
and then exercise their authority over others in the firm to carry out their
decisions.
For simplicity, we consider a firm that does not purchase any inputs other

than labor and the capital goods (say, machines) owned by a single owner.
We call such a firm “vertically integrated.” And to simplify the analysis even
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further we assume that at the beginning of each period he purchases the
machines and they run for a single period and then have to be replaced.

M-CHECK The
characterization of costs here
is different to the one we used
in Chapter 6. Here, we
explicitly recognize the role of
the opportunity cost of
capital. In Chapter 6 we
avoided considering
opportunity costs by
assuming that capital goods
are rented, not owned. The
insights of Chapter 6 remain
true as the same tools can be
applied once the opportunity
costs of capital are included.

A firm’s costs for a unit of output are then determined by the following:

• wages (w) paid at the end of the period for the amount of labor required
to produce one unit (aL);

• the price of capital goods (pk) times the amount of capital goods required
to produce one unit (ak) called the accounting cost; and

• the opportunity cost (ρ) of the funds used to acquire the capital goods,
termed the opportunity cost of capital.

Putting these ideas together, we obtain the cost to produce one unit of a
good equals the labor cost plus the accounting cost of the capital goods
plus the opportunity cost of devoting the value of the capital goods to the
particular production process, or:

cost of 1 unit = labor cost+ accounting cost of capital

+opportunity cost of capital

c =wal +pkak +ρpkak (8.1)

=wal +pkak(1+ρ) (8.2)

The third term of Equation 8.1 is the opportunity cost of the firm’s capital
stock. The owner cares about their opportunity costs because had he
not bought the machines, he could have made some other investment
that would have yielded him some profits, perhaps purchasing a very safe
financial instrument like a government bond.
Let the total cost of a single unit of the capital good be cK.

ck = pk +ρpk = (1+ρ)pk (8.3)

ck is therefore the sum of the price of one unit of the capital good (pk) and
the opportunity cost of devoting the owner’s financial resources to this
particular use (ρpK). Now, including the cost of capital goods ck into the
cost function, we have:

c =wal + ckak (8.4)

Equation 8.4 tells us that the cost (c) to produce a single unit of output
depends on the factors of production (labor and capital goods) required,
the price of those factors, and the opportunity cost of capital goods.

OPPORTUNITY COST OF CAPITAL The opportunity cost of capital is the
accounting rate of profit that a wealth holder would make on his next best
alternative use of the funds used to acquire the capital goods used in production.
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The difference between the owner’s eye view of costs and the viewpoint
of an accountant or an engineer is this: the engineer or the accountant
would ignore the opportunity cost of the use of the owners funds and simply
count the actual outlays—the payments to workers, and the cost of the
machinery “used up” in producing the good. They would think about what
is called the “accounting cost” or:

cA =wal +pkak (8.5)

Because the owner and the accountant look at costs from a different
perspective, they also have a different idea of how to count profits.

CHECKPOINT 8.1 Accounting and economic cost The “owner’s-eye view”
is called economic cost, to distinguish it from accounting cost. What is the
difference between the two?

8.3 ACCOUNTING PROFITS AND ECONOMIC
PROFITS
A firm’s economic profits are given by its total revenues r(x) which is just
total output times the price at which it is sold, p(x), minus total costs c(x),
which we can divide by the total output (x) to find the economic profit per
unit:

π(x) = r(x) − c(x)
= px− cx

∴Profit per unit π
x
= px− cx

x
= p− c (8.6)

We can substitute c from Equation 8.2 into Equation 8.6 for the per-unit
profit as follows:

π
x
= p−wal −pkak(1+ρ) (8.7)

Equation 8.7 tells us that the per-unit profit is determined by the price
at which goods are sold (itself determined by the demand curve and how
many goods are on the market), the costs of the factors of production per
unit of output, and the opportunity cost of capital.
But from the owner’s perspective it is not the profits per unit, or even the

total profits that matter: what he cares about is the total profits relative
to how much money he invested in this firm that he could have invested
elsewhere, making some profits in this alternative use of his funds.

ECONOMIC PROFIT Economic profit is accounting profit minus the opportunity
cost of funds tied up in long-lived plant and equipment evaluated at the
opportunity cost of capital, ρ. See also accounting profit. When we use the term
“profit” without an adjective (“economic” or “accounting”) wemean economic profit.
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What he cares about is the rate of economic profit, which is the ratio of
the firm’s economic profit per unit to the value of its capital stock. The value
of the capital stock is the price of capital goods times the total capital goods
used by the firm.
We can express the rate of economic profit (rE) either as total profits

divided by total value of the capital stock or as the profit per unit of output
( π
x
) divided by the value of capital per unit of output (pKaK), as shown in

Equation 8.8:

rE = π
xpkak

=
π
x

pkak
(8.8)

Accounting profits are given by total revenues minus the direct cost of
production without taking account of the opportunity cost of capital. Or,
what is the same thing (we show this in M-Note 8.1), the rate of accounting

! reminder In Chapter 6 we
explained that the owners of
a firm seek to maximize their
profits in choosing how much
to produce by:

• first determining the
least-cost way to produce
any level of output they
might consider producing,
and then

• using that information,
along with information on
the demand for their
product and the degree of
competition among firms
selling similar products,
determine the level of
output that would yield the
greatest profits.

We explained the first step in
Chapter 6. Here we summarize
the information from the first
step in a cost function, and
using this we explain the
second.

profits (rA) equals the rate of economic profit (rE) plus the opportunity cost
of capital:

rA = rE +ρ (8.9)

So, the rate of economic profit is zero when the rate of accounting profit
equals the opportunity cost of capital:

Zero (economic) profit condition rE = rA −ρ = 0 (8.10)

Equation 8.10 is called the zero-profit condition. (It could bemore accurately
named: the zero-economic-profit condition.) In the owner’s eye view the
condition is important. When the zero-profit condition is satisfied, the
owner makes the same profits on his investment in the firm that he would
make by investing in his next best alternative. If economic profits are
positive, he is happy with his investment and will perhaps increase it. But if
the opportunity cost of capital exceeds the accounting profits he is making,
then economic profits are negative and he will be better off investing
elsewhere.

CHECKPOINT 8.2 Accounting and economic profits Why would the
owner of a firm consider economic profits (not accounting profits) as a
measure of the success of his investment in the firm?

RATE OF ECONOMIC PROFIT Economic profits divided by the value of the
capital stock.

ACCOUNTING PROFIT Accounting profit is the difference between sales revenue
and the direct cost of the inputs used to produce output, excluding the
opportunity cost of the funds tied up in financing long-lived assets such as
buildings, intellectual property, and equipment. See also economic profit.
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M-NOTE 8.1 Economic profits and accounting profits

To see the relationship between economic profits and accounting profits, we
can substitute the value of π

x
given by Equation 8.7 into Equation 8.8 to have

the following expression for the economic rate of profit:

rE = p− (wal +pkak(1+ρ))
pkak

(8.11)

We can rearrange Equation 8.11 to separate out the opportunity cost of the
capital goods used:

rE = p−wal −pkak −ρpkak
pkak

= p−wal −pkak
pkak

− ρpkak
pkak

= p−wal −pkak
pkak

−ρ (8.12)

We know that the rate of accounting profit is:

rA = p−wal −pkak
pkak

Therefore:

rE = rA −ρ (8.13)

So the rate of economic profit is equal to the rate of accounting profit minus
the opportunity cost of capital.

8.4 COST FUNCTIONS: DECREASING AND
INCREASING AVERAGE COSTS
In Chapter 6 we explained how the owners or managers of a firm will select
a technology and a combination of inputs of labor (l) and capital goods
(k) to minimize the cost of producing a particular level of output x given
the wage rate w and the price to hire (or rent) capital pk. The solutions
of this constrained optimization problem, applied to every level of output
the firm might produce, then constitute the firm’s total cost function c(x),
which represents theminimum total cost of producing the quantity x at the
given costs of inputs. Figure 8.5 shows two different total cost functions.
In both panels there is a fixed cost, c0, the firm must pay even at a zero

level of output. A cost is said to be fixed if the firm cannot avoid it even if it
produces nothing. Examples are the cost of the firm’s capital goods which
would be very costly to deinstall and sell if the firm chooses to produce less.

TOTAL COST Total cost is the minimum cost of producing an output level at
given prices of inputs and the opportunity cost of capital. When we use the term
cost without an adjective (“economic” or “accounting”) we mean economic cost.
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Also included are any patents or other intellectual property required in the
production process.
Intellectual property such as patents, trademarks, and copyrights, even

if owned by the firm, represent a fixed cost because the opportunity cost
of the firm using them exclusively is the sum they could collect in fees by
selling or leasing them. Other fixed costs are thewages and salaries of high-
level managers who will be employed even if the firm is producing nothing,
and the costs of any licenses, lobbying, or advertising in which the firm
invests independently of its output.
Some costs are fixed in the short run but not in the longer run. The term

short run does not refer to a period of time, but instead to what is exoge-
nous, meaning fixed, that may become endogenous, meaning changeable,
in the long run. About a firm’s costs, for example, we assume that its stock
of capital goods and technology is exogenous (constant) in the short run,
but may be varied in the long run.
The total cost curves in the two top panels of Figure 8.5 therefore

show the minimum cost required to produce each level of output x, for
a given wage w and cost of capital goods ck. Buildings or equipment not
being used because a firm has downsized can eventually be sold or rented
to others.
Marginal cost is the change in total costs associated with a small change

in output or Δc(x)
Δx

, which is the slope of the total cost curve at any given
point such as x1.
Average cost is the ratio of total cost to output, which is the slope of a

line from the origin to the point on the total cost curve corresponding to a
given output, x1.

M-CHECK Marginal cost is
the change in total cost, Δc,
associated with a small
change in total output, Δx,
expressed as the ratio of the
former to the latter, or
mc = Δc

Δx
, where Δx is small.

Marginal cost is not the cost
of producing the last unit (the
units produced are identical,
and the cost of each unit is
the average cost, or c(x)

x
).

Average variable cost is the slope of a line from the y-intercept of the total
cost curve to the point on the total cost curve. Examples of variable costs
are the wages and salaries paid to employees engaged in production, the
costs of inputs and energy used in the production process, and the wear
and tear on the equipment used in production corresponding to the given
output (not shown in the figure).

SHORT RUN The term does not refer to a period of time, but instead to what is
exogenous, meaning fixed, that may become endogenous in the long run. About a
firm’s costs, for example, we assume that its stock of capital goods and technology
is exogenous (constant) in the short run, but may be varied in the long run.

MARGINAL COST Marginal cost is the effect on total cost of producing a small
amount more of output. It is the slope of the total cost function at each point.

AVERAGE COST Average cost is the cost per unit of output produced.
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Figure 8.5 Total, average, marginal, and variable costs: increasing and constant
marginal costs. Panel (a) and panel (b) represent different cases: rising marginal
costs in panel (b) and constant marginal costs in panel (a). The upper and lower
graphs show two ways of looking at costs for these two cases. In the figure we
used the following cost function: Total Cost: c(x) = c0 + c1x+

c2
2
x2 with c0 > 0 in

both panels, c1 > 0 and c2 = 0 in panel (b) and c2 > 0 in panel (a). Based on that
total cost function we have: marginal cost: mc(x) = c1 + c2x, average cost:
ac(x) = c0

x
+ c1 +

c2
2
x, and average variable cost: avc(x) = c1 +

c2
2
x. All of the

information used to produce the lower graphs is contained in the upper graphs
(but in different visual form).
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In Figure 8.5 (b) we show these average, marginal, and average variable
costs. For a firm producing an amount x1 units of its output:

• Point f shows the average cost, that is, the slope of the ray from the origin
to point i on the total cost function in the top panel.

• Point g is the marginal cost of production, namely the slope of the total
cost function at point i in the top panel.

• Point h is the average variable cost if the firm is producing x1.
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Table 8.1 Cost functions, average cost (ac), marginal cost (mc), and average variable cost (avc). The cost
function is c(x) = c0 + c1x+

c2
2
x2. Evidence on cost functions is presented below. See Table 8.2.

Fixed cost (c0) Linear cost (c1) Quadratic
cost (c2)

Description Example

0 > 0 0 Constant ac = mc Many firms in the long
run (no fixed costs)

> 0 > 0 > 0 U-shaped ac curve;
rising mc

Many firms in the short
run, (Figure 8.5 (b))

> 0 0 0 Declining ac; mc=0 Digital production with
“first copy costs”

> 0 > 0 0 Declining ac, constant
mc

Many firms (Figure 8.5
(a))

0 > 0 < 0 Declining avc Many firms

❯ EXAMPLE Think about
producing this book. Writing it
has incurred large fixed costs
(the research and writing,
decades of experience in the
classroom, the publisher’s
advertising and editorial
advice) called first copy costs,
namely the cost of producing
just one copy of the book. But
the marginal costs which are
approximately equal to the
average variable costs, that is
the further costs of producing
additional copies of the
physical book or e-book, are
very limited. For some texts,
like The Economy by The CORE
Team, an open-access
introduction to the field, the
fixed costs of producing the
content was in excess of
2 million US dollars, but the
marginal cost is literally zero
and it is available at price =
marginal cost, namely free
(www.core-econ.org.).

Notice in the top-right graph that for a point like a where the ray from
the origin has the same slope as a tangent to the curve, it will be the case
thatmc = ac, which, as you can see in the lower-left graph (also point a), the
average cost is at a minimum.

CHECKPOINT 8.3 Draw cost curves For each of the cases (the rows) in
Table 8.1 draw the average, average variable, and marginal costs curves.
Hint: Whenever you draw average and marginal cost curves, if the marginal
cost curve intersects the average cost curve, make sure this happens at the
point where average cost is lowest! At zero output, the average variable
cost is equal to the marginal cost, and is increasing when it lies below
marginal cost.

8.5 APPLICATION: EVIDENCE ABOUT COST
FUNCTIONS
As you will see later in this chapter and in Chapter 9, how the process of
competition works and how we should model firms’ owners’ profitmaking
strategies hinge on facts about cost curves, and on the following question
in particular: Does the average cost curve of a firm slope upward, so that
costs per unit rise with increased total output?
There are two sets of influences on the shape of the cost curve:

• scale economies: whether the production function used by the firm is
characterized by economies of scale, diseconomies of scale, or constant
returns to scale; and

• input costs:whether the cost of acquiring inputs—ck andw in our example
above, but including other inputs—is greater, less, or the same for differ-
ing levels of output.

https://www.core-econ.org
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Here are two examples of how input priceswill depend on the amount the
firm is producing. Hiring a large amount of labor in a small labormarketmay
require higher wages than would be necessary if the firm were hiring fewer
(we will model such a case in Chapter 11 (section 11.12)). Another example:
a large buyer—like Walmart—may be able to bargain for lower wholesale
prices of the merchandise it sells than a smaller firm.

! reminder If doubling all
inputs more than doubles
output then the production
process exhibits economies of
scale; if the increase in output
is less than double, we have
diseconomies of scale. And if
output exactly doubles we
have constant returns to
scale.

We want to find out, then, what empirical research has been able to
determine about the shape of the average cost curve in different industries.
There are many ways to investigate this including:

• Engineering data: Engineering evidence about the relationship between
physical inputs and output, to determine if larger outputs can be pro-
duced with less than proportional increases in inputs.

• Statistics on costs: Statistical studies of how costs vary with the amount
produced.

✓ FACT CHECK Here is an
example of how an engineer
might use knowledge of the
technology to estimate costs.
The cost of piping for
conveying liquids in a plant is
proportional to the
circumference of the pipe, but
its capacity (in gallons or
liters) is proportional to the
area of a cross-section of the
pipe. Because doubling the
circumference of a circle (the
cost of the pipe) more than
doubles the area of the circle
(the capacity of the pipe) the
cost per gallon or liter
conveyed by the pipe is lower
the larger is the pipe’s
capacity.

• Estimates of production functions allowing inferences about economies,
diseconomies of scale, or constant returns to scale: Statistical estimates
of production functions, for example to determine if the sum of the
exponents for the firms’ inputs in a Cobb–Douglas production function
are greater than one, less than one, or about one.

• Surveys of managers and owners: Direct evidence from firm managers on
their understanding of the extent of economies of scale and the shape of
their cost curves.

Engineering evidence: Physical inputs and outputs
Engineers design production processes and entire production systems to
find the least-cost ways of producing given units of output. They also seek
to determine the least-cost size of a production unit such as a plant, asking,
for example: Would the costs of producing some amount be less using one
large plant or two small plants? And, unlike economists, they start from
input–output relationships measured in physical units.
When translated into costs using the prices of the physical inputs

required the advantages of large firms can be substantial. A handbook
for chemical engineers tells us that, to store dry chemicals in a fiber drum,
the cost per square foot of storage would be 28 percent lower for a plant
needing a 61-gallon drum than for a small plant needing only a 15-gallon
drum.

Figure 8.6 Cost of equipment
involved in chemical
production processes. The
cost per gallon per minute of
capacity decreases as the
capacity of the pump
increases.
Source: Peters et al. (1991), with
2020 prices.
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In Figure 8.6 we plot similar costs per unit of capacity from the same
engineering handbook. The cost counted here is the price of the equipment
in question, that is the capital good involved in the production process. The
capacity is in physical units—gallons per minute for the pump. Economies
of scale are quite common in this kind of manufacturing process.
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Econometric evidence on economies of scale and average
costs
Table 8.2 summarizes some econometric studies, showing that economies
of scale or constant returns to scale and declining or flat average cost
curves are common. There is little evidence that average costs rise with
higher levels of output.

Table 8.2 Evidence on economies of scale and decreasing average costs.

Source Industry Estimated slope of average
cost (AC) curve and/or
economies of scale

Nerlove (1963) Electricity supply “Marked” economies of scale
especially for smaller firms

Griliches and Ringstad (1971) Norwegian manufacturing Economies of scale

Christensen and Greene (1976) Electric power generation Declining AC for 1955; flat for
1970

Bittlingmayer (1982) Iron pipe Declining AC (including
declining mc)

Friedlaender et al. (1983) Top three US auto firms Declining AC for GM and
Chrysler, rising for Ford

Caves et al. (1984) Airline industry Declining AC for a given market,
constant AC for expanding
market

Dawson and Hubbard (1987) Dairy Substantial declines in AC at
modest size, slight increases at
larger sizes

Hall (1988) US manufacturing Flat (17 of 21 industries);
economies of scale (2) and
diseconomies of scale (2)

Klette (1999) Norwegian manufacturing Flat AC in “most industries.”
“Moderate diseconomies” of
scale in a few industries

Koshal and Koshal (1999); de Groot
et al. (1991); Laband and Lentz (2003)

Higher education Economies of scale

Cockburn and Henderson (2001);
Henderson (2000)

Pharmaceutical research Economies of scale for firms
smaller than the largest, flat for
the largest three firms

Ashton (2003) Privately owned water services
(UK)

“Slight” diseconomies of scale,
rising average variable costs

Martín and Voltes-Dorta (2011) Airports Economies of scale

Ertan et al. (2018) US firms Flat AC curves

De Loecker et al. (2020) Publicly traded US firms
1955–2016

Economies of scale (increased
between 1980 and 2016)
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Managers’ assessments of their firm’s cost curves
Alan Blinder and his collaborators adopted a research strategy rarely used
by economists: they simply asked managers and CEOs what they thought
their cost curves looked like. Specifically, they were asked if “their variable
costs per unit are roughly constant when production rises” or if instead
variable costs were rising or falling with increased production. Of the
190 firms that responded only 11 percent reported that average variable
costs increased with additional output. The rest reported having either
downward-sloping or flat average variable cost curves, meaning, even in
the absence of fixed costs, declining or constant average costs.3

✓ FACT CHECK In the
Blinder study, managers at
ten of the firms were unable
to answer the question even
after the idea of average
variable costs was explained
in a number of different ways,
suggesting that our models
above about how firms choose
output levels and prices may
not apply to all firms.

The conclusion most consistent with the engineering, statistical, and
survey evidence is that average costs do not rise with increased output. This
means that marginal cost is either equal to or less than average cost, which
is what we will assume in the models to be developed.
For reasons of simplicity we frequently assume thatmarginal and average

costs are equal. But this ignores the important role of fixed costs which, if
they are substantial, will lead to declining average costs.

CHECKPOINT 8.4 Rising or falling costs of inputs Give examples (addi-
tional to those above) illustrating that the cost of a firm’s input may either
rise or fall the more of the input is purchased.

! reminder The
price-setting power that you
studied in Chapter 4 describes
the situation faced by the
monopolistically competitive
firm. They do not have
“take-it-or-leave-it” (TIOLI)
power.

8.6 A MONOPOLISTIC COMPETITOR SELECTS AN
OUTPUT LEVEL
The firm’s cost function is part of the information needed to answer the
question: How do the firm’s owners determine the level of output that the
firm will produce and the price at which the output will be sold?

HISTORY The seemingly
contradictory term
“monopolistic competition” is
due to Edward Hastings
Chamberlin whose book of
that title along with Joan
Robinson’s Imperfect
Competition (both published
in 1933) provided an
alternative to the model
called “perfect competition.”
We use Chamberlin’s term
rather than Robinson’s
because we see competition
among large firms with
substantial market power as
an alternative benchmark
model, not as an
“imperfection” of the “perfect
competition” approach.

We model the firm’s owners seeking an output level and a price of their
product that will maximize profits:

• using a given technology;

• facing a given set of input prices; and

• subject to the demand curve for their product (the constraint).

We provide an answer based on a simple cost function in which average
cost is a constant, so average cost = ac = c =mc =marginal cost.
We model a single firm selling a unique product—for example, Honda

selling the Accord model of the many cars they produce. As the only
producer of this particular product—other businesses can sell other cars,
but no other firm can sell a Honda Accord—the firm is a monopolist, that is
the single seller of what is called a differentiated product.



OUP CORRECTED PROOF – FINAL, 11/9/2021, SPi

424 Supply: Firms’ Costs, Output, and Profit

Monopolistic competition and product differentiation
But potential buyers have alternatives: for example, a Subaru Forester is
a substitute for a Honda Accord. Even if there is no substitute product,
being a monopolist does not mean that the firm can sell any amount that it
produces at any price it chooses. It is constrained by a downward-sloping
demand curve that effectively tells the firm: “if you produce more cars or
you will have to lower your price to sell them all.” Or: “if you charge a higher
price you will not be able to sell as many goods.”
These firms engage in what is calledmonopolistic competition: they are

the single seller of their own product—Subaru cannot produce and sell an
Accord—but they compete with other firms selling products that are close
substitutes for their own product. A monopolistically competitive firm will
face less competition andmake higher profits themore different its product
is from what other firms are selling.
Economists say that these firms produce a differentiated product, mean-

ing that a firm’s product does not just “happen to be” different from

! reminder In Chapter 7 you
learned that the demand
curve for a product will be
steeper if there are fewer
close substitutes for the
product, so that the reduction
in sales associated with
higher prices is modest. As a
result, firms seek to design
and advertise products so
that they will have or appear
to have few close substitutes.
Later, you will see that the
maximum profit per unit of
output sold is greater the
steeper is the demand curve
for the product.

its competitors’ products but that firms actively try to make its product
be or seem to be as different as possible from the products of other
firms. Product differentiation strategies include distinctive design and
advertising to promote brand loyalty. Another is the use of trademarks,

M-CHECK Here we use
linear demand functions, such
as those we derived in
Chapter 7 from quadratic,
quasi-linear utility functions.

which are privately owned (they are intellectual property) and cannot
be used by firms other than by their owner. These prevent other firms
from competing directly (only Nike can sell Nike shoes). Active product
differentiation is just one of a great many strategies that owners of firms
deploy to maximize their profits. Others include innovation to reduce costs
(that you studied in Chapter 6), preventing other firms from producing
identical or similar products, and lobbying government bodies for favorable
tax or regulatory treatment. But here we will study just one dimension of
this profit-maximizing process: deciding on a quantity of goods to produce
and the price at which to sell them.

! reminder A firm’s
economic profit is the
difference between sales
revenue and the total cost of
producing the output, π(x) =
r(x) − c(x) = p(x)x− c(x).
Remember that the firm’s
costs include the opportunity
cost of the capital goods it
uses. When we use the term
“profit” without an adjective
(“economic” or “accounting”)
we mean economic profit.

Monopolistically competitive firms set prices and levels of output to
maximize profit. To understand a firm’s choice of a particular combination
of a price and a quantity, we will use the same architecture for constrained

MONOPOLISTIC COMPETITION Monopolistically competitive firms are the only
sellers of the particular good they produce, but they compete with other firms
that sell similar products.

PRODUCT DIFFERENTIATION Product differentiation is a business practice
aimed at making the firm’s product appear more distinct from or less similar to
substitute products.
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Figure 8.7 A firm’s isoprofit curves. The labels to the right of the isoprofit curves
indicate the level of profits associated with every point on the curve, and
π3 > π2 > π1 > π0 = 0. Selling xa units of output at price pa (point a) yields the
same profits as selling xb units at price pb (point b). If the price is equal to the
average cost, no profits are made no matter how many units are sold (for
example, points d and e).
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maximization that we have used throughout the book with its two basic
elements:

• The objectives of the decision maker represented as a new type of indif-
ference curves called isoprofit (“equal-profit”) curves, giving the price–
quantity combinations that, if implemented, would yield a given level of
profit.

! reminder As we showed
in Chapter 7, for any bundle of
goods that she is currently
consuming (x,y), a consumer
has a marginal rate of
substitution of money, y, for
the good, x, which is her
willingness to pay for the
good. A buyer’s willingness to
pay for all possible levels of
purchase is their individual
inverse demand function. The
market demand function for x
is the horizontal sum of all
buyers’ demand functions for
the good.

• The feasible set of choices that the decision maker can implement, that
is, all of the price–quantity combinations that the firm could actually
implement given the demand curve for its product.

HISTORY In his 1948
introductory economics
textbook, Nobel Laureate Paul
Samuelson, called the
“founder of modern
economics,” wrote that
monopolistic competition
“includes most firms and
industries” while the perfectly
competitive firm “includes a
few agricultural industries.”4

Isoprofit curves: The owner’s objectives
The isoprofit curves, along which profit is equal to some constant, are
just another kind of indifference curve because the owners of the firm are
indifferent betweenmaking a particular level of profit by selling a lot of their
product for a relatively low price, or alternatively, by selling a few units at
a high price. Some of the firm’s isoprofit curves are shown in Figure 8.7.

ISOPROFIT CURVE An isoprofit curve shows combinations of prices and
quantities sold of a good yielding equal profits to the owners of a firm.
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Every point in the figure is some price–quantity combination that the
firm might think about selecting. Not all of these are possible; what is
feasible will depend on the demand curve. So think about the isoprofit
curves as hypothetical statements. Point a and point b, for example, on
the same isoprofit curve indicate that if the quantity indicated on the
horizontal axis could be sold at the price indicated on the vertical axis for
both of these points, then the total profits of the firm would be the same.
Higher profits are above and to the right (indicating a higher price and/or
higher quantity sold).
The negative of the slope of any one of the isoprofit curves is themarginal

rate of substitution between selling more and charging a higher price. It is
a measure of the owner’s “willingness to pay”—meaning to cut prices—in
order to increase sales by one unit.

Figure 8.8 Joan Robinson
(1903–1983) taught economics
at the University of Cambridge
and developed one of the first
models of what she called
“imperfect competition.” The
term “monopsony” is also due
to her, as were many colorful
turns of phrase. Concerning
debates between critics and
defenders of capitalism she
wrote: “No one is conscious of
his own ideology any more
than he can tell the smell of
his own breath.” And “the
misery of being exploited by
capitalists is nothing
compared to not being
exploited at all” (that is, being
without a job). Her heated
“capital controversy” with
American economists Paul
Samuelson, Robert Solow, and
others raised doubts about
the general equilibrium
model of perfect competition.
(We will see in Chapter 14 that
subsequently Robinson’s
critique was substantially
vindicated.) A letter to a
female student in 1970 from
Paul Samuelson, perhaps the
most influential economist of
the twentieth century,
concluded: “P.S. Do study
economics. Perhaps the best
economist in the world
happens also to be a woman
(Joan Robinson).”5

Photo by Album/Alamy Stock Photo.

In Figure 8.7 you can see that at point a the steep isoprofit means that the
owner is willing to cut the price a substantial amount to sell an additional
unit. The reason is that at the high price pa selling the additional unit is
worth a lot to the owner. At point b the opposite is the case: at the low
price pb selling an additional unit is not worth much to the owner. So the
isocost curve is flatter.
Now think about the isoprofit curve given by the horizontal line coincid-

ingwith the firm’s (constant) average cost curve. The information it conveys
is that at a price equal to the average cost the economic profits per unit sold
are zero, so selling a lot (point d) or a little (point e) yields the same amount
of profit for the firm, namely zero. So the owner’s willingness to pay to sell
more—to reduce the price further—is zero. Now that the owners of the firm
have ranked every possible price–quantity combination as more, or less, or
equally as profitable we ask: Which of these combinations could the firm
actually implement?

M-NOTE 8.2 Slope of an isoprofit curve: Two methods

To find the slope of the isoprofit curve we write the equation for profits as
follows:

π = π(p,x) = px− cx (8.14)

π = x(p− c) (8.15)

For any two points on an isoprofit curve, the profit difference associated with
the difference in price dp is exactly compensated by the (opposite signed)
profit difference associated with the difference in quantity dx. Taking account
of both effects, the difference in profit between the two points is zero.
We want to find the differences in x and p that are consistent with no

difference in profits, that is, being on the same isoprofit curve. To do this
we totally differentiate Equation 8.15 with respect to dx and dp and we set the
result equal to zero.

dπ = dx
𝜕π
𝜕x + dp

𝜕π
𝜕p = 0 (8.16)

continued
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We can use Equation 8.15 to find 𝜕π/𝜕x = p− c and 𝜕π/𝜕p = x and substitute
them into Equation 8.16 to find the total derivative:

dπ = dx(p− c) + dpx = 0 (8.17)

We can rearrange Equation 8.17 to find dp/dx, which is the slope of the
isoprofit curve:

dp
dx

= −p− c
x

(8.18)

= −𝜕π/𝜕x𝜕π/𝜕p

= −Δπ due to change in x
Δπ due to change in p

Alternatively, we can calculate the slope of the isoprofit curve directly. First,
by rearranging Equation 8.14 we have the expression of the isoprofit curve

p(x,π) = c+ π
x

(8.19)

where π is a constant and p is a function of x.

• As shown in Figure 8.7, when π = π0 = 0 the isoprofit curve is just p = c, the
horizontal line.

• When π = π1 > 0, the graph of the isoprofit curve p = c+ π1
x
is the hyperbola

π1
x
shifted upward by c units.

• Given the constants π3 > π2 > 0, we have:

p(x,π3) = c+ π3
x
> c+ π2

x
= p(x,π2) for all x

That is, for any given quantity x, to achieve a higher profit, the firm has
to charge a higher price. Therefore, the isoprofit curve π3 is above π2 .

We can calculate the slope of the isoprofit curve (Equation 8.18) by taking the
first derivative of Equation 8.19 with respect to x:

dp
dx

= − π
x2

Recall that π = (p− c)x, so we can rewrite the above expression as:
dp
dx

= −(p− c)x
x2

= −p− c
x

which is the same as Equation 8.18.

CHECKPOINT 8.5 Average costs and the zero economic profits isoprofit
curve Explain why the average cost curve (the line c, e, d in Figure 8.7) is
also the isoprofit curve for zero economic profits.

Demand: The constraints on profit maximization
To choose the profit-maximizing price and quantity combination, we intro-
duce the demand curve facing the firm, shown in Figure 8.9 (a). The demand
curve shown is:
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Figure 8.9 Feasible price and quantity combinations and the isoprofit curve. A
demand curve for the firm’s products determines the feasible combinations of
prices and quantity that it can choose in its maximization problem, as shown in
panel (a). In panel (b) we include the firm’s isoprofit curves. Along an isoprofit
curve, profit is constant and the firm wants to choose the highest isoprofit curve
given what is feasible. That is, the firm will choose the isoprofit curve that is
tangent to the demand curve. At the point of tangency, the firm will choose its
quantity of production and the corresponding price on the demand curve.
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(b) Isoprofits and demand

Inverse demand p(x) = p−βx (8.20)

and its slope Δp
Δx
= −β.

The figure divides the entire space into the feasible set of price and
quantity combinations and the set of infeasible combinations. The firm now
has to decide among the feasible points.
You can see from Figure 8.7 (a) that while both h and g are feasible, point

h has both higher prices and a larger quantity of sales, so the firm will
surely not choose point g. So the choice is narrowed down to points on
the boundary of the feasible set, which is the demand curve.
The negative of the slope of the demand curve, −Δp/Δx = β, is the

marginal rate of transformation of a larger quantity sold into a lower price
charged. As before, we interpret themrt as an opportunity cost, in this case
β is the opportunity cost in the necessarily lower price of selling one unit
more.

! reminder We used the
mrs =mrt rule in earlier
chapters. The owners of the
firm maximize their profits
where the slopes of the two
curves are tangent and
mrs =mrt.

Putting the owner’s objectives (the isoprofit map) together with the
constraints (the demand curve) we can see in Figure 8.9 (b) that the owner
of the firm can choose among points e, f, and h on the demand curve (the
feasible frontier); all three points are feasible.

• At point e, the owner will compare the slope of the isoprofit curve which
is the willingness to pay (cut the price) to sell an additional unit (themrs)
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with the slope of the demand curve, that is, the opportunity cost or the
reduction in the price that will be required to sell an additional unit (the
mrt). The fact that the isoprofit curve is steeper than the demand curve
(or mrs(xe,pe) >mrt(xe,pe)) means that the owner of the firm can make
more profits by selling more output at a lower price.

• At point f, the opposite is true: the marginal rate of substitution is less
than themarginal rate of transformation (mrs(xe,pe) <mrt(xe,pe)) and the
owners of the firm canmakemore profits by selling less output at a higher
price.

• Point h results in higher profits on isoprofit curve π2 rather than points e
and f on isoprofit π1 (π2 > π1). At point h mrs(xh,ph) =mrt(xh,ph) and the
firm is on the highest isoprofit curve it can attain subject to the constraint
of the demand curve.

Using themrs =mrt rule, the price–quantity combination thatmaximizes
profits is shown in Figure 8.9 (b) and in M-Note 8.3:

slope of isoprofit curve = slope of demand curve

The negatives of these slopes are the marginal rate of substitution and the
marginal rate of transformation.

marginal rate of substitution =marginal rate of transformation
p− c
x

= β (8.21)

M-NOTE 8.3 Isoprofit curves, the feasible set, and maximum profits

The slope of the isoprofit curves. In the previous M-Note, you saw that the
slope of the isoprofit curve is

dp
dx

= −p− c
x

(8.22)

The marginal rate of substitution is the negative of the slope of the isoprofit
curve.

−dp
dx

= p− c
x

=mrs(x,p) (8.23)

Equation 8.23, the marginal rate of substitution between the quantity sold
and the profits per unit sold, is profits per unit (the numerator) divided by
the number of units sold (the denominator).
The slope of the demand curve. The inverse demand curve is the frontier

of the feasible set and using the demand curve shown in Equation 8.20:

p(x) = p−βx

Differentiating the price with respect to the total amount sold, its slope is
−β. The negative of the slope of the demand curve is the marginal rate of
transformation of x into p, or in this case more goods into lower prices at
which they sell, that is, mrt(x,p) = β.

continued
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The mrs =mrt rule for maximum profits. The price and quantity that
maximize the firm’s profits are the combination of p and x such that the
slope of the isoprofit curve is equal to the slope of the demand curve, or
mrs(x,p) =mrt(x,p):

mrs(x,p) = p− c
x

= β =mrt(x,p)

8.7 PROFIT MAXIMIZATION: MARGINAL
REVENUES AND MARGINAL COSTS
There is a second, equivalent way to determine the price and output level
that will maximize a firm’s profits. Recall that the firm’s revenue is the
product of the price atwhich it sells the output, p(x), and the output sold (x):

Total revenue r(x) = p(x)x (8.24)

Like the cost function, the total revenue function has corresponding
average and marginal values:

• Average revenue is total revenue divided by total output (or the ratio of
revenue to output): ar(x) = r(x)

x
. Notice that because r(x) = p(x)x, average

revenue is also the price the firm can charge when it is selling output
x: ar(x) = p(x). The amount of revenue a firm gains per unit sold is simply
the price of the good.

M-CHECK In this chapter,
we assume that for any given
amount sold, all customers
pay the same price. In
Chapter 9 we consider the
case of price discrimination,
when a firm charges different
customers different prices.

• Marginal revenue is the change in total revenue associated with a small
change in sales, that is, Δr

Δx
. Marginal revenue is therefore the slope of the

total revenue function at a given output x.

The firm’s profit, π, is the difference between its revenue from sales of its
output, r(x), and the cost of producing output, c(x):

Profit π(x) = r(x) − c(x) (8.25)

The owners of the firm would like to find a level of production x that max-
imizes π(x) given the inverse demand function p(x) and the cost function
c(x). We have already seen how this can be done using the firm’s isoprofit
curves and demand curve. An equivalentmethod is to plot the total revenue
curve r(x) = p(x)x together with the total cost curve c(x) as in Figure 8.10.

AVERAGE REVENUE Average revenue is the revenue per unit of output, which is
the price.

TOTAL REVENUE Total revenue is total sales times price per unit sold.

MARGINAL REVENUE Marginal revenue is the change in total revenue
associated with a small change in sales.
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The vertical distance between the two curves at any point, is the total
amount of profit. Figure 8.10 shows how, starting at x = 0, the vertical
distance first increases up to a maximum, then decreases as revenues begin
to increase less than costs. Eventually, at high levels of output, costs exceed
revenues.
The maximum profit of the firm occurs at a level of output, xm, where the

slope of the total cost curve is equal to the slope of the revenue curve at x,
as shown in Figure 8.10:

Δr(x)
Δx = Δc(x)

Δx
marginal revenue = marginal cost (8.26)

The firm will then find the corresponding price for its good by substituting
the profit-maximizing quantity back into its demand curve. Figure 8.10
illustrates this way of finding the output level (and price that maximizes the
firm’s profits). Setting marginal revenue equal to marginal cost (mr =mc) is
another rule for constrained maximization and is therefore added to the
table of rules in Table 8.3.

M-NOTE 8.4 The monopolistic competitor chooses a price and output
level: general case

The information relevant to the problem is:

• The firm’s total cost = c(x) = cx

• The inverse demand curve for the firm’s product is p = p(x), and
• The firm’s total revenue is r(x) = p(x)x

• so, the firm’s total profit, π = r(x) − c(x) = p(x)x− cx

To find the rule that determines the profit-maximizing level of output, we
differentiate the profit function with respect to x, and set the result equal
to zero. So we have:

π(x) = p(x)x− c(x)

Product rule dπ
dx

=

Lost revenue
due to fall
in price
⏞dp
dx

x +

Revenue gained
through

increased sales
⏞p⏟⎵⎵⎵⎵⎵⎵⏟⎵⎵⎵⎵⎵⎵⏟

Marginal revenue

− c⏟
Marginal cost

= 0 (8.27)

Equation 8.27 tells the owner of the firm to expand production as long as the
additional revenues resulting from a small increment in sales—the marginal
revenue—exceed the addition to total cost associated with the increment in
output. The first term on the right-hand side is the revenue lost due to the
negative effect of selling more on the price at a given level of output (because
the demand curve is downward-sloping). The second term on the right-hand
side is the positive effect of selling more on revenues (at a given price). So
the rule (or first-order condition) determining the profit-maximizing level of
output of the firm is to choose the level of x that equates marginal revenue
to marginal cost.



OUP CORRECTED PROOF – FINAL, 11/9/2021, SPi

432 Supply: Firms’ Costs, Output, and Profit

Figure 8.10 The level of output that maximizes economic profit. Economic profit
at output x is the difference between total revenue at x, r(x) = p(x)x, and the total
cost of producing x, c(x). Economic profit is maximized when marginal revenue,
the slope of the tangent to the revenue curve, is equal to marginal cost, the slope
of the total cost curve. The maximum profit is the difference between revenue and
total cost where the slopes are equal, that is, at points a and b. The distance ab in
the upper panel is shown as the area of the green shaded rectangle in the lower
panel. The slopes of the total cost and total revenue curves in the top panel are
the levels of the marginal cost and marginal revenue curves in the lower panel.
The price pm in the lower panel corresponds to the slope of the ray from the
origin in the top panel to point a. The slope of the ray from the origin in the top
panel is the average revenue, that is, the price p.
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Table 8.3 Five rules: individual constrained optimization, societal Pareto efficiency, and firm cost minimization.

Tangency rules Tangency of Rule for what

mrs =mrt An individual’s feasible frontier and
indifference curve

Individual constrained optimization

mrs =mrts The firm’s owners’ production isoquant
and isocost lines

The firm’s owners’ constrained optimiza-
tion

mb =mc Restatement of mrs =mrt using marginal
costs and benefits

Individual constrained optimization

mr =mc Restatement of mrs =mrt using marginal
costs and revenues (M-Note 8.6)

The firm’s owners’ constrained
optimization

mrsA =mrsB Two or more people’s indifference curves Societal (multi-person) Pareto efficiency

M-NOTE 8.5 Output, price, and profit of a monopolistic competitor: the
example of a linear demand curve

The relevant information for this case is:

Inverse demand p(x) = p−βx (8.28)

Total revenue r(x) = p(x)x = (p−βx)x = px−βx2 (8.29)

Economic profit πm(x) = r(x) − c(x)
= px−βx2 − cx (8.30)

The marginal revenue is the derivative of total revenue with respect to
output (the slope of its revenue function):

Marginal revenue mr(x) = dr(x)
dx

= dp
dx

x+p = p− 2βx (8.31)

You can see from the first expression in Equation 8.31 that there are two
effects on revenue of a small increase in sales. The first effect is the revenue
lost on all of the firm’s sales due to the fall in price ( dp

dx
x). The second effect

is the revenue gained by selling more, which is just the price itself.
The owners maximize profit by choosing the output level that equalizes

marginal revenue and marginal cost and then selling that output at the
highest price possible, as given by the inverse demand curve:

p− 2βx = c (8.32)

Solving Equation 8.32 for x, we have:

xm = p− c
2β

(8.33)

To find the price, we substitute the output (Equation 8.33) into the inverse
demand curve (Equation 8.28):

pm = p−βxm

Substitute in xm = p−β(
p− c
2β

)

= 1
2
p+ 1

2
c

Add and subtract 1
2
c pm = c+ 1

2
(p− c) (8.34)

The firm charges a price that is greater than its marginal costs by one-half
the difference of the maximum price and its marginal costs. Price exceeds
marginal cost. As a result, the firm makes economic profit equal to πm .

continued
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To find economic profit we substitute the monopolist’s quantity into
Equation 8.30.

πm = (p(xm) − c)xm = (p− c)2
4β

(8.35)

CHECKPOINT 8.6 Numerical example Assume new values for the
parameters in which we are interested: let p = 100 and β = 1 and the firm
has constant marginal costs c = 1.

a. Find the formula for its profit.

b. Find the profit-maximizing quantity.

c. How much profit do the owners make? What is the price and how much
greater is the price than marginal costs?

Two methods of choosing a profit-maximizing price and
quantity compared
We have introduced two methods of determining the profit-maximizing
price and quantity defined by:

• the tangency of the feasible frontier given by the demand curve and the
isoprofit curves; and

• equating marginal revenue and marginal costs.

Figure 8.11 Isoprofits, demand, marginal revenue, and marginal costs. The firm
chooses the quantity at which marginal revenues equal marginal costs. This
quantity coincides with the quantity the firm would have chosen when its isoprofit
curves were tangent to its demand curve. Along π0 economic profits are zero as
the price equals marginal cost.
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The two methods are illustrated in a single graph in Figure 8.11 where
point h is the point of tangency between the demand curve and the firm’s
highest feasible isoprofit curve, and point i shows the marginal revenue
equated to the marginal cost. Whether determined by the owner selecting
point h (by the mrs =mrt rule), or point i (by the mr =mc rule) the price
(pm) and quantity sold (xm) will be the same. M-Note 8.6 confirms that the
methods give the same result.

M-NOTE 8.6 The two methods give the same result

To determine the combination of price and quantity sold that maximizes the
profits of the firm we used two methods. This M-Note shows that the methods
are identical (also shown in Figure 8.11).
The first was based on the demand curve as the frontier of the feasible set

and the family of isoprofit curves as the basis for choosing themost profitable
point on the demand curve. Using the inverse demand curve in Equation 8.20
gave us the following condition:

marginal rate of substitution = marginal rate of transformation
p− c
x

= β (8.36)

The second method showed that the maximum profit is the level of output
such that

marginal revenue = marginal cost
p− 2βx = c (8.37)

We can rearrange Equation 8.36 to show that it is the same as Equation 8.37.
We first replace p in Equation 8.36 by the equation for the inverse demand
curve which gives the value of p for each value of x:

marginal rate of substitution = marginal rate of transformation
(p−βx) − c

x
= β

p− c
x

−β = β

p− c
x

= 2β

p− c = 2βx
p− 2βx = c

marginal revenue = marginal cost

8.8 THE MARKUP, THE PRICE ELASTICITY OF
DEMAND, AND ENTRY BARRIERS
An important determinant of the amount of profit that a firm’s owner
will make at the profit-maximizing level of output and price is the extent
of competition that the firm faces. The reason is that competition from
other firms producing similar products limits the extent to which it will
be profitable to raise prices substantially above costs.



OUP CORRECTED PROOF – FINAL, 11/9/2021, SPi

436 Supply: Firms’ Costs, Output, and Profit

The markup and the markup ratio
We can summarize the relationship between a firm’s price and costs by the
markup and the markup ratio. The markup is the firm’s profit per unit or
the price it charges per unit minus its costs per unit, or p− c. Remember
that the firm’s profits are given as follows:

Economic profit π(x) = p(x)x− cx

Markup or economic profit per unit
π
x
= p(x) − c (8.38)

Equation 8.38 is called themarkup, because itmeasures the degree towhich
the owners of the firm “mark up” prices above the cost to produce the good.
Themarkup ratio (μ) is the ratio of the markup to the cost:

Markup ratio = Profit per unit
Cost per unit

μ = p− c
c

(8.39)

The markup ratio measures the degree to which the price exceeds cost.
If prices were equal to costs, i.e. p = c, then the markup ratio would be zero
(μ = 0). As price becomes greater than cost, the markup ratio measures the
extent of that difference as μ gets larger and larger.
In Figure 8.12 we illustrate the same monopolistically competitive firm

as we showed in Figure 8.11. We now provide information on the profit-
maximizing price (8) and quantity (4) when demand is described by the
initial demand curve. Demand is quite elastic, meaning (remember) that
an increase in prices would be associated with a substantial reduction in
sales. This could be the case because there is a second firm selling a very
similar product. An increase in the firm’s price would motivate some of its
customers to switch to buying from the other firm.

! reminder Recall from
Chapter 7, that the price
elasticity of demand is a
measure of the extent to
which the amount sold varies
with the price. The price
elasticity of demand, η is the
percentage change in
quantity, x, associated with a
percent change in price, p:

η =
Δx
x
Δp
p

= Δx
Δp

p
x
= dx

dp
p
x

Because the numerator and
denominator will always be of
opposite sign, η is negative.
But when we say that the
elasticity is “smaller” or
“larger” we are referring to
the absolute value, |η|.

But if the firm could devise a way to make the demand curve less elastic,
like the steeper demand curve in the figure, it would then have a different—
and more profitable—constrained optimization problem to solve. This is
why a firm’s profit-maximizing strategies include product differentiation:
advertising, trademarking, and design can make the firm’s own product
seem “more different” from other firms’ products, so that fewer customers
will switch in response to a price increase. As a result there are fewer close
substitutes for the firm’s product, which as you know fromChapter 7 makes
the firm’s demand curve less elastic.

MARKUP The markup is the difference between the price at which a good sells
and its cost (including the opportunity cost of the capital goods used).

MARKUP RATIO The firm’s markup ratio is the profit per unit of output (the
markup) divided by unit costs.
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The markup ratio and the elasticity of demand
Think about the owner of the firm facing this new demand curve. The
(negative of the) slope of the demand curve has risen from 1 to 4, meaning
that the expression Δx

Δp
—the inverse of that slope is now 0.25. At point h—the

price (8) and quantity (4) he is currently implementing—the price elasticity
of the new demand curve has fallen from 2 prior to the change to 0.5 (using
Equation 8.40 in the margin note).

❯ EXAMPLE Point h is on
both the initial demand curve
and the new demand curve.
We use the equation for the
definition of price elasticity of
demand to calculate the
elasticity in each case.
Starting with the initial
demand curve, we find:

|ηh| =
Δx
Δp

p
x

= 1(8
4
) = 2

On the new demand curve, we
find |η| as follows:

|ηh| = 0.25(8
4
) = 0.5 (8.40)

Because |ηh| < 1 on the new
demand curve, the firm will
maximize its profits by reduc-
ing the quantity produced
and raising the price to pmg .

If he raised the price 10 percent, his sales would fall by 5 percent, so his
total revenue would increase. And if he produces less, then his costs would
be lower. This means that raising prices is a win–win option: at the same
time increasing revenues and cutting costs. So he will raise the price.
How much will he raise the price? In Figure 8.12 the firm facing the new

steeper demand curve finds a new profit maximum at point g where both
the markup and the owner’s profit are higher than at point h, the initial
profit maximum. InM-Note 8.7 we show that a constrained profit maximum
such as pointhwith the old demand curve and point gwith the newdemand
curve:

Figure 8.12 Increasing the markup ratio by making a demand curve less elastic.
Initially (point h, as in the previous figure) the firm faces a steeper demand curve.
So the mrs=mrt tangency no longer holds. The new profit maximum is at point g,
increasing both the markup ratio (10/4 vs 4/4) and the owner’s total profits
(25 vs 16).
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μ = p− c
c

= 1
|η| − 1

(8.41)

If |η| is large, as will be the case when the firm has many competitors selling
close substitutes for the firm’s product, the markup ratio is close to zero
(meaning that economic profits fall as competition increases). If, on the
contrary, η gets closer to 1, then μ gets larger (μ tends toward infinity as
|η| → 1).
Does Equation 8.41 mean that if |η| < 1 the markup will be negative? No

it does not. The reason is that the owner of the firm would never select
a point on a demand curve at which |η| < 1 because it cannot be a profit
maximum. You have seen above that when |η| = 0.5 raising prices increased
total revenue and lowered total costs. So such a point could not be a profit
maximum. This is a general rule. The profit maximum will always be at a
point on the demand curve at which |η| > 1.

M-CHECK When |η| = 1 a
change in price has no effect
on revenue which, using the
demand curve, x(p) to express
the amount sold in terms of
the price, we can write as
r = px(p). Then

dr
dp

= x+ dx
dp

p = 0

or, 1 = −dx
dp

p
x
≡ |η|

The second line follows by
dividing the first line by x and
rearranging.

M-NOTE 8.7 The markup ratio and the price elasticity of firm demand

We derive the relationship that must hold at a profit maximum between the
markup ratio (μ) and the price elasticity of demand (η). We begin with the
total revenue of the firm r(x,p(x)) using the inverse demand curve p(x). Then
marginal revenue can be written:

Product rule dr(x)
dx

= p(x) + dp(x)
dx

x

= p(x)(1+
dp(x)
dx

x
p
)

so, marginal revenue: mr(x) = p(1+ 1
η ) (8.42)

Recall that elasticity is a negative number because the demand curve is
downward-sloping, and therefore dp

dx
< 0. Consequently, we can rewrite the

equation above using the absolute value of η, that is, |η|:

mr(x) = p(1− 1
|η| ) (8.43)

At the profit maximumwemust have that the expression for marginal revenue
just derived is equal to marginal costs, c.

mr(x) = p(1− 1
|η| ) = c =mc(x)

p
c
(1− 1

|η| ) = 1

p
c
= 1

1− 1

|η|

⇒ p
c
= 1

|η|−1

|η|

⇒ p
c
= |η|

|η| − 1
(8.44)

continued
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Now, subtracting c

c
= 1 from both sides to get an expression for the markup

ratio we have:

μ ≡ p− c
c

= |η|
|η| − 1

− 1 (8.45)

Then we can substitute 1 = |η|−1

|η|−1
for the 1 in the previous equation :

μ = |η|
|η| − 1

− |η| − 1
|η| − 1

μ = |η| − |η| + 1
|η| − 1

μ = 1
|η| − 1

which is Equation 8.41.

Barriers to entry that raise the markup
Because the markup ratio and profits will be greater if the demand curve
is less elastic, and this will be the case if there are fewer competing
firms in a market, profits will be greater if it is difficult for new firms
to enter a market to compete with incumbent firms. A barrier to entry
is anything that makes it difficult for a new firm to enter a market to
competewhen the owners of incumbent firms aremaking economic profits.
Sometimes barriers to entry are called “moats” because, like the protective
water barriers around old castles, they protect the incumbent firms from
intrusion by “outsiders.”
Barriers to entry include:

• Predatory pricing: Incumbent firms may temporarily charge a price less
than their average variable costs so as to force price reduction and to
inflict losses on a new firm attempting to enter a market. Predatory
pricing is illegal in many countries, but it is hard to secure convictions
in these cases because it is difficult to prove that the strategies were
specifically targeted at competitors.

INCUMBENT FIRMS Firms already selling in a market.

BARRIERS TO ENTRY Anything making it difficult for new firms to enter a
market, including intellectual property rights, economies of scale in production,
and predatory pricing.

PREDATORY PRICING Predatory pricing occurs when an incumbent firm charges
a price lower than its (marginal) costs, seeking to drive its competitors out of
business.
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• Economies of scale in production and learning-by-doing: A new firm with
initially limited output and experience will have a disadvantage until it
can grow larger or accumulate experience in producing the good.

• Intellectual property and licensing: Exclusive use of trademarks, produc-
tion processes, or knowledge protected by intellectual property rights and
other government-enforced monopolies (e.g. licenses).

• Naturally occurring barriers to entry: Such barriers include limited access
to natural resources or advantageous spatial locations owned by incum-
bent firms.

• Network economies of scale in demand: For many goods or services, the
value to the consumer depends on the number of others purchasing the
good. An entering ride–hail service could not compete with Uber and Lyft
unless it already had a large number of drivers, which it could not get
unless it had a large number of consumers.

Some barriers to entry are not the result of deliberate strategies by firms;
they just exist by the nature of the product being produced. Economies of
scale and naturally occurring barriers are examples.
But some barriers are constructed or at least heightened by the one

or more incumbent firms. Predatory pricing, establishing monopolies on
essential knowledge through intellectual property rights and licensing, and
advertising a company-owned trademark are examples.

CHECKPOINT 8.7 Price elasticity of demand and profits Use the numer-
ical values in Figure 8.12 to do the following:

a. Confirm that the profits at point g are 25 as shown.

b. Show that the elasticity of demand at point h is 2 as indicated, and is
1.4 at point g using Equation 8.40.

c. Show numerically that under the new, less elastic demand curve at
point h, the initial profit maximum Equation 8.41 does not hold, and
explain why.

8.9 APPLICATION: EVIDENCE ON THE MARKUP
IN DRUG PRICES
Because the profit-maximizing markup ratio depends on the extent of
competition that a firm faces, it differs substantially among firms, across
different industries, and over time. In Chapter 9 (Figure 9.27) we provide
evidence on the markup ratio for firms in the US economy as a whole,
showing a sharp increase from around 0.2 during the mid-1980s to almost
0.6 three decades later.
For some firms the markup ratio is much greater than these economy-

wide averages. A reason is the limited competition facing firms selling prod-
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ucts in which they hold intellectual property rights such as trademarks,
copyrights, or patents.
An example is the pharmaceutical sector, in which patents on drugs

or ingredients of drugs constitute barriers to entry by competing firms.
Only Bristol Myers Squibb (BMS) or those companies that it licenses can
sell the hepatitis-C drug declatasvir. But BMS still has competition from
Gilead Sciences, the only company that can sell another hepatitis-C drug,
sofosbuvir.
One set of estimates of markups on drugs is in Figure 8.13. Seeking

some guidance on what a vaccine for COVID-19 might cost to produce
as the pandemic swept the world in early 2020, a team of pharmaceutical
scientists devised a measure of the “minimum cost” of producing what they
considered as possibly similar drugs. (There was no vaccine for COVID-19
at the time.) For example they used an online database for tracking actual
shipments of the necessary chemicals (“active pharmaceutical ingredients”)
and their prices to find the least-cost inputs.
The cost estimates include these ingredients (the major part of the total

cost), and the costs of production (called “formulation and tabletting”) and
packaging. They also include a 10 percent markup over accounting costs
that represents the opportunity costs of the capital goods used, and the
cost of a profit tax. They assumed that production was at a level to exploit
the possible economies of scale in production.
Their estimate is a measure of themarginal cost (and the average variable

cost). It does not include costs unrelated to the production of the par-
ticular drug such as advertising, lobbying, legal, and other expenditures
attempting to promote a favorable legal and regulatory environment for

Figure 8.13 Estimated markup ratios for drugs, 2020. The data shown are
measures of μ = (p− c)/c based on a single minimum cost estimate (c) along with
prices charged for the drugs shown in the seven to 11 countries for which this
information was available. The blue bar for chloroquine, for example, indicates
that the profits per treatment sold (that is p− c) were 14 times the minimum cost
of the treatment (c). We show both the mean and the median because
extraordinarily high prices in the US contribute to a higher mean markup than is
representative of the countries taken as a whole.
Source: Authors’ calculations based on data from Hill et al. (2020).

14.4

48.3

34.5

8.6

14

29.1Lopinavir/ritonavir
 (HIV-1)

Chloroquine
 (malaria)

Azithromycin
 (antibiotic)

0 20 40
Markup ratio

Dr
ug

Mean
Median



OUP CORRECTED PROOF – FINAL, 11/9/2021, SPi

442 Supply: Firms’ Costs, Output, and Profit

the companies concerned, research, and the costs of trials required for
regulatory approval.
The price data that the researchers used to calculate the markup ratios

in Figure 8.13 came from national drug price databases or online pharmacy
sites. Where more than one price was available, the lowest price was used.
The middle set of bars in Figure 8.13, for example, is for a treatment of

malaria, which the pharmaceutical scientists estimated has a cost of $0.30
for a 14-day course of the drug. The lowest price at which the drug was
being sold was less than that, in Bangladesh, and considerably more than
that in India, Malaysia, Sweden, South Africa, China, and the UK, where the
same 14-week course of the drug was sold for $8. In the US the same course
of the drug sold for $93. The estimated markups are based on these prices,
which for the other drugs shown also include data from France, Brazil,
Malaysia, Sweden, Turkey, and other countries.
We do not know if the firms in question actually achieved markup ratios

of the amounts shown. For example they may have been using production
methods that are not the least-cost solution to their cost-minimization
exercise. Remember, the cost curve indicates the minimum cost of pro-
ducing a particular amount, and firms may not have implemented this in
combining the “active pharmaceutical ingredients” to produce their “final
finished product.”
Limited competition provides firms’ owners with opportunities to

increase their profits not only in the prices atwhich they sell their products,
but also in the prices which they pay of inputs into their production.

CHECKPOINT 8.8 Markups Why do you think the drugs shown in Figure
8.13 are sold at prices somuch higher than theminimum cost of production?

8.10 WILLINGNESS TO SELL: CAPACITY
CONSTRAINTS AND MARKET SUPPLY
Recall that for a particular good x, the demand curves introduced in
Chapter 7 provided answers to a hypothetical “what–if” question: Given the
prices of all other goods and an individual’s budget, how much of good x
would she purchase if she could buy any amount she wished consistent
with her budget when offered various prices for the good?
The supply curve for a firm provides an answer to a similar hypothetical

question: If the price at which the firm could sell any amount it wished
were p, what amount (x) of output would the owners of the firm choose to
produce and sell? Answers to this question for all possible values of p give

SUPPLY CURVE (INDIVIDUAL FIRM) A supply curve provides the answer to the
hypothetical question: What amount will be supplied for each given price? The
individual firm’s supply curve is the portion of the firm’s marginal cost curve that
is not less than the average variable cost.
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us the supply curve that expresses the amount produced as a function of
the hypothetical price, or x(p).
The hypothetical question is a thought experiment bywhichwe construct

the supply curve as an economic concept. It is not something that owners of
firms ask themselves. How much a firm places on the market will typically
affect the price at which it can sell the goods. So firms do not take the price
at which they will sell the good as a given. They choose both the price to
charge and the quantity to market based on their costs and the demand
for the product (using the constrained optimization methods described in
sections 8.6 and 8.7).

With declining costs there is no firm supply curve

Figure 8.14 Supply and
demand according to Bill
Gates. Bill Gates of Microsoft
tweeted his hand-drawn
sketch of a figure similar to
this one in 2018 with the
heading “At the time I was in
college this was basically how
the global economy worked”
adding “cost . . . increases as
supply increases.” He went on
“But software doesn’t work
like this. Microsoft might
spend a lot of money to
develop the first unit of a new
program, but every unit after
that is virtually free to
produce. . . . And it’s not the
only example: data, ebooks,
even movies work in similar
ways.”6

There is another reason why the owners of firms do not ask themselves the
“what–if” question above about howmuch the firmwould produce: in many
cases the answer would be either “nothing” or “an infinite amount.” To see
why, consider the firm in Figure 8.15.
The firm’s average costs are declining with increased output, while

marginal costs are constant. Suppose we asked the owner of this firm
the question: “How much would you produce if you could sell any amount
you wished at a some price p?” The owner would think the question odd,

Figure 8.15 Profit maximization with declining average costs. Like the firm shown
in Figure 8.10, this firm has fixed costs and linear variable costs and therefore its
total costs are c(x) = c0 + c1x, its average costs are ac(x) =

c0
x
+ c1 and the firm’s

marginal costs are mc(x) = c1.
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because she would of course know that she would not be able to sell any
amount she wanted at any positive price.
But if she was willing to answer the question anyway, she would notice

that as long as she could produce at a level such that average costs were
less than the price specified, she would be making economic profits. The
more she produced, the more profits she would make.
So, if she took the question literally, shewould say that shewould produce

an infinite amount of goods. Or, more practically, as much as she possibly
could, that is, until her firm ran into some constraint on its capacity to
produce (what is called a supply constraint not shown in the cost function).
If she were asked how much she would direct her firm to produce if the
price were p <mc her answer would be “nothing” because no matter how
much she produced her economic profits would be negative.
From this example we see that for a firmwhose average costs fall as more

output is produced unless there is something that eventually limits how
much the firm can produce, the firm supply curve does not exist. The same
is true for a firm with constant average costs (equal to marginal costs): for a
p > ac the owners would want to produce an infinite amount, and for p < ac
they would in the long run produce nothing; they would go out of business.

Firms’ supply curves when they face capacity constraints
Practically speaking, firms do face supply constraints (also called capacity
constraints) that limit their production. A supply constraint is some level of
production x such that it is not possible (at any cost) to produce more than
the constraint. Sources of supply constraints include:

• Natural (long-run) limits on expanding one or more input: if arable farm-
land is limited in supply, for example, or the density or zoning of urban
locations prevents expansion.

• Short-run limits on increasing capital goods or some other input.

• Intrinsic limits on administrative capacity: it may be simply impossible to
coordinate the activities of a very large organization.

These supply constraints may be particularly binding in the short run.
To derive a market supply curve we will simplify by assuming the

following:

• Firms have constant average and marginal costs up to some supply
constraint, that is, mc = ac = c.

• Firms cannot produce beyond the supply constraint, x.

• Though firms produce an identical product (such as a sugary drink), they
differ in their marginal and average costs.

Differences in their costs may arise, for example, from their machinery
being more or less up to date, or their management being more or less
competent.
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Thismeans that an individual firm’s supply function is L-shaped like those
shown in Figure 8.16. Firms I, J, and K are all firms in the sugary drinks
industry, producing liters of sugary drinks that they would like to sell in
the sugary drinks market.
Their costs curves are flat and equal to their marginal and average

costs (cI, cJ, and cK) up to their capacity constraints (xI, xJ, and xK), and
then vertical. In this instance, the firms’ capacity constraints could be

M-CHECK The marginal cost
curves are vertical at the
capacity constraints because
(in the short run) the firm
simply cannot produce more
than that amount (implying
that marginal costs are
infinite at that point).

determined by sizes of their plants, the availability of ingredients, or other
natural limitations that limit the liters of sugary drinks they can produce in
the short run.
Though they appear very different, the capacity-constrained L-shaped

supply curves of the individual firms have an interpretation similar to
the individual demand curve. Remember, the demand curve indicates the
buyer’s maximum willingness to pay to acquire an additional unit of the
good. Similarly, the height of the supply curve is the least amount that
one could pay to a seller—as a take-it-or-leave-it offer—to purchase an
additional unit.
Therefore you can think of the supply curve as a minimum willingness-

to-sell curve. The minimum level at which Firm I is willing to sell is a price,
p, that is at least as great as its costs, cI. For any price greater than cI, Firm
I is willing to sell a quantity up to its capacity constraint, xI. The other

Figure 8.16 Costs, capacity constraints, and supply curves of three firms. The
marginal (and average) costs and capacity constraints of three firms are shown:
Firm I, Firm J, and Firm K. They are arranged from lowest cost (Firm I) to highest
cost (Firm K). Firm I and Firm J have the same capacity constraint (xI = xJ), but I’s
marginal and average costs are lower than J’s (cI < cJ). Firm K has a larger capacity
than Firms I and J, that is, xK > xI = xJ, but Firm K’s costs are greater than I’s and
J’s, cK > cJ > cI.
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WILLINGNESS TO SELL The lowest price at which a seller would be willing to
sell a good is the willingness to sell.
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firms behave similarly: they are willing to sell goods for any price greater
than their minimum willingness to sell or willingness to accept up to their
capacity constraints.

CHECKPOINT 8.9 Willingness to sell Explain how the supply curves in
Figure 8.16 indicate the firm’s minimum willingness to sell. How is this
similar to the demand curve as a measure of buyers’ maximum willingness
to pay? Why is the first a minimum and the second a maximum?

8.11 ECONOMIC PROFITS AND THE MARKET
SUPPLY CURVE
Just as we constructed a market demand curve by horizontally summing
individual willingness to pay demand curves in Chapter 7, the willingness-
to-sell step function in Figure 8.17 is the horizontal sum of the cost curves
for firms I, J, and K shown in Figure 8.16, along with the costs of three
additional higher-cost firms L, M, and N with their corresponding cost
curves and capacity constraints.

Figure 8.17 A stepwise willingness to sell function. The step function is the
horizontal sum of the supply curves of the firms: I, J, K, L, M, and N over the ranges
of their given capacity constraints. The firms are ordered from least cost (Firm I
with cI) to highest cost (Firm N with cN). The cost curves for firms I, J, and K are
shown in Figure 8.16. The costs of firms L, M, and N are all higher than I, J, and K.
The firms’ capacity constraints differ, as shown by the differing lengths of the
outputs they produce on the horizontal axis.
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Remember, the supply curve provides answers to the hypothetical ques-
tion: At some particular price, p, how much output will be supplied?
Figure 8.18 shows two different hypothetical prices: pA (a low price) and
pB (a higher price). The figure shows that at the lower price, pA, only three
firms have a willingness to sell (considering their costs) that is less than the
given market price.
Presuming there is sufficientmarket demand at this price (remember, the

price is just a “what–if” thought experiment), each firm will sell a quantity
equal to its capacity constraint and will sell a total number of units equal to
xI + xJ + xK = X. This makes the price and quantity sold at a in panel (a) one
point on the market supply curve: X = X(p). The other firms L, M, and N will
not produce anything.
The higher price pB, exceeds the minimum willingness to sell of two

additional firms: Firm L and Firm M with costs cL and cM. So they enter
the market, and along with other lower-cost firms they produce at their
capacity constraints (xL and xM). This means that in panel (b), point b
is another point on the market supply curve. The supply curve for the
entire market is constructed by repeating the same exercise with other

Figure 8.18 Economic profits with the step-wise supply function. In panel (a) the
price is pA and three of the firms—I, J, and K—produce at that price because the
price is greater than each of their costs, pA > cI, pA > cJ, and pA > cK meaning that
each of them makes economic profits per unit equal to the price minus their
costs. Therefore, πI = xI(pA − cI), πJ = xJ(pA − cJ) and πK = xK(pA − cK). These
profits are shown in the shaded blue area above the costs and below the price. In
panel (b) the price is pB and, following similar reasoning to the above, Firm L and
Firm M enter the market as the price is now greater than their marginal costs.
They make corresponding economic profits and the profits of the incumbent
firms’ increase. Firm N’s cost remains above the price and therefore it does not
produce any output.
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hypothetical prices. So the step function giving the willingness to supply
is itself themarket supply curve.

Economic profits, market supply, and firm entry or exit
For each unit that a firm sells at a price above its cost per unit, it receives an
economic profit, namely the difference between the price at which it sells
the good and its costs. Therefore for Firm I, when it sells at price p the
largest output it can produce is xI = xI, so its profits are πI(xI) = xI(p− cI). In
similar fashion, the other firms choose an output level and make economic
profits based on their costs, supply constraints, and the price at which they
sell their output.
The total profits at the two different prices are shown by the shaded blue

areas in Figure 8.18. Firm N does not enter the market even at the higher
price, because its economic profits would be negative, i.e. accounting
profits less than the opportunity cost of the capital goods used. Similarly, if
the price were at pB with all but Firm N supplying to the market, but then it
fell to pA, Firms M and L would cease production, as they would be making
negative economic profits.
Economic profits and losses therefore regulate whether firms enter the

market (or not, like Firm N) or cease production (like Firms M and L at the
lower price), a topic to which we return in Chapter 9.
Inmost cases we havemanymore than five firms supplying themarket so

that showing each of them separately as in Figure 8.18 would be impractical.
In Figure 8.19 we present a smoothed version of the same market supply
curve. The smoothed supply curve we show based on the previous stepwise
functions is linear, but it can have any shape as long as it is upward-rising.

CHECKPOINT 8.10 The market supply curve In Figure 8.19, why does the
market supply curve slope upwards?

8.12 PERFECT COMPETITION AMONG
PRICE-TAKING BUYERS AND SELLERS: SHARED
GAINS FROM EXCHANGE
Even before Adam Smith’sWealth of Nations, economists developedmodels
of howmarket competitionworks. Today, themost widely taught of these in
introductory economics—themodel of perfect competition—is based on the
intersection of the supply and demand curves as illustrated in Figure 8.20,

SUPPLY CURVE (MARKET) A supply curve provides the answer to the
hypothetical question: What amount will be supplied for each given price? A
market supply curve is the horizontal sum of the firms’ supply curves.
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! reminder Consumer
surplus is the difference
between a buyer’s maximum
willingness to pay and the
price they actually pay for the
good.

Figure 8.19 The smoothed market supply curve. The figure shows a smoothed
version of the stepwise function in Figure 8.17. Points a and b here correspond to
points a and b in that figure.
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Figure 8.20 Competitive equilibrium in the market for sugary drinks. In panel
(a), the intersection of the buyers’ demand curve and the sellers’ supply curve
gives the competitive equilibrium in the sugary drinks market. The intersection of
the curve provides the market-clearing price: the price at which quantity supplied
by the sellers equals quantity demanded by the buyers. The intersection is shown
by point a with quantity demanded Xa and market price pa . In panel (b), the
consumer surplus is the area shaded in green beneath the demand curve and
above the market price, pa . The economic profits are shown by the shaded area in
blue above the supply curve (the minimum willingness to sell) and the market
price, pa .
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using the sugary drinks market as an example. In panel (a) we show an
upward-rising supply curve (like the smoothed variant of the one just
derived) and a downward-sloping demand curve consistent with those
derived in Chapter 7.

A Nash equilibrium of price-taking buyers and sellers
The price and quantity given by the intersection of the two curves is the
equilibrium of what is called the perfectly competitive equilibriummodel.
This is because the hypothetical questions that we used to construct the
supply and demand curves correspond to a way that economists have
commonly represented as perfect competition. In both cases we asked the
buyer or seller to hypothetically take the prices as given, and then say how
much they would want to buy or sell assuming they could choose any such
amount that they pleased.

❯ EXAMPLE In this video
(https://tinyurl.com/y4tcdrcn)
Richard Freeman explains why
you can’t outsource
responsibility (from the CORE
project. www.core-econ.org).

Taking a price as given is called price-taking. It means not considering
different prices at which one could buy or sell.
Three things to note about price-taking:

• Price-taking is a choice of about strategies: Price-taking does not mean
that a buyer or seller cannot change the price (of course they can, a buyer
or seller can post any price they wish at which they are ready to buy or
sell); price-taking is just an assumption about the strategies that a player
in a game—a buyer or seller—considers when deciding what to do.

• Price-taking is a behavior: Price-taking may make sense in some situa-
tions but not in others. Price-taking is not an attribute of a firm or other
seller or buyer, it is a behavior that buyers and sellers may adopt as a best
response to a particular situation. So when you use the term price-taking
you should be thinking about the situation, not the person or the firm.

• Price-taking cannot be an assumption, unless it has been demonstrated
as a result, showing that taking prices as given is the best that people can
do given the strategies adopted by others.

Here is how price-taking can be a result of a model not a presupposed
assumption. From the way we constructed the market supply curve we

PERFECTLY COMPETITIVE EQUILIBRIUM In a perfectly competitive equilibrium,
supply equals demand, and neither buyers nor sellers can benefit by altering
their price or quantity.

PRICE-TAKING Price-taking is a strategy that an economic actor may follow,
taking as given the prices at which one might buy or sell.

https://www.core-econ.org
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know that if the price is pa and firms are acting as price-takers, then firms
will supply a total of Xa. From the way we constructed the market demand
curve, we know that if the price is pa and buyers are price takers, then the
total quantity demanded will be Xa.
If this is the case, then the intersection of the supply and demand curves

(point a in Figure 8.20) is a Nash equilibrium: both buyers and sellers are
best responding to the price pa that is being charged or offered by the other
side of the market.
Because supply equals demand, there are no sellers wishing to sell at that

price and unable to find buyers, and there are no buyers wishing to buy at
that price and not finding a seller. The only relevant actors, therefore, are
those transacting at the price pa.

! reminder We know that
owners of firms will find it
profitable to differentiate
their product so as to become
monopolistic competitors,
and that monopolistically
competitive firms will not act
as price-takers: they will
affect the prices at which they
sell their outputs by selecting
a level of production.

They are all best responding to the strategies of everyone else, given
the limited strategy sets available to them in this model. Remember, firms’
only choices concern prices and quantities; they do not have the option of
choosing other strategies such as product differentiation. This shows that
if the buyers and sellers are acting as price-takers, then the intersection
of the supply and demand curves—both constructed on the basis of a
hypothetical price-taking question—is aNash equilibrium: no actor could do
better by adopting a different strategy. In section 8.15 we will ask whether
being a price-taker is indeed the “best they can do” if the strategy sets
of the buyers and sellers are expanded to include such things as product
differentiation. But first let’s see how the model works.

Shared gains from trade and Pareto efficiency

HISTORY In his 1890
Principles of Economics Alfred
Marshall labeled the area
between the market-clearing
price and the supply curve as
a “producer’s surplus”
analogous to his consumer’s
surplus.7 Others have called
this the “seller’s surplus.” Like
Marshall starting from the fact
that firms differ in their costs,
we have derived a
“willingness to sell” based
market supply curve for which
at either the firm level or for
the market, the area between
the price and the supply curve
is a rent. This is because it is a
payment above the seller’s
next-best alternative which is
to not produce and sell the
good at all, or to sell it at cost.
But this is just economic
profit, so we do not introduce
Marshall’s term.

In Figure 8.20 (b), we show the consumer surplus and economic profits—the
gains from exchange or rents—which result if the price is pa.
Consumer surplus and economic profits are similar in two ways:

• They are both rents, that is utility (for consumers) and income (for firms’
owners) in excess of their next-best alternative (not buying and not
producing and selling, respectively).

• They are similar in the dimensions in which they are measured, namely,
money. This means that as long as we assume that an extra euro is worth
the same to all consumers and all owners, we can domore than add up the
surpluses received by consumers or owners. We can add the two classes
of rent together. So the area between the supply and demand curves from
the origin to however many goods are transacted is the total rent made
possible by the transactions.

There are three important characteristics about the price and quantity
at the intersection of the supply and demand curves:
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• Market clearing: Because the outcome (pa,Xa) is a point on both curves,
the amount supplied is equal to the amount demanded, so there is no
excess demand (demand greater than supply) or excess supply (supply
greater than demand).

• Price is (approximately) equal to marginal cost: To see this, remember that
costs differ among firms, but for a given firm costs are constant up to
some supply constraint. So over this range of the firm’s output, average
and marginal costs are equal. Figure 8.18 shows that at any point on the
supply function—like a or b—the price is either equal to the average and
marginal cost of the highest-cost firm producing for the market, or (as is
the case with a and b) it is between that cost and themarginal and average
cost of the lowest-cost firm that is not producing for the market.

• Total rents (consumer surplus plus economic profits) are maximized: A
consequence of the above result—that price is approximately equal to the
marginal cost of the highest-cost producer in the market—is that there
is no other price and quantity that could feasibly be transacted for which
the sum of consumer surplus and economic profits would be larger.

The last point means that the Nash equilibrium of this interaction of
price-taking buyers and sellers is Pareto efficient. Starting from the price–
quantity combination (pa,Xa) there is no alternative technically feasible
price and quantity transacted under which consumers could be made
better off without making owners worse off and conversely. The buyers
could be made better off, of course, if the price were lower, but this would
make the sellers worse off. And vice versa for a price increase.

CHECKPOINT 8.11 A price-taking Nash equilibrium Explain why at quan-
tity Xa in Figure 8.20, all buyers and sellers acting as a price taker and
transacting at the price pa is a Nash equilibrium.

8.13 THE EFFECTS OF A TAX: CONSUMER
SURPLUS, PROFITS, TAX REVENUES, AND
DEADWEIGHT LOSS
We can use the perfectly competitive model to analyze the effects that
changes in the supply curve or the demand curve have on prices and
amounts transacted, and the resulting changes in consumer surplus and
economic profits. We will illustrate this application of the model by return-
ing to the tax on sugary drinks introduced in Chapter 7.

MARKET CLEARING A market clears when the amount supplied is equal to the
amount demanded.



OUP CORRECTED PROOF – FINAL, 11/9/2021, SPi

Effects of a Tax: Consumer Surplus, Profits, Tax Revenues, and Deadweight Loss 453

As we did in Chapters 5 and 7, we will use comparative statics: compare
the Nash equilibrium after the shift in demand or supply with the status quo
Nash equilibrium or the Nash equilibrium before the change.

• The word static refers to the Nash equilibrium because at a Nash equilib-
rium there are no reasons for the actors to change what they are doing.

• The process is comparative because we compare two or more states
before and after a change.

We consider a tax that is imposed on firms producing sugary drinks at the
rate τ per liter of the drink. Figure 8.21 shows the demand curve for sugary
drinks and the supply curve prior to the tax with the Nash equilibrium price
pa and the quantity sold Xa indicated by point a, along with the respective
consumer surplus and economic profits.
When a tax is imposed, it increases the costs for each firm by the amount

of the tax per unit, τ. So, if Firm F’s cost per unit before the tax was cF, then
the cost after the imposition of the tax is cF + τ. Because the supply curve

Figure 8.21 The effects of a tax on sugary drinks. Before the tax, the total
quantity of sugary drinks sold is Xa with price pa . After the tax, the supply curve
shifts upward because of the increased cost imposed by the tax, with a
corresponding decrease in quantity demanded to Xb and a higher price pb .
Consumers and firm owners both bear some cost of the tax. With the tax, only
those firms with lower marginal costs, indicated by point d will continue to
produce and sell the sugary drinks.
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is the horizontal summation of the cost curves of each of the firms and the
cost for every firm has risen by the amount of the tax, the market supply
curve shifts upward by that amount too, as is shown in Figure 8.21. Imposing
the tax therefore reduces the amount of sugary drinks that will be produced
at any given price.
The new Nash equilibrium is point b with price pb and quantity sold Xb.

The intended effect of the tax—a reduction in the quantity consumed—is
achieved: consumption falls by the amount Xa −Xb.
From the figure we can identify the following changes:

• Consumer surplus lost. The consumer surplus which before the tax was
the areas A+C+E is now just A because fewer units are purchased and
at a higher price. In Chapter 7 we noted that the consumers of sugary
drinks tend to be poorer than average (in the US) and raised the concern
that the tax might be thought to unfairly burden them.

• Economic profits lost. But the consumers are not the only ones who have
suffered losses. The total economic profit, too, has been reduced. Before
the tax it was the area D+ F+B but because the amount sold is less and
the price minus the tax paid per unit is now lower, economic profits are
just B after the tax.

• Tax revenues and government services gained. There is now a substantial
amount of tax revenue equal to the tax times the number of units
sold, or areas C+D in the figure. These revenues support governmental
programs—education, public safety, income transfer programs for the
less well-off—that provide benefits for both consumers and owners.

• Deadweight loss. The area of the triangle E+ F is the deadweight loss
associated with the tax. The top part of it (E) is consumer surplus lost
by consumers (you already know this from Chapter 7); the lower part (F)
is the firm’s owner’s lost economic profits.

To understand why the tax creates a “deadweight loss,” think about two
contrasting effects on the total rents enjoyed in the form of consumer
surplus and economic profit:

• Redistribution of the rents: From consumers and owners on the one hand
to the government (and to those who benefit from government-financed
services); here, it is the case that what the consumers or producers lost
the government gained.

• Reduction of total rents: This is the deadweight loss triangle; and it is not a
transfer fromone group to another, it is a quantity of benefits that existed
prior to the tax that is lost.

We cannot say that the owners or consumers are worse off as a result of the
tax. The tax revenues resulting from the policy may finance public policies
that confer benefits on both groups that more than offset the rents that
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they lost either in transfers to the government or as deadweight losses. And
all of those affected by the tax may benefit from the reduction in illnesses
related to the overconsumption of sugar and the costs that these inflict
on family members, taxpayers and others, including the elevated cost of
insurance for the entire population associated with these illnesses.

CHECKPOINT 8.12 Consumer surplus Explain the meaning of each of the
colored and lettered areas in Figure 8.21, starting with the situation before
the tax and then looking at the post-tax situation.

8.14 APPLICATION: THE DISTRIBUTIONAL
IMPACT OF PUBLIC POLICIES—RENT CONTROL
We have illustrated the supply and demand model by the tax on sugary
drinks that would internalize the external effects of the actions that people
take, therebymitigating a coordination failure. But the samemodel can also
be used to study a policy that is motivated by concerns about the unfairness
of the distribution of wealth or income.
Rent control is a legally binding limit on the rents that landlords can

charge tenants. Landlords (owners of housing that is rented out) are typi-
callymuchwealthier than the people they rent to. Rent control is advocated
as a way to redistribute income from the landlords to the tenants. Adequate
housing is also considered by many to be a merit good, one like access to
healthcare, education, voting, and fair trials that on moral grounds should
be available to all irrespective of their income. This is a second reason
commonly proposed in support of rent control. Rent control laws are
common in some major US cities, including Los Angeles, San Francisco,
New York, and Washington DC. Rent control is typically bundled with
restrictions on the conditions under which a landlord can evict a tenant.
In other counties residential rents are also regulated by governments. In
Germany, for example, there are legal restrictions on rent increases in
excess of the rate of inflation (so that the real value of rents varies little
over time).
Rent control has similar economic logic to the minimumwage: it seeks to

improve the economic conditions of less well-off people (renters, low-wage
workers) by imposing a price (a lower rent, a higher wage) that favors their

RENT CONTROL A policy regulating the rent that a landlord can charge, most
commonly limiting the size of a rent increase that is permitted.

MERIT GOOD A merit good is one that it is thought on moral grounds should be
available to all irrespective of their income.
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interests. As with the minimumwage example we use in Chapter 11, a policy
change like rent control produces winners and losers.
In 1994 San Francisco voters approved rent control on rental housing built

before 1980. Landlords responded by demolishing older rental structures
and building new rental housing that was exempt from controls. Many
offered their tenants large sums of money to vacate their apartments. The
vacated apartments could then be converted to owner-occupied condo-
miniums, which were also not covered by the new law.
By comparing what happened in otherwise similar rental units built

before and after this key date, researchers were able to assess the impact
of the rent control policy. The gains to tenants in the apartments affected
by rent control were substantial, averaging between $2,300 and $6,600
per year, and totaling $214 million annually.8

! reminder The term “rent”
in economics has two uses. It
commonly refers to the
payment for the temporary
use of some piece of property
such as a tenant pays to her
landlord. But it is also used
more generally as the amount
of utility, profit, or other
benefit that a person receives
in excess of their next-best
alternative. The two uses are
bound to be confusing when
thinking about the housing
market, so we will use the
expression “economic rent”
for the second use of the
term.

But the reduction in the supply of rental housing resulted in a city-wide
average increase in rent of 5 percent. So, among the losers, in addition to
landlords, were those who were renting units not covered by the new law.

The rental housing market: Renters’ surplus and landlords’
economic profit
We can use the model of supply and demand to study the impact of rent
control. Recall that in Chapter 7 the supply and demand model allowed us
to identify two components of the gains from trade:

• Consumer surplus: because for most buyers their willingness to pay
exceeded the price they paid.

• Economic profit: because the price at which a good is sold exceeds the
marginal cost of its production, contributing to the profits of the owners
of the firms producing the good.

Here we adapt those concepts to the rental market, so that we now have:

• renters’ surplus arising from the fact that for most renters their willing-
ness to pay for their apartment exceeds the rent they actually pay (similar
to consumers’ surplus); and

• landlords’ economic profit, which exists because the rent that most land-
lords receive exceeds the marginal cost of providing a unit of housing to
the market.

Figure 8.22 illustrates these concepts at the equilibrium of a hypothetical
rental market. To make sense of the model assume that there are two
classes of people in a city: landlords and renters. Renters considerably
outnumber landlords, which in a democracy gives them the possibility of
passing legislation limiting the rents that landlords can charge.
The horizontal axis is the number of units of housing. To simplify we

assume all housing units are identical in quality and that landlords are
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Figure 8.22 A model of supply and demand for housing with rent control. A price
control lowers the price of housing from pB to pR and results in excess demand
(XE −XR). Renters obtain renters’ surplus (consumer surplus) that is greater than
they previously had at a higher price. Landlords have a lower economic profit than
before the rent control. As a consequence of the rent control there is lost
consumer surplus and economic profit, that is, deadweight loss. The deadweight
loss is similar to the deadweight loss of taxes that we considered in Chapter 7 and
earlier in this chapter in section 8.13. To make this figure we used the following
data: Demand: p(X) = 3667− 10

3
X. Supply: p(X) = 334+ 10

3
X.
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(b) Housing market with rent control

unable to charge different rents to different people. So there will be just a
single rental price, which is measured on the vertical axis. The supply curve
tells you, for any given rent, how many units of housing will be offered. A
higher price will bring more units onto the market even in the short run as
landlords findways of converting unused space into apartments. In the long
run, higher rentals will raise the profitability of owning rental apartments
and stimulate new construction.
The demand curve provides the answer to the question: If the rental price

is p, how many units of housing will be demanded? At a lower rent, more
units are demanded, as more people choose to live in the city, or not to live
with their parents or with roommates.

Rent control reduces total benefits from exchange and
rearranges who gets it
The introduction of the rent control reduces the rental price to pr. The
landlords respond by supplying fewer units, reducing the number available
to XR. With fewer units being rented, notice that the willingness to pay of
the “least willing” renter (the height of the demand curve at XR) exceeds the
marginal cost of putting additional units on the market. Therefore, there
are people who would have been willing to rent units beyond the XR, being
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offered at a price exceeding the marginal cost. So the demand for rent-
controlled housing exceeds the supply of rent-controlled housing. Rent
control has two effects:

• Redistribution to renters: A portion of what was before the landlords’
economic profit, is nowpart of the renters’ surplus. This was the intended
effect of the policy.

• Reduction of the total of the renters’ surplus plus landlords’ economic
profit: The deadweight loss (foregone gains from trade) resulting from
the reduced supply of rental housing under rent control is partly lost
by renters (the top triangle of the deadweight loss space) and partly by
landlords (the bottom triangle).

The net effect of these two changes is that landlords definitely lost. Their
economic profit is less than before for two reasons: first, they experienced
some of the deadweight loss (Area E); second, they lost some of what was
before their share of the total gains from trade to the renters (Area C).
Evaluating the effect on the renters is more complicated. Like the land-

lords, renters experienced somedeadweight loss, but they also gained some
of what was previously landlords’ surplus. Their net gain is area C minus
area D.
In Figure 8.22 the surplus gained at the expense of the landlords is

greater than the deadweight loss experienced by the renters. So, the policy
benefited them, as intended, even though it reduced the supply of housing.
Rent control is a way of dividing up a smaller pie, with a larger slice going
to the renters. Because the pie is smaller as a result of the deadweight loss
(Areas D plus E), the loss by the landlords (Areas E plus C) must be greater
than the surplus gained by the renters (Areas C plus D).
Not only is the pie smaller, but a different supply curve (a flatter one)

would have shown that rent control hurt the less well-off, the renters as a
group, rather than helping them as it did in this example. The costs inflicted
on the renters in the form of deadweight loss could have exceeded the gains
they made by capturing some of what previously had been the landlords’
surplus.

CHECKPOINT 8.13 Distribution of surplus under rent control Using a
diagram similar to Figure 8.22, sketch supply and demand curves such that
the costs experienced by renters (their “share” of the deadweight loss) will
exceed the gains made possible by the fact that renters get a larger share
of the total gains from trade.

Is there a better way to help the less well-off? A bargain
between renters and landlords
Is there a better way to help the less well-off? Suppose the renters have
joined an organization to promote their interests, and the president of the
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Renters’ Association sits down for a talk with the head of the Landlords’
Association.
Because it was she who had asked for the meeting, the renter’s represen-

tative starts off: “We are willing to vote to rescind the rent control if you
and your landlord pals will simply transfer somemoney to us so that we are
as well-off or better than we are under rent control.”
“Howmuchwould you need?” is his reply. She simply hands him Table 8.4.
From Table 8.4 you can see that if the landlords transferred $137.5

million per month to the renters, the renters would be as well-off as they
would be under rent control, and the landlords would be much better off
(paying $137.5 million directly to the renters is better than losing a total of
$212.5 million in lower rents and deadweight losses). Buying off the renters
by paying them directly (rather than enduring the losses imposed by rent
control) would strike the landlords’ representative as a bargain. Of course,
the president of the renters groupwould be quick to point out that were the
landlords to transfer $212.5 million to the renters, then the landlords would
be no worse off than they were under the rent control, and the renters
much better off (getting a transfer of $212.5 million beats the net benefits
to the renters from lower rents but on a reduced number of apartments
rented).
The two might then bargain and agree on some intermediate amount,

under which both landlords and renters would be better off.

HISTORY This kind of
bargain is an example of what
is called a “Coasean bargain”
named for Ronald Coase
(1910–2013) who proposed
exactly these kinds of
bargains between people in
cases where one imposes a
negative external effect on
the other. He showed that
decentralized bargains
between people can achieve
Pareto improvements over the
status quo outcome. Coase
won a Nobel Prize in
Economics in 1991 for his work
on external effects,
transaction cost, and
organizational structure. We
explore Coasean bargaining in
great depth in Chapter 14.

This episode of course is fanciful. It is difficult of think of how the
transfers from landlords to renters could take place in any practical way.
But it underlines an important objective: if possible, policies to grant a
larger slice of the pie to the less well-off should be designed to make the
pie larger or at least not make it smaller.

Weighing the gains and losses to different groups in society
The fact that in the case of rent control, the landlords’ losses must exceed
the surplus gained by renters is not a reason to oppose the policy: remem-
ber, the rent control policy was intended to help the renters, and it did.

Table 8.4 Monthly gains and losses compared to the no rent control market equilibrium. Entries in the
table are based on Figure 8.22, with pB = $2,000, pR = $1,500, XB = 500, XR = 350, and XE = 650.

Landlord and renter economic surplus gains or losses Area in Figure 8.22 Amount ($ m.)

Previously landlord economic rent, now renter surplus C 175
Landlords’ share of deadweight loss E 37.5
Renters’ share of deadweight loss D 37.5
Landlord loss C + E 212.5
Renter net gains C − D 137.5
Net loss D + E 75
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Policies to redistribute income are often advocated on the grounds
that providing additional income to one group (typically less well-off) is
more highly valued by the policymaker or the electorate than the incomes
lost by some other (typically higher-income) group. The basic idea here
was introduced in Chapter 3 when we considered the difference between
cardinal and ordinal utility.
Placing a greater weight on the gains of the renters than on the losses

of the landlords can be done if the utility of people can be compared. In
this case, the policymaker might conclude that the needs that will be more
likely to be met by the renter family—more adequate housing, for example—
are more important than the reduction in spending—perhaps on a vacation
home—that the better off landlord will experience.

✓ FACT CHECK The data in
Figure 15.14 in Chapter 15
shows that many countries
have found ways to give a
larger slice of the pie to the
less well-off while also
growing the pie. Compare the
US, France, and Italy to
Germany, Norway, and
Finland. We can see that
Germany, Norway, and Finland
have enjoyed both faster
growth in average incomes
and a larger share of income
going to the less well-off (they
are less unequal than the US,
France, and Italy).

Going back to Table 8.4, you can see that if we placed a value on the
gains by the renters that is four times the value placed on the costs to the
landlords then the gains to the renters are (4 × 137.5 million) 550 million.
These gains greatly outweigh the costs to the landlords of 212.5 million.
When we compare the gains and losses made to particular people or

members of groups, we necessarily make value judgments, that is, we make
judgments based on moral or ethical values. This is clear when we are
evaluating the dollar gains of the renters as ethically ‘more important’ than
the dollar losses of the landlords. But the point applies with equal force
when we simply treat all of the dollar gains and losses as equivalent: that is
also an ethical judgment.

M-NOTE 8.8 Valuing gains and losses differently across groups

One way to value the gains or losses of different groups is to express these
values as statements about the marginal utility of income to each of these
groups. A higher value placed on income gained by the poor would be to say
that their marginal utility of income is higher.
To do this you might specify some cardinal utility function relating the well-

being of person i to their income as follows:

Utility function: ui = u(yi) = α ln(yi)

where α is a positive constant and yi is the individual’s income. Then
(differentiating this utility function with respect to y and recalling that the
derivative of lny with respect to y is just 1/y) we see that:

Marginal utility of person i: = 𝜕u
𝜕yi

= α
yi

(8.46)

If all members of the population have the same utility function (though their
incomes differ) then Equation 8.46 means that the marginal utility in income
of someone with an income of $50,000 is four times as great as the person
with $200,000 in income.
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CHECKPOINT 8.14 Valuing the losses and benefits of rent control Imag-
ine you are a policymaker considering imposing the rent control whose
distributional effects are shown in Table 8.4. You place a higher value on
the gains to the renters than on the losses to the landlords, because you
wish to raise the living standards of the less well-off (the renters) even at
a cost to those who are better off (the landlords). You just saw that if your
value on the gains to the renters is four times your value on the losses to
the landlords, then the benefits of the policy exceed the cost.
What is the smallest value placed on the gains of the renters that would

make the benefits of the policy exceed the costs?

8.15 PERFECT COMPETITION AMONG
PRICE-TAKERS: AN ASSESSMENT
As is the case with any model, the usefulness of the perfectly competitive
Nash equilibrium of price-taking buyers and sellers depends on the insights
it can generate despite not being an exact representation of the empirical
problem at hand. For example, while consumers of sugary drinks are price-
takers, that assumption does not apply to some of the producers. Just two
firms—Coke and Pepsi—in 2020 accounted for well over two-thirds of the
carbonated soft drinks sold in the US. They are effectively price-making
duopolists or at best oligopolists, not price-takers.
But, to take our example, maybe themodel captured enough of the reality

of the market for sugary drinks to be a useful tool of analysis. Contrasting
two Nash equilibria of a market with price-taking buyers and sellers using
the comparative static method provided a simple way of identifying and
adding up some of the gains and losses associated with the tax on sugary
drinks, even if it was far from a complete picture.
Stepping back from the sugary drinks market to the analysis of market

competition in general, there are four conditions under which the Nash
equilibrium of price-taking buyers and sellers would be a plausiblemodel:

• Standardized products: firms produce a product that is indistinguishable
or barely so from that of its competitors.

• Limited barriers to entry: there are a sufficient number of competitors so
that no firm or other actor can affect the price in its favor by altering the
amount that it buys or sells.

HISTORY Today, when
people think about
economics, the first thing that
comes to mind is “supply and
demand.” But in the middle of
the last century, in the most
famous economics textbook
ever, the topic “Determination
of price by supply and
demand” was put off until
p. 447. Exactly ten pages later,
the author, Paul Samuelson,
wrote: “This is all there is to
the doctrine of supply and
demand. All that is left to do is
to point out some of the cases
to which it can be applied and
some to which it cannot.”9

• Rising or supply constrained average cost curves: remember that if the
average cost curve is decreasing, the supply curve does not exist.

PRICE-MAKING Price-making is a strategy that an economic actor may follow,
altering the price at which they offer to buy or sell, or altering the level of output
in ways that change the price at which they can transact.



OUP CORRECTED PROOF – FINAL, 11/9/2021, SPi

462 Supply: Firms’ Costs, Output, and Profit

• Market equilibrium with market clearing: so that the intersection of
the supply and demand curves approximates the real situation we are
studying.

The first two conditions—standardized products and price-taking by
buyers and sellers—define what competition means in the “perfect” sense.
But the third and fourth conditions—rising cost curves andmarket-clearing
equilibria—are equally essential to make the model work.
To evaluate this theory we can use two types of standards:

• Is it coherent: does it make sense internally? Or, for example, are its
assumptions contradictory?

• Does the model and the predictions based on it correspond to the reality
it is designed to describe?

Is the perfectly competitive model coherent? We have shown that if
buyers and sellers act as price-takers then the intersection of the supply
and demand curves is a Nash equilibrium. But we now have to ask: Is acting
as a price-taker a Nash equilibrium? Does the perfectly competitive model
arbitrarily limit the strategies that buyers and sellers can follow? Is price-
taking the best a buyer or seller can do?
We have already seen that to reduce the price elasticity of demand and

thereby to raise profits, firmswill seek to differentiate their products and to
limit entry of firms to themarkets inwhich they sell. If they are successful in
raising barriers and differentiating their products they will be able to profit
frombeing price-makers. In this case the assumption of profitmaximization
and price-taking are contradictory. So price-taking is not “doing the best
they can” and cannot be part of the Nash equilibrium. In cases where this is
true, the perfectly competitive model is incoherent.
There is a second source of incoherence in the model: the price-taking

assumption makes it impossible to explain how a market would reach an
equilibrium if it were not initially at the intersection of the supply and
demand curves. If at the current price supply exceeds demand, for example,
then some of the actorsmust lower the price at which they offer to transact.
This is the common-sense explanation of how the market reaches an
equilibrium. But if buyers and sellers are price-takers, then they cannot
change their prices. We return to this problem in Chapters 9 and 14 where
we explain how dropping the price-taking assumption can address this
problem.
Does themodel and its predictions correspond to the reality that it claims

to describe? Models are useful because they do not correspond to all of the
complexities of real economic problems. So this is a question about where
the model applies sufficiently to be useful and where it does not. While

✓ FACT CHECK The
ingredients and recipe by
which Coke is made is a
legally protected trade secret;
and the company also has a
government enforced
monopoly on the trademark
Coca Cola (and Coke).

we gain important insights about the sugary drinks market from the model
of perfect competition—despite the hugemarket shares of Coke and Pepsi—
there are othermarkets in which themodel will be substantially misleading.
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We will see in Chapters 11 and 12 that neither the assumption of price-
taking nor the condition that markets clear corresponds to the reality
of some of the most important markets of a modern capitalist economy.
Examples include the credit market (where banks set interest rates and the
demand for loans typically exceeds the supply) and the labor market (where
employers set wages and the demand for labor typically falls short of the
supply, meaning that people are unemployed). In Chapter 9 we will see
that barriers to entry can be sufficient so that price-making strategies for
selling goods and services best characterize a substantial part of modern
economies.
There are other limitations of the perfectly competitive model. We have

shown that the Nash equilibrium is Pareto efficient by restricting our
analysis to consumers and their surplus and owners and their profits.
But there will be others affected by the production and consumption of
the goods or services in question who are not considered in showing that
the price-taking competitive equilibrium is Pareto efficient. These external
effects concern:

• those who produced the goods;

• those affected by the external environmental effects of the goods pro-
duction; and

• others affected by the external effects of the good’s consumption (think of
the health impacts of sugary drinks and their effects on family members
and taxpayers).

So our statement that the perfectly competitive equilibrium is Pareto
efficient is based on a useful but incomplete model. We will consider these
and other external effects in Chapter 14.
None of these limitations means that the model is “wrong” or cannot

be insightful in answering some questions. But they do suggest that the
domain over which the model of perfect competition applies in the real
economy is somewhat restricted.

CHECKPOINT 8.15 Perfect competition: Pro and con For each of the
following products give reasons why the perfect competitive model would
or would not be an appropriate analytical tool: Pharmaceuticals, streaming
music, restaurants, barbers or hairdressers, private tutors (e.g., in math or
language training).

8.16 TWO BENCHMARK MODELS OF THE
PROFIT-MAXIMIZING FIRM: PRICE-TAKERS AND
PRICE-MAKERS
The domains for which the price-taking model is of limited applicability—
markets with substantial barriers to entry, labormarkets, credit markets for
example—are all interactions in which some form of price-making figures
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prominently in the profit-maximization strategies of firms. Here we bring
togetherwhat you have learned about price-taking and price-making firms.
The price-taking owners of firms take the market price as given in

choosing an output level tomaximize profits. The size of firms in this model
is limited by the fact thatmarginal costs are assumed to risewith increasing
levels of output and will exceed average costs because average costs are
(after some level of output) rising with increased output. As a result, for
any given price, firms will expand up to the point that price equals marginal
cost, but no further. Higher levels of output would reduce profits.
As you have learned, the model does not apply to cases in which average

costs declinewith increased output or are even constant as output expands.
In these cases, if instead the price exceeds average costs, then the firm will
want to grow without limit.
A downward-sloping average cost curve (like the cost curves in Fig-

ure 8.15) raises two problems for the theory:

• If the firm grows without limit, then we have to question the assumption
that all firms are small relative to the size of the market so that the
decisions the owners of firms make will not affect the market price. A
consequence is that the process of competition itself may destroy the
conditions under which a large number of small firms could compete.

• Price cannot be equal to marginal cost because average cost (at any
level of output) exceeds marginal cost, so firms that set p =mc would
eventually go out of business. A consequence, we will see in the next
chapter, is that the resulting prices and quantities will not be Pareto
efficient.

An alternative benchmark model accepts the evidence that long-run
average cost curves are flat or even downward-sloping and explains why
firms do not grow without limit by the fact that firm sales are constrained
by a downward-sloping demand curve. Demand curves slope downward
because, in practice, many firms have a limited number of competitors
selling the same product that they are producing and the absence of close
substitutes—a Honda is not a Ford.
The two benchmark models—perfect competition and monopolistic

competition—are illustrated in Figure 8.23. For the monopolistically
competitive firm, on the right, the downward-sloping demand curve
replaces the upward-rising marginal cost curve as the limit on firm growth.
The flat cost curve replaces the flat demand curve as a part of the model
facilitating firm growth. Under these conditions, firms will not grow
without limit.
So the downward-sloping demand curve allows us to reconcile flat or

downward-sloping cost curves with a limit on firm size.
But by accepting the monopolistic competition model as a benchmark,

one has to give up the result that, in equilibrium, the price will be equal
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Figure 8.23 The perfectly competitive firm and the monopolistically competitive
firm: two benchmark models. In the perfectly competitive model, the firm’s
demand (not the demand for the entire market) is flat and marginal costs are
rising. Price equals marginal cost at the profit maximum and the firm makes no
economic profit (p =mr =mc, therefore π = 0). In our monopolistically
competitive alternative model, costs are flat, demand is downward-sloping, and
the profit maximum is where mrs =mrt (the isoprofit curve is tangent to the
demand curve at point h) or, what is the same thing, mr =mc at xm with price
pm > c. The firm makes positive economic profits because pm − c > 0.

x

p

Total costs

Quantity, x

Pr
ic

e,
 re

ve
nu

e,
 a

nd
 c

os
ts

, (
$)

ar = mr = p

ac(x)

mc(x)

Profit maximum at
mr = mc

(a) Perfectly competitive firm

xm p
2

p

c

pm

p

Quantity, x

Pr
ic

e,
 re

ve
nu

e,
 a

nd
 c

os
ts

, (
$)

ac = mc = c

p(x)mr(x)
Total costs

Economic
profit

i

h

Profit maximum at
mr = mc

(b) Monopolistically competitive firm

to marginal cost. This will be important when we consider the relationship
betweenmarket competition and the efficiency of the resulting allocations.
Which of the two models is best to use depends on the question that you

would like the model to help you answer.
For both reasons, the model of monopolistic competition would seem to

be a better representation of the sugary drinks market. We will study the
process of competition among large firms in the next chapter.

CHECKPOINT 8.16 Two benchmark models In Figure 8.23 explain what
limits the growth of the firm in the two cases (panels (a) and (b)).

8.17 APPLICATION: THE DYNAMICS OF FIRM
GROWTH AND THE SURVIVAL OF COMPETITION
The downward-sloping demand curve can place a limit on firm growth, but
other factors may work in favor of continuing growth in size, especially of
large firms. These include:

• Radically declining average costs as occur in the production and sale
of knowledge-intensive products such as software and pharmaceuticals
where “first-copy costs” (c0 in our cost function) are substantial while
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marginal costs are effectively zero. These costs are for the “first copy”—
of the drug, of the app, or another piece of software—because every copy
beyond the first has a marginal cost of close to zero.

• Demand-side increasing returns introduced in Chapter 7, in which the
willingness to pay (or to endure advertising) is greater for the one-
millionth member of a network than it is the first hundred and

• Learning-by-doing which gives advantages to incumbent firms with a
larger amount of cumulative sales as the example in Chapter 6 of theM20
armored truck during World War II showed.

This brings us to the question: If successful firms grow, taking over a
largermarket share, thenwhy doesn’t the number of firms in a givenmarket
shrink, reducing the level of competition?

✓ FACT CHECK The last few
decades have witnessed
spectacular growth in some
firms. In 2020 for example,
Walmart employed over two
million people worldwide, and
in the US about half of all
employees work in firms with
more than 500 workers.
Between 1988 and 2012, the
average firm size in the US
grew modestly from around 18
employees to a bit over 20.10

To provide a possible answer, a completely different set of models of firm
size and competition has been proposed, inspired by biological models of
competition for fitness in the natural world. In these “life history” models,
firms are born, grow, and die, so the size of any firm in existence is typically
growing. But they do not grow without limit (they die) due to influences
such as bad luck or mismanagement that are not directly related to prices
and average costs.
Think about a similar but simpler question. Why is the average age of

many populations constant despite the fact that every member of the
population is getting older? The answer is that those leaving the population
are older than those being born into it.
A similar possible explanation for why the average firm size could stay

constant even if some firms grow perpetually may be that when firms
die, they are replaced on average by one or more smaller firms. So, con-
stant growth of surviving firms can be consistent with a constant average
firm size.
To see how this could work, let us say that there is a firm i whose size,

by some measure, say sales or employment, is sit at time t. Firm i grows in
size at the percentage rate, gs > 0. Firm i’s size in the next period (time t+ 1)
would therefore be:

sit+1 = (1+ gs)sit (8.47)

We consider a constant number, n, of firms in the industry and the average
size of a firm at time t is st. Next, suppose that in every time period,
as a result of competition with other firms, each of the n firms dies
with a probability f (it fails). Firm deaths may occur because owners or
managers make strategic errors, or conditions change (new technologies,
new competitors). Where there is substantial competition among firms,
then these and other adverse events will result in the failure of the firm.
Where competition is weak, firms can endure a great many of these events
before finally dying.
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Once dead, a firm is replaced by a firm of size s < s. In other words, the
new firm is smaller than the average firm size in the industry.
We can then find values of the growth rate of firms gs, the size of new

firms s and the “mortality rate” of firms f such that there is some average
firm size that does not change even if all of the surviving firms grow at the
rate of gs. In other words, we can find a set of values (gs,s, f) for which
st+1 = st.
To see this, we say the weighted average firm size in t+ 1, that is, (st+1), is

composed of the following:

• the increased size of all surviving firms, (1+ gS)st multiplied by the prob-
ability that the firms survived, (1− f);

• plus the probability that a firm did not survive (it failed), f multiplied by
the size of the average replacement firm, s

Putting these terms together we find the weighted average firm size:

st+1 = (1− f)(1+ gs)st + fs (8.48)

To find the conditions under which firm size could be unchanging from
period to period, we equate the average firm size in time t and t+ 1. That is,
we find the common value of st = st+1 = s satisfying the equations:

st+1 = (1− f)(1+ gs)st + fs = st (8.49)

Using this constant value, s, and dropping the time subscripts, we can
simplify the above to get:

M-CHECK The dynamic
process of firm growth, death,
and replacement will yield an
equilibrium positive firm size
as long as the rate of firm
growth gs is not too large
relative to the rate of failure,
that is as long as gs < f

(1−f)
. If

gs > f

(1−f)
or what is the same

thing gs(1− f) > f, then in
Figure 8.24 the slope of the
firm growth effect (the former
expression) line exceeds the
slope of the firm death effect
line so the two lines do not
intersect and firms will grow
to infinite size.

gss(1− f)⏟⎵⏟⎵⏟
firm growth effect

= f(s− s)⏟⎵⏟⎵⏟
firm death effect

(8.50)

The above equation gives us a condition such that the average firm size
will not change despite the growth of surviving firms. The average firm size
will be constant if its growth caused by firms surviving with probability
(1− f) and growing at the percentage rate gs (the left side of the equation) is
offset by the shrinkage in firm size caused by firms dying with probability f
and being replaced by firms that are on average smaller by the amount s− s
(the right side of the equation).
The resulting constant firm size can then be found by solving Equa-

tion 8.50 for st as is illustrated by point b in Figure 8.24 where the equations
for the firm growth effect and firm death effect intersect:

sb =
sf

f− gs(1− f) (8.51)

At a lower level of the average firm size, sa < sb, the firm growth effect (ga)
exceeds the firm death effect (da′ ). The reason is that the average size of
firms is small, so that when a failed firm is replaced by a new firm, the
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Figure 8.24 Constant average firm size with every firm growing in size. In panel
(a), the average firm size is sb . This occurs when the firm death effect f(s− s) is
just equal to the firm growth effect s(1− f)gs at point b. The second panel shows
that with a more rapid growth of existing firms (growth rate increasing from gs1 to
gs2), the constant firm size would increase from sb to se at point e.
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resulting decrease in average firm size (the firm death effect) is small. As
a result firms will growmore quickly than they die or shrink, until point b.
At a higher average firm size sc > sb the replacement of failed firms by

smaller firms will have greater force because the difference between the
average firm size and the size of the replacement firms is larger. As a result
the firm death effect shrinking average size (dc′ ) will exceed the growth
effect (gc). So average firm size will shrink down to sb.
Recalling that we take f as one measure of the degree of competition it

follows that the average size of firms will be greater when competition is
less (corresponding to a lower f). The average size of the firm will also be
greater if firm growth is greater, as is shown by the higher firm growth line
in Figure 8.24 (b), or if the size of the replacement firm is greater. (The latter
would be the case if barriers to entry are greater for smaller firms.)
The model could be extended to take account of the possibility (sug-

gested by recent evidence from the US) that firm growth is greater for large
firms or that smaller firms are more likely to fail. Additionally, if firms fail by
merging with a larger firm, then there is no smaller “replacement firm.” All
of these possibilities make the puzzle of constant firm size more difficult to
reconcile with surviving firms growing.
Economists will continue seeking models in which both competition and

the advantages of large-scale production play an important role. The bio-
logically inspired “life history” models of the firm allow for both economies
of scale and the enduring importance of competition. Whether they will
prove insightful for the analysis of firm behavior in other respects remains
to be seen.
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CHECKPOINT 8.17 The birth and death of firms Using Figure 8.24, explain
the effect on the constant average firm size of

a. an increase in the size of the replacement firms s, and

b. an increase in the degree of competition among firms (higher value of f)

8.18 CONCLUSION
We began Part II of this book in Chapter 6 with an explanation of how
economies of scale (along with learning-by-doing) lead to specialization by
task and product, and how the resulting division of labor requires a method
of distributing goods from the specialist producers to the generalist end
user. Markets play an essential role in coordinating this production and
distribution process.
Economics has demonstrated that for those goods and services where

conditions approximating perfect competition exist, and, where environ-
mental or other external effects are absent or small, markets can perform
this task reasonably well, at least by comparison to alternatives such as
centralized allocation of goods and services by governments.
But the factors that make specialization so beneficial—economies of scale

and learning-by-doing—may also be inconsistent with the price-taking
model of competition that is the basis for economists thinking that markets
do a good job.We turn, then, tomodels of how firms compete that aremore
consistent with what is known empirically about modern economies.

MAKING CONNECTIONS
Profit maximization using feasible sets and indifference curves: The own-
er’s choice of price and output level is another constrained optimization
problem, with the demand curve as the frontier of the feasible set and the
owner’s objectives summarized by a set of isoprofit curves.

Consumer surplus, economic profits, and mutual gains from exchange: Both
consumers and firms’ owners will typically receive rents arising from the
production and sale of goods.

Restricting output and hiring: A larger slice of a smaller pie: The firm fac-
ing a downward-sloping demand curve will increase its profits by restricting
hiring and sales so as to sustain higher prices; the firm’s customers and would-
be employees do less well as a result.
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Economics as an empirical science: Our models are informed by evidence;
for example that average costs are not greater (and may be less) at higher
levels of output, and that intellectual property rights and other barriers to
entry can result in substantial price markups over cost.

Two contrasting benchmark models: (a) firms that face a flat demand curve
and are constrained by rising costs and (b) monopolistic competitors with flat
cost curves and are constrained by a downward-sloping demand curve.

Public policy: The supply and demand model of price-taking buyers and
sellers on competitive markets illuminates the effects on consumers, owners,
and others of a tax on sugary drinks and rent control.

Learning-by-doing, the survival of competition, and dynamic analysis: The
declining cost of the M20 armored car during World War II and of solar panels
recently along with the model of how average firm size might remain constant
even if all firms are growing are examples of a dynamic analysis, looking at how
something changes over time rather than comparing the equilibrium before
and after some exogenous change, as in comparative static analysis.

IMPORTANT IDEAS
total cost average cost merit good

fixed cost falling average cost mrs =mrt rule

accounting cost and profit economic cost and profit monopolistic competition

revenue average revenue marginal revenue

profit maximization marginal cost mr =mc rule

price markup over cost barriers to entry perfect competition

consumer surplus economic profit deadweight loss

price-takers/price-makers market dynamics tax

estimates of cost curves firm size birth and death of firms

interpersonally comparable utility rent control cardinal utility

landlords’ economic profit Coasean bargaining renters’ surplus

markup markup ratio price elasticity of demand
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MATHEMATICAL NOTATION
Notation Interpretation

x output of a firm

X market output of a good

p price of a unit of output

al, ak minimum labor and capital goods to produce
a unit of output

c total costs of production

w wage

pk price of capital good

ρ opportunity cost of capital

ck total cost of a capital good

r(x) total revenue function

π economic profits

rA,rE accounting profit rate, economic profit rate

−β slope of the demand function

η elasticity of market demand with respect to price

μ markup ratio over costs of production

τ per unit tax

s firm size

gs growth rate of firm size

s average size of a firm entering to the market

f probability of failure (“death”) of a firm

s average firm size

Note on superscripts and subscripts: c: competitive market; t: time period; l:
hours of labor, k: amount of capital goods.



CHAPTER

9 COMPETITION,
RENT-SEEKING, AND
MARKET EQUILIBRATION

[A]ccording to Dr. Johnson [an eighteenth-century dictionary compiler], competition is
“the action of endeavouring to gain what another endeavours to gain at the same time.”
Now, how many of the devices adopted in ordinary life to that end would still be open to
a seller in a market in which so-called “perfect competition” prevails? I believe that the
answer is exactly none. Advertising, undercutting, and improving (“differentiating”) the
goods or services produced are all excluded by definition—“perfect” competition means
indeed the absence of all competitive activities.

Friedrich Hayek,
“The Meaning of Competition” (1948)1

DOING ECONOMICS

This chapter will enable you to do the following:

• Understand competition as a strategic process among firms, actively rent-seeking through
price-making, choice of output, advertising, innovation, product differentiation, andmore.

• See why (except under special conditions) the “price equals marginal cost” condition for
Pareto efficiency of the level of output will not be a Nash equilibrium.

• Explain how perfect price discrimination, like perfect competition, is an abstract ideal
model illustrating conditions under which price would equal marginal cost.

• Show how the prices, quantities sold, the price markup over costs, economic profits, and
consumer surplus vary with the extent of competition in a market.

• Explain how barriers to entry restrict competition among firms, increase deadweight
inefficiency, and raise owners’ profits while reducing customers’ consumer surplus.

• Understand how rent-seeking by buyers and sellers may equilibrate supply and demand.

• See how the forces of supply and demand work by altering the fallback positions of buyers
and sellers.
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9.1 INTRODUCTION: “STAY HUNGRY, STAY
FOOLISH”
The year 1890 was a big one for computers. It was the year that Herman
Hollerith, frustrated with the eight years it took to tabulate the 1880 US
census, decided to introduce punch cards into data collection and entry
processes for the census. It took one year rather than eight to tabulate
the 1890 census, a massive improvement in productive efficiency, that
heralded a revolution that would echo through the twentieth and twenty-
first centuries.
Charles Flint, recognizing the genius of Hollerith’s system, bought out

Hollerith’s company and, merging it with several of his own companies,
created the company that became, in 1924, the International Business
Machines company (IBM). For decades, IBM was at the forefront of com-
puting innovation, providing large machines to companies, governments,
and universities; and raking in huge profits as a result.

Figure 9.1 An Apple
Macintosh Classic introduced
in 1990.
Photo by Bombaert Patrick/Alamy
Stock Photo.

But IBM, like its competitors, didn’t see the coming wave of the personal
computing industry and the dominance of software companies. It took
other innovators—Bill Gates and Paul Allen of Microsoft, Steve Jobs and
Stephen Wozniak of Apple, among others—to see the potential that a
personal computing machine would have in the everyday lives of people
around the world.
Even Steve Jobs—famous for advising Stanford University’s graduating

class in 2005 to “stay hungry, stay foolish”—could not keep up with the pace
of things.2 It took him and others a couple of decades after the invention of
the personal computer to see the potential for personal musical devices—
the iPod—and to design a smartphone—the iPhone. The iPhone would go
on to dislodge the giants of the cell phone industry, Nokia and Research in
Motion (the manufacturer of the Blackberry).
Big, near-monopolistic, profitable, and established firms did not foresee

the coming changes to their industries. The story of IBM echoes within
and across industries. Kodak, a once-dominant firm in the photography
industry, failed to develop its own digital camera even though people within
the company had invented one. Their invention had been discarded because
of the damage it might do to their core business, selling film and film-based
cameras.
Microsoft, which had won the personal computing battle of the early

1990s through its innovative software, failed with its smartphones (losing
to Apple), search engine (losing to Google, now Alphabet), its web browser
(losing to a variety of Chrome, Firefox, and other non-Internet Explorer

INDUSTRY An industry is a set of firms producing similar products.
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packages), or its networking systems (losing to the Linux-based Apache
system).3 Microsoft has subsequently innovated once more with cloud-
based computing with Microsoft Azure.
When we think of sports, politics, the job market, or social status climb-

ing, we usually think of competition as a process in which competitors
actively seek to gain advantage over others. In the economy, too, com-
petition is the equivalent of warfare where there are big winners, and,
as IBM and Kodak found out, big losers. Depending on the nature of the
competition, consumers too can be big winners, or big losers.
But as Friedrich Hayek pointed out in the head quote, what economists

call perfect competition as taught in introductory economics courses
differs from competition in politics and war. Buyers and sellers are passive
“price-takers” (who take the price as given). In this chapter, we present a
more empirically grounded view of competition. Firms are not price-takers,
they are price-makers. Firms set prices and innovate to capture a larger
market share, and even create and then dominate entirely new markets.
To do this we study how competition works, whether there are a sub-

stantial number of firms producing similar products or there is a single firm
selling a unique product. We consider the perfect competition model as a
special case, like we did in Chapter 8.

Figure 9.2 Antoine Augustin
Cournot (1801–1877)
developed the first
mathematical models of the
process of competition among
firms ranging from two
(duopoly), to a few (oligopoly),
to many. He studied
mathematics as an
undergraduate and later
received advanced degrees in
the fields of astronomy,
mechanics, and law. He is
credited with having invented
the supply and demand curve
analysis, and having had a
hand in persuading Léon
Walras—a founder of the
school of ”neoclassical
economics”—to take up the
subject.

9.2 MODELING THE CONTINUUM OF
COMPETITION: FROM ONE FIRM TO MANY
To understand how the number of firms in a market affects the outcomes
for firms and consumers, we start with what is called the Cournot (“Coor-
NO”) model of competition.
To determine the outputs the two or more firms will produce and the

price at which the goods will sell we cannot consider the firms in isolation
as we did when we modeled monopolistic competition in Chapter 8. The
firms are engaged in a strategic interaction: their owners know that their
profits depend on not only their own firm’s actions but the actions taken
by the others. This is why we use game theory to understand the process
of competition. Cournot competition is represented by a game with the
following characteristics:

• Players: The owners of firms in an industry (if there ismore than one firm)
sell an identical or standardized product.

• Strategies: Each firm simultaneously selects a level of output to produce
and sells that entire output at the highest price possible given by the
other firms’ sales and the industry inverse demand curve.

• Payoffs: For every set of outputs for each of the firms (called the industry
output profile) there is a level of economic profit (possibly zero or nega-
tive) received by each firm’s owners.
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• A Nash equilibrium: is an industry output profile and a price such that
each firm’s output level is a (profit-maximizing) best response given the
other firms’ output levels when the single price at which all of the firms
outputs are sold is determined by the industry inverse demand curve and
the total output produced by the firms.

!reminder Remember from
Chapter 7 that the inverse
demand curve (p(X)) gets its
name from the fact that it is
the mathematical inverse of
the conventional demand
function, which makes
quantity sold a function of the
price (X(p)).

There are two important consequences of this setup.
First, firms in the Cournot model are not price-takers; they are price-

makers. As in the models of monopolistic competition in Chapter 8 the
owners of the firm know that the level of output they put on the market
will affect the price at which they can sell it. They deliberately “make” prices
by choosing how much to produce, taking account of the fact that they are
constrained by a downward-sloping demand curve.
Second, competition in the Cournot model conforms to the law of one

price. The law of one price states that in equilibrium identical goods or
services will transact at the same price. The reason why prices do not differ
among the firms is that if one firm’s output were selling at a higher price
than other firms’ outputs, then buyers would switch to the lower priced
firms.
Identical prices for identical goods may seem a truism too obvious to

! reminder The Nash
equilibrium describes a
situation in which, were it to
occur, none of the firms’
owners would have an
incentive to alter their
strategy. It does not describe
the process by which the
equilibrium would come
about.

warrant a law of its own, but it is not always true: airlines, for example
regularly charge different prices to different categories of customers—the
elderly for example—for exactly the same seats on the same flights. We
introduce this case—price discrimination—later in this chapter, and other
violations of the law of one price in subsequent chapters.
Cournot’s model allows us to consider a continuum of competition that

we illustrate by three cases differentiated by the number of firms in the
industry, n:

• Monopoly, n = 1: there is only one firm in an industry.

• Duopoly, n = 2: a second firm shares the industry demand.

• Oligopoly and “unlimited competition”, n > 2: several firms (oligopoly) or
many firms (unlimited competition) share the demand.

“Monopoly” and “monopolistic competition”
The outputs and prices thatmaximize profits in themonopoly case n = 1 are
identical to the case of monopolistic competition introduced in Chapter 8
as long as the firm’s product is differentiated in someway (by trademark for
example) so that no competitor can sell an identical product.

LAW OF ONE PRICE The law of one price states that in equilibrium identical
goods or services will transact at the same price.
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The term “monopoly” suggests a sole seller of a product with few sub-
stitutes. Examples would be a single local seller of electricity or the drug
Daraprim (life-saving treatment of an HIV AIDS related illness) which in
2015 was priced at $750 a pill, having previously been sold (presumably at a
profit) for $7 a pill.

✓ FACT CHECK We use this
cost function for simplicity,
not for realism. As we saw in
Chapter 8, firms typically have
some fixed costs and large
firms may enjoy either
economies of scale in
production or increased
bargaining power in
purchasing inputs from
suppliers (meaning that larger
firms pay less for inputs and
have lower costs).

By contrast, the term “monopolistic competition” stresses that many
single sellers of a differentiated product (literally monopolies) do have to
compete with firms selling close substitutes (unlike Turing Pharmaceu-
ticals, the seller of Daraprim). Examples are the sugary drinks discussed
in Chapter 8 with very price-elastic demand (Coca-Cola at |η| = 3.79 and
Mountain Dew at |η| = 4.39). These highly price-elastic demand curves
are an indication of the competitive nature of the sugary drinks industry
even though just a few firms sell most of the drinks purchased. The price
elasticity of demand for sugary drinks as a whole, however, is much lower
at |η| = 1.4. So if that entire sugary drinks market were served by a single
firm, the term “monopoly” would be appropriate.

The economic environment: Demand, revenue, costs, and
profits
For each of these cases (where the number of firms, n = 1,2, few, many) we
will use the inverse demand curve for which price depends on the quantity
sold (we assume that firms sell everything they produce, so we use “sales”
and “output” interchangeably). For simplicity we assume the demand curve
is linear where p is price, X is total output and sales in the market, p is the
maximum price (given by consumers’ maximum willingness to pay) when
output is zero, and−β is the slope of the industry inverse demand curve, Δp

Δx
:

Inverse demand curve p(X) = p−βX
where X = x1 + x2 + . . . + xn

! reminder If costs are
c(x) = cx, then average costs
(the total costs divided by the
total output) are
ac(x) = c(x)

x
= c and marginal

costs (the change in total
costs associated with a small
increase in output Δx) are
Δc(x)
Δx

= c.
In the model, all firms have an identical cost function with no fixed costs

and a constant marginal and average cost, c.

Cost function c(x) = cx (9.1)

The opportunity costs of the machinery, intellectual property, and other

! reminder When we refer
to a “firm” seeking to
maximize profits or making
some other decision we mean
the owners of the firm (who
will receive the profits and
directly or indirectly through
management make the
relevant decisions).

capital goods used in production are included as a cost of production. In
this case, the firm’s marginal and average cost are equal and do not vary
with the firm’s output. When a firm sells its product at a price greater than
its costs it makes economic profits, meaning that accounting profits exceed
the opportunity cost of capital. To calculate the firm’s economic profits, we
use its revenue and costs as follows:

Firm i’s revenue ri = p(X)xi

Firm i’s profit = Revenues−Costs
πi = p(X)xi − cxi
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We can substitute the inverse demand curve p(X) into Firm i’s profit
function to find their profits:

πi = p(X)xi − cxi

= (p−βX)xi − cxi

= (p−β(x1 +⋯+ xn))xi − cxi (9.2)

A firm’s profits depend both on their own production and on the production
of other firms (included in X). Each firm has a negative external effect on
the revenues of other firms by producing more output.

A coordination problem: Overharvesting fish and crowding
the market
With a downward-sloping demand curve andmore than one firm, firms face
a coordination problem like overharvesting fish from the lake in Chapter 5.
What do firms competing on markets have in common with fishing people
depleting the basis of their livelihood? The common idea is overharvesting—
whether it is fish or customers—that could be prevented if the firms or
fishermen coordinated their actions rather than acting singly.
Just as the Port Lincoln lobstermen in Chapter 5 discovered that they

could benefit by making a common decision to limit the number of traps
they set, so too will firms discover that they could make higher profits
if they were able to agree to restrict sales and benefit from the resulting
higher prices, rather than competing. We can think of the potential buyers
of the product of the firms as analogous to the fish in the lake: the more
customers that one firm “harvests” the fewer are left for the other firms.
This means that, like the lake, themarket is a common property resource:

like catching fish, selling to customers is rival because the customer one
firm sells to will not buy goods from another firm. But the firms cannot be
excluded fromcompeting on themarket. The analogy ofmarket competition
to the overfishing problem is summarized in Table 9.1.
Comparing the objectives of the players—the utility function of the fish-

ermen and the profit function of the firms (in the table)—you can see the
following:

• The firm’s level of output xi is analogous to the fisherman’s fishing time
hi—it is necessary to the firm’s objectives (profit) and it is also a cost.

• Other firms’ level of output (contributing to the total output sold on the
market, X) is similar to other fishermen’s fishing hours contributing to H
(total hours fished) because it has a negative effect on the firm’s objective.

• This negative external effect in each case is represented by β.

Figure 9.3 Jean Tirole (1953–)
is a French economist who
has transformed the way that
economists think about
problems of monopoly and
competition policies, taking
account of the limited
information available to
policymakers and
representing a government
regulator as a principal and
the owners or managers of
firms as agents. Like Jules
Dupuit, the founder of
cost–benefit analysis well
over a century earlier, Tirole
studied engineering at the
National School of Bridges
and Roadways before turning
to economics. His 2017 book
Economics for the Common
Good, is a passionate
statement that economics can
and must help to address
urgent problems facing
humanity such as climate
change and the future of work
along with his thoughts on
the appropriate role of
markets and governments in
rising to these challenges.4

Photo by REUTERS/Alamy Stock
Photo.

Weshall see that as long as firms donot coordinate (formingwhat is called
a cartel) they end up producing more than would be Pareto efficient (when
considering only the producers). The firms’ ownersmake lower profits than
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Table 9.1 Comparison between overharvesting fish and “overharvesting” customers. The lake
and the market are both common property resources: additional fishermen and additional
firms cannot be excluded, and they compete with incumbent fishermen or firms for fish stocks
and customers, so the resources are rival.

Overharvesting fish Overselling

Objective utility profit
ui = yi − 1

2
(hi)2 πi = pixi − cxi

Production Fish caught (yi) Revenue (pixi)
and demand yi = hi(α−βH) pixi = (p−βX)xi

H ∶= h1 +h2 + ... +hn X ∶= x1 + x2 + ... + xn

External effect, n = 2 β: j’s fishing reduces i’s catch β: j’s sales reduce i’s revenue

if each firm had produced less or if there were fewer firms. There is one
difference between the overharvesting fish model and the overharvesting
customers problem modeled below. In Chapter 5 the only players in the
gamewere the fishermen themselves (they did not sell the fish they caught,
they just ate them).
When we model markets, there are not only the owners of the firms

but also customers. We will see that when firms fail to coordinate so
as to limit their sales, then the firms’ owners make lower profits, but
customers benefit from lower prices. Correspondingly, when firm owners
do cooperate, agreeing jointly on a level of output and a price, they can all
improve their profits, but at a cost to the customers who then would face
higher prices.
Before we study the coordination failure among firms we look at what

happens with one firm in the industry. This constrained maximization
problem and its solution are identical to that for the monopolistically
competitive firm shown in Figure 8.10 in Chapter 8.

CHECKPOINT 9.1 Overharvesting
Thinking about Table 9.1:

a. Which is the parameter in both the overharvesting fish and overselling
to consumers set up that represents the negative external effect of one
actor’s actions on the others?

b. Explain why α in the fishing problem is like p in the selling problem.

c. In the selling problem there are constant costs of producing more. Is
this true in the case of fishing?

9.3 REVIEWING THE MONOPOLY CASE, n = 1
In the monopoly case the firm’s output and sales x is the same thing as the
industry output and sales X (i.e. x = X) so the firm’s revenue is r(x) = p(x)x.
The firm costs are c(x) = cx, and so its profit is:
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Profit π(x) = p(x)x− cx

Which, using the inverse demand function to represent the price, is:
! reminder If you are
unsure how this expression
for the marginal revenue is
derived return to M-Note 8.5.Profit π(x) = (p−βx)x− cx

As was the case for the monopolistically competitive firm in Chapter 8, the
firm chooses the profit-maximizing level of output and sales by finding the
value of x that equates marginal revenue to marginal cost or ! reminder In Chapter 8 we

introduced the model of
monopolistic competition
(due to Joan Robinson and
Edward Chamberlin) that
originated during the Great
Depression, showing how the
owners of a firm decide how
much to produce when there
are a small number of firms
producing products that are
differentiated, but are similar
enough so that raising a price
will lead some potential
buyers to switch to a
competitor. Here we study a
model in which a single
product is produced by n
firms with n ranging from 1
(monopoly) to many (similar
to perfect competition).

Marginal revenue = Marginal cost
Δr(x)
Δx = Δp

Δxx+p = p− 2βx = c (9.3)

Solving Equation 9.3 for x gives the profit-maximizing level of output and
sales for the Cournot model with n = 1, that is, the monopoly case:

x = p− c
2β

(9.4)

The top panel of Figure 9.4 depicts a monopoly firm, Firm A, choosing
to produce output xAm which it then sells at the price pm given by the
inverse demand function. The superscript m is for monopoly. The firm’s
total revenue is xAmpm and its total profits are xAm(pm − c), the green-shaded
area. The area of the unshaded triangle pmhp is the amount of consumer
surplus that this firm’s sales generate by selling xAm and the price pm.

! reminder Consumer
surplus is a measure of
consumer welfare that is the
difference between a buyer’s
willingness to pay and what
they actually pay for each unit
of the good that they
consume, generally summed
over all purchasers of the
good (requiring the
assumption that the marginal
utility of the money left over
in the person’s budget after
the purchase is identical for
all consumers).

9.4 DUOPOLY: TWO FIRMS’ BEST RESPONSES
AND THE NASH EQUILIBRIUM
If there are two firms, they compete for a share of the market demand for
the identical product they are selling. This is called a duopoly. The strategic
analysis of a duopoly and competition among more than two firms is based
on each firm’s best response (meaning profit-maximizing level of output)
to each of the other firms’ choices of outputs. We derive each firm’s best-
response function by first considering the profit-maximizing decision of a
single firm and how this depends on the output level of the other firms.

Duopoly profit, revenue, and costs
The industry or market output (X) is the sum of the firms’ outputs. The
market price will be affected by both firms’ outputs. We assume that firms
sell everything they produce, so sales and production are the same quantity,
namely x. Therefore when there are two firms, A and B, the market output
is as follows:

DUOPOLY When there are just two firms selling the same output, we call the
industry a duopoly and we call each firm a duopolist.
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Duopoly market output X = xA + xB (9.5)

We show how the duopoly case differs from monopoly in the lower
panel of Figure 9.4. If the new firm, B, produced nothing, Firm A would
be a monopoly, as before. So, consider the case of interest when Firm B
produces and will sell some amount xBN. These are sales that Firm Awill not
be able to make: customers who have been removed from the market. The
result is that Firm A now faces a reduced demand curve, shown in Figure 9.4

Figure 9.4 Comparison of monopoly and duopoly. The top panel shows a single
firm, A, choosing the profit-maximizing output level. In the bottom panel a second
Firm B has entered the market with sales of xBN , so Firm A’s residual demand
curve is now given by the maximum price at which amounts greater than xBN can
be sold.
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as a rightward shift of the vertical axis by the amount of sales that will be
implemented by Firm B.
Firm A then faces the problem depicted in the lower panel. The solid

portion of the demand curve is the portion of themarket “left over” for Firm
A. This is called the residual demand curve expressed as xA(p) = X(p) − xB.
The profit maximum for the firm will be to produce and sell an output

such that the marginal cost equals the marginal revenue (now based on the
residual demand curve), or xAN, and then to sell this amount at the price pN.
The consumers are identical and the firm’s products are also identical so

this price is also the price at which Firm B sells its output. We can represent
the duopoly case mathematically, starting with each firm’s revenue and
profit function:

A’s Revenue r(xA,xB) = p(X)xA

A’s Costs c(xA) = cxA

A’s Profit πA = r(xA,xB) − c(xA) (9.6)

= p(X)xA − cxA (9.7)

Because the firms are identical, FirmB’s revenue, costs and profit aremirror
images of these. The market demand curve is given by the same function

M-CHECK When we say that
the functions are mirror
images—sometimes also
called symmetrical—it means
that if we were to repeat the
process for B, each time you
encounter xA , substitute in xB,
each time you encounter xB,
substitute in xA . For example,
B’s profit function is
πB = p(X)xB − cxB.

we used for the monopoly scenario.

Market Demand p(X) = p−βX
= p−β(xA + xB) (9.8)

We can substitute Equation 9.8 into Equation 9.7 to obtain Firm A’s eco-
nomic profit:

πA = (p−βxA −βxB)xA − cxA (9.9)

Firm B’s economic profit similarly is:

πB = (p−βxA −βxB)xB − cxB (9.10)

Because each firm’s profit depends on the output of the other firm, we
can see that the profits of the firms are interdependent. In effect, B’s sales
shift the demand curve of Firm A to the left, meaning that for any given
price, the amount that firm A can sell is less, the greater are the sales of
Firm B. This is a type of negative external effect of one firm’s production
on the other firm’s demand curve and profitability. As a result, like the
Fishermen’s Dilemma in Chapter 5, the two firms are engaged in a strategic
social interaction and facing a coordination problem.

Best responses in a duopoly
Acting independently, each firm will choose a strategy, the quantity of
output that it will produce, as a best response to the strategy—the quantity
of output—of the other firm. Each firm will have a best-response function,
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its profit-maximizing output for each potential level of output of the other
firm. We know from the analysis of Figure 9.4 that for any given output and
sales of the other firm, each firm will produce the amount that equates its
marginal revenue and its marginal cost. For the duopoly case M-Note 9.1
shows that this gives us, for Firm A, the following rule to follow:

A’s best response xA(xB) = p− c
2β

− 1
2
xB (9.11)

Comparing Equation 9.11 to the profit-maximizing rule for the monopoly
in Equation 9.4 we see that Firm A’s best-response function says the
following:

• First term: produce what you would have produced had you been a

monopoly,
p− c
2β

minus the

• Second term: one half what the other firm produces, 1

2
xB.

M-NOTE 9.1 Best responses in a duopoly

Firm A’s profits are:

πA = (p−βxA −βxB)xA − cxA

Given the output of Firm B, we find the output of Firm A that maximizes A’s
profits by differentiating the above equation with respect to xA and setting
the result equal to zero.

𝜕πA
𝜕xA = (p−βxB) − 2βxA − c = 0 (9.12)

Equation 9.12 requires that Firm A maximizes profit by choosing the output
level that makes marginal revenue equal to marginal cost:

mrA(xA,xB) = (p−βxB) − 2βxA = c =mc(xA) (9.13)

Rearranging Equation 9.13 to isolate xA , we find:

xA(xB) = p− c−βxB
2β

And rearranging further to isolate the term involving xB we get:

A’s best response xA(xB) = p− c
2β

− 1
2
xB (9.14)

We can repeat the derivation for Firm B, to find Firm B’s best-response
function:

xB(xA) = p− c
2β

− 1
2
xA (9.15)

The two best-response functions show that as Firm A produces more, Firm B
produces less, and vice versa.

Isoprofit curves in a duopoly
To understand the strategic relationship between the two duopolists
we introduce Firm A’s isoprofit curve that shows those combinations of
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Figure 9.5 Isoprofit and best-response curves for one duopolist. In panel (a),
three of Firm A’s isoprofit curves are shown along with a horizontal blue line
indicating a hypothetical level of output that Firm B might choose, namely 7.5 units
of output. Panel (b) shows the derivation of A’s best-response function plotted in
dark green. Firm A’s isoprofit curves are the same as in panel (a). The numerical
values used to produce this figure are: p = 20,β = 0.5,c = 2. A’s best-response
function is given by Equation 9.11 (which is the same as 9.14 in M-Note 9.1).
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outputs (xA,xB) that result in the given level of profit for the owners of
Firm A. Figure 9.5 presents three isoprofit curves, each corresponds to a
different level of profit: πA1 ,π

A
2 and πA3 where πA3 > π

A
2 > π

A
1 . Firm A’s profits

are greater for isoprofit curves closer to the horizontal axis. The reason is
that the less Firm B produces (that is the closer to the horizontal axis) the
higher will be Firm A’s profit for any level of output that it chooses.
Firm A’s best response function is constructed exactly as were the best

! reminder Remember that
when Abdul and Bridget
engaged in the Fishermen’s
Dilemma, the same was true
of their indifference curves in
(hA,hB) coordinates: they had
higher utility the closer their
indifference curve was to their
own effort’s axis. We also used
isoprofit curves in Chapter 8,
but in that chapter the
isoprofit curve was
determined by the price of
the good and the quantity of
output rather than by the two
firms’ quantities.

response functions of the two fishermen in Chapter 5. To see how this
is done, suppose Firm B is producing and selling 7.5 units, and Firm A
considers producing some small amount (3.4), placing it on the uppermost
isoprofit curve πA1 in Figure 9.5 (a) (which is the lowest level of profits
shown). The owners of Firm A could do better if they proceeded to the
right along the horizontal line (producing more) until they encountered the
middle isoprofit curve πA2 in Figure 9.5 (a) producing 6.6. But they could do
still better if they increased output to 14.25.
Producing more than 14.25 would bring them back down to the middle

isoprofit curve with lower profits. So, xA = 14.25 is Firm A’s best response to
Firm B’s producing 7.5. Remember, as was the case with the fishermen, this
is an entirely hypothetical exercise: we have no reason to think that Firm B
will in fact produce 7.5.We are simply doing a “what–if” thought experiment
to map what would be the best response for Firm A if Firm B actually were
to produce that output.
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We can generalize this example. A horizontal line from Firm B’s axis
representing a given level of B’s output is the feasible frontier for Firm A’s
constrained profit maximization, and Firm A’s best response is the level of
output where the isoprofit curve is tangent to the horizontal line. We show
three dashed lines in Figure 9.5 (b) corresponding to three levels of output
by Firm B: xB1 , x

B
2 and xB3 . For each of these given levels of output by Firm B,

Firm A’s best response is on the highest isoprofit curve that is tangent to
the horizontal line representing Firm B’s output.
Firm A’s best-response function is made up of points on the isoprofit

curves like points a, b, and c in Figure 9.5 where the isoprofit curve is
horizontal. The best response must be horizontal because at the profit
maximum the isoprofit curve is tangent to a horizontal line.
An equivalent figure for Firm B would show the best-response function

made up of the points on of B’s isoprofit curves are tangent to a vertical line
representing a given level of output by Firm A. (See Figure 9.15.)

M-NOTE 9.2 The slope of an isoprofit curve

Here we show why the best response of Firm A to any level of output of Firm
B is where Firm A’s isoprofit curve is horizontal.
The equation for a particular isoprofit curve of Firm A—one with πA = k

where k is some constant—has the form:

πA(xA,xB) = (p−β(xA + xB))xA − cxA = k

The isoprofit curve for this particular level of profit (k) is made up of points
with differing levels of xA and xB but with the same level of profit, namely
πA = k. Because k is a constant these points necessarily satisfy the following
equation:

dπA = dxA ⋅ 𝜕π
A

𝜕xA +dx
B ⋅ 𝜕π

A

𝜕xB = 0 (9.16)

Which we can rearrange as follows:

dxB ⋅ 𝜕π
A

𝜕xB = −dxA ⋅ 𝜕π
A

𝜕xA (9.17)

To find the slope of the isoprofit we need to find dxB

dxA
:

slope = dxB

dxA
= −𝜕π

A/𝜕xA
𝜕πA/𝜕xB (9.18)

The denominator is always negative because the more one firm sells, the
lower will be the residual demand and hence the profits of the other firm.
Where:

𝜕πA/𝜕xA = 0 (9.19)

the slope is zero so the isoprofit is flat. This point is also the best response of
Firm A to the level of output of Firm B, because Equation 9.19 is the condition
defining A’s profit-maximizing output, as you can see from M-Note 9.1.

CHECKPOINT 9.2 Reinterpreted BRFs Redraw Figure 9.5, but instead
draw Firm B’s best-response function and isoprofit curves.
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Nash equilibrium in Cournot duopoly
In Figure 9.6 we plot the duopolists’ best responses together. Because the
firms are identical, the best-response functions are symmetrical. So, for
example the vertical axis intercept of A’s best-response function (36) is the
same as the horizontal axis intercept of B’s best-response function. The
symmetrical best-response functions together with the fact that neither
firm has any particular bargaining advantage—such as being first mover
or having the power to make a take-it-or-leave-it offer—also means that
at the Nash equilibrium, the firms will produce the same output. So the
Nash equilibriumwill lie on the 45-degree line in the figure where the firms’
outputs are equal.
Each best-response function is negatively sloped because the more one

firm produces the less will be the profit-maximizing level of the other firm’s
output. The Nash equilibrium occurs at the intersection of the firms’ best-

HISTORY Seeing that
Antoine Cournot developed
this model almost a century
before John Nash (1928–2015)
was born, it may seem strange
that we do not refer to the
Cournot equilibrium, and
economists sometimes do.
But to limit confusion we will
stick to the more familiar term
Nash equilibrium. The best-
response functions that we
use here (and in the case of
the interacting fishermen
earlier) are also Cournot’s
idea.

response functions: where each firm best responds to the strategy of the
other player. At the equilibrium, the firms produce xAN and xBN and both
sell their output at the following price:

pN = p−β(xAN + xBN) (9.20)

Are we certain that this is a Nash equilibrium? We constructed it as a
mutual best response, so it should be. But in our construction we assumed
that each firm took the other’s output and sales as given, their customers
already ‘extracted’ from the market, like fish taken from the lake by another
fisherman and no longer “available” to be caught.
Have we overlooked any opportunity for profit that the actors might

adopt? The owner of one of them, Firm A for example, might reason that
seeing that the products of the two firms are identical, he could capture
the entire market just by offering a price somewhat lower than pN.
But suppose he tried this. Remember the other firm has already produced

XBN and is going to sell that amount at the highest possible price (whatever
that price is). So Firm B would match or beat any price Firm A selected. As
a result the price-cutting strategy would be self-defeating. This confirms
that the intersection of the two best-response functions is indeed a Nash
equilibrium.
How does the duopoly outcome contrast with the monopoly case?

• the presence of the second firm (B) dilutes the monopoly power of the
first firm (A);

• we say that B crowds the market, leading to a larger total output than in
the monopoly case;

• therefore, there is a lower market price closer to marginal cost; and

• there is lower total economic profit of the two firms compared to the
single monopolist.



OUP CORRECTED PROOF – FINAL, 11/9/2021, SPi

486 Competition, Rent-seeking, and Market Equilibration

Figure 9.6 Best-response functions for the two duopolists. Because the Nash
equilibrium is a mutual best response it must be a point on both best-response
functions. There is only one such point, namely, the intersection. The numerical
values used to produce this figure are: p = 20,β = 0.5,c = 2. The best-response
functions are given by Equations 9.14 and 9.15 in M-Note 9.1.
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M-NOTE 9.3 Nash equilibrium output with two firms

The output levels given by the intersection of the duopolists’ best-response
functions is a Nash equilibrium. To find these equilibrium outputs, we
substitute B’s best-response function (Equation 9.15) into A’s best-response
function (Equation 9.14):

xA = p− c
2β

− 1
2
(
p− c
2β

− 1
2
xA)

xA = p− c
2β

− p− c
4β

+ 1
4
xA

Subtract 1
4
xA

3
4
xA = p− c

4β

Multiply through by 4
3

xA = 4
3
(
p− c
4β

)

Cournot (Nash) equilibrium output ∴xAN = p− c
3β

= xBN (9.21)

If you derive B’s best-response function as an exercise, you will see that B’s
Nash equilibrium output is a mirror image of A’s as shown in Equation 9.21.
There is a simpler way to solve for the Nash equilibrium output in this

symmetric setting. At the symmetric Nash equilibrium, both firms will choose
the same output xAN = xBN = xN . Therefore, xN should best respond to itself,
that is:

continued
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xN = p− c
2β

− 1
2
xN

3
2
xN = p− c

2β

xN = p− c
3β

Graphically, the symmetric Nash equilibrium is the intersection of one of
the best-response functions and the 45-degree line xB = xA , as shown in
Figure 9.6.

M-NOTE 9.4 Prices, total output, and profits with two firms

To find the prices and profits associated with the Nash equilibrium levels of
output, we sum xAN and xBN to get total market output and then use the
inverse demand function to find the equilibrium price. From the equilibrium
price, we can find each firm’s profit and sum them to find the total economic
profit in the duopoly. Remember, the superscript N denotes a Nash equilib-
rium.

Total output XN = xAN + xBN = 2(p− c)
3β

Using the inverse demand function pN = p−β(xAN + xBN)

= p−β(
2(p− c)
3β

)

= 1
3
p+ 2

3
c

Add and subtract 1
3
c p(X) = c+ 1

3
(p− c)

Firm profits πAN = (p(X) − c)xN =
(p− c)2
9β

= πBN

Total profits ΠN = (pN − c)(xAN + xBN) = 2(p− c)2
9β

Relative to the monopoly outcome, market output is higher, market price is
lower, and total profits are lower in the duopoly.

CHECKPOINT 9.3 Willingness to pay, slope of the demand, and duopoly
output Let us assume new values for the parameters in which we are
interested: let p = 100 and β = 1, and the firm has constant marginal costs
c = 1.

a. Find each firm’s best-response function.

b. Find the Nash equilibrium quantity for each firm.

c. How much profit does each firm make? What is the price and how much
greater is the price than marginal costs (that is, what is the markup)?
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9.5 OLIGOPOLY AND “UNLIMITED
COMPETITION”: FROM A FEW FIRMS TO MANY
FIRMS
A feature of Cournot’s approach is that it allows us to use a single general
model to study the entire range of competition from monopoly to an
industry with very many firms. This contrasts with a common approach,
which is to present entirely distinct models of profit maximization by a
single firm (monopoly or monopolistic competitor) on the one hand and
perfect competition on the other. We include a summary of the general
results that we derive in Table 9.2.

Oligopoly
We can represent the process of competition and its outcome graphically
for n firms, taking account of two characteristics of the Nash equilibrium:

• Because the firms are identical, in equilibrium they produce the same
level of output.

• For each firm, the Nash equilibrium output must be a best response to
the total output being produced by the n− 1 other firms.

To see how this works we arbitrarily pick one firm (“the firm”) and study
its choice of an output level given what all of the other firms are producing.
It does not matter which firm we pick because they are identical. If “the
firm” best responds to the outputs chosen by the other firms and those
firms (like “the firm”) also best respond to what the other firms do, then
the result is a Nash equilibrium.
We can visualize the equilibrium by plotting the total output of the other

firms, X−i, on the vertical axis and the best response of “the firm,” xi, on the
horizontal axis, as we do in Figure 9.7.
In Figure 9.7, the firm’s best-response function is plotted against the

total output of the other firms in the industry. The best response shows
each point at which the firm’s isoprofit curve is tangent to a horizontal
line (shown by the dashed gray lines) indicating some hypothetical given
output of the other firms, such as at points n2 and n3 (each of which have
corresponding outputs for the firm).
As before, the best-response function is made up of points where the

isoprofit curves are horizontal. In the Nash equilibrium, two conditions
must be met:

• the output of the firm must be on its best-response function; and

• the output of each of the n− 1 other firms must be equal to the best-
response output of “the firm”, so the total output of the other firms has
to satisfy X−i = (n− 1)xi.

M-CHECK The superscript −i
means “not Firm i” and
uppercase letters refer to
totals, so X−i is the total
output of the n− 1 firms other
than firm i.
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Figure 9.7 Nash equilibrium output with n firms. In both panels the arbitrarily
selected firm’s output is on the horizontal axis, and the total output of the
remaining n− 1 firms is on the vertical axis. Panel (a) shows the construction of
the best-response function of “the firm.” Each of the other firms has an identical
best-response function. In panel (b), each dashed ray from the origin has a slope
of n− 1 and shows for different values of n, the total output levels of the other
firms that are n− 1 times the output level of “the firm.” We know that this
condition must be true in equilibrium because the firms are identical.
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The second condition means, as you have already seen, that if there is just
one other firm, then equilibrium lies on the 45-degree ray from the origin.
The ray from the origin is a line X−i = xi which has a slope of 1, namely the
number of other firms.

! reminder M-Note 9.1 and
Figure 9.5 explained why the
best response of Firm A is at a
point where A’s isoprofit
curves are horizontal.As a result the Nash equilibrium is the point on both “the firm’s” best-

response function and the line X−i = (n− 1)xi, namely their intersection at
each of the Nash equilibrium points: n2 for n = 2 firms, n3 for n = 3 firms,
and so on.
We show in M-Note 9.5 that the firm’s best response when it faces n− 1

competitors is as follows:

xi(X−i) = p− c
2β

− 1
2
X−i (9.22)

Equation 9.22 is the monopoly firm’s level of output (p−c
2β

) minus 1

2
X−i,

which is the same output that we found (in Equation 9.11) for Firm A in the
duopoly case where n = 2 and X−i = xB. And Equation 9.22 replicates the
output choice for the monopoly (given in equation 9.4), too, because in that
case, n = 1 so the second term drops out (the output of the other firm is
zero because there is no other firm).
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Figure 9.7 shows that with eight firms in the industry each of them is
producing less than the monopoly output; but the total output is greater
because the inverse demand curve is downward-sloping. The market price
will therefore be lower with many firms competing.

! reminder If the index i
has been used to identify
firms (firm i, firm j etc.), then
the superscript −i means “all
the other firms that are not i.”
The same notation is used for
people, players in games, and
so on.

M-NOTE 9.5 Cournot competition with many firms: best responses

To study the case with many firms we focus on a single firm i (called “the firm”)
whose output is xi and all of the n− 1 other firms taken together, whose total
output is X−i. So total production and sales is X = xi +X−i and the demand
curve seen by the firm when there are n− 1 other firms is:

Demand faced by the firm p(xi,X−i) = p−β(xi +X−i) (9.23)

From this we have the firm’s revenue:

The firm’s revenue r(xi,X−i) = p(xi,X−i)xi = (p−βX−i)xi −β(xi)2

And the firm’s profit:

The firm’s profit π(xi,X−i) = (p−β(n− 1)X−i)xi −β(xi)2 − cxi (9.24)

Therefore, given X−i, we partially differentiate the total revenue function with
respect to xi:

The firm’s marginal revenue mr(xi,X−i) = (p−βX−i) − 2βxi (9.25)

The firm maximizes profit by choosing the output level that equates marginal
revenue to marginal cost:

mr(xi,X−i) = (p−βX−i) − 2βxi = c

Solving this equation for xi xi(X−i) = p− c−βX−i
2β

(9.26)

Rearranging Equation 9.26 we can find the firm’s best-response function:

The firm’s best response xi(X−i) = p− c
2β

− 1
2
X−i (9.27)

M-NOTE 9.6 Nash equilibrium output with many firms

The intersection of the firm’s best-response curve with the line X−i = (n− 1)xi
is the Nash equilibrium, which we find by substituting it into the firm’s best-
response function, Equation 9.27:

xi = p− c
2β

− 1
2
[(n− 1)xi]

xi + 1
2
(n− 1)xi = p− c

2β
2xi + (n− 1)xi

2
= p− c

2β
(n+ 1)xi

2
= p− c

2β

Multiplying by 2
(n+ 1) xN(n) = p− c

(n+ 1)β (9.28)
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M-NOTE 9.7 Equilibrium price n firms

We can substitute the equilibrium outputs from Equation 9.28 into the inverse
demand curve to find the price and each firm’s profit:

pN = p−βnxN

= p−βn( p− c
β(n+ 1) ) (9.29)

= 1
(n+ 1)p+

n
(n+ 1) c

Add and subtract 1
(n+ 1) c ∴pN(n) = c+ 1

(n+ 1) (p− c) (9.30)

As Equation 9.30 shows, the price in Cournot competition is equal to the
marginal cost, c, plus 1

n+1
times the difference between the maximum price,

p, and marginal cost.
Notice that for any given number of firms in the market, the price does

not depend on β, the (negative of the) slope of the inverse demand curve.
Phrased differently, we might ask why do the two βs cancel out in Equation
9.29? With the demand curve we are using, if β increases, the demand curve
rotates downward with the vertical axis intercept unchanged, so two things
happen:

• A larger β means a steeper (relatively more inelastic) demand curve, which
would induce firms to raise prices.

• But, a larger β also corresponds to a decrease in demand, which means
prices would decrease.

CHECKPOINT 9.4 Higher willingness to pay and competition Let us
assume the following values: p = 100, β = 1, and the firm has constant
marginal costs c = 1. Let n = 43 firms.

a How much output will each firm produce with the parameters as
described above?

b What will the market price be, how much profit will each firm make, and
what is the markup over marginal costs?

9.6 UNLIMITED COMPETITION AND THE PRICE
MARKUP OVER COSTS
Additional competing firms dilute themarket power of the incumbent firms
(those already in the industry). Adding firms to the market leads to each
firm producing less but with a larger total output. As a result of the greater
output the market price decreases and becomes closer to marginal cost
and the firms make lower total profits approximating the results of the
model of perfect competition. Like Cournot, we call this very large n case
“unlimited competition.” We will use Cournot’s term, because, while these
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results are similar, his model is quite different from the model associated
with the term’s perfect competition in which firms act as price-takers.
M-Note 9.7 shows that the price at which each of the firms sell their

product is:

pN = c+ 1
n+ 1 (p− c) (9.31)

Equation 9.31 says that as n becomes very large the following happens:

• the second term in Equation 9.31, involving p− c, approaches zero;

• the price therefore falls to just above the cost per unit (c); and

• the firms’ economic profits all but disappear because profit per unit, that
is, the markup (p− c) approaches zero.

Because price equal to marginal cost and economic profits equal zero are
features of the equilibrium of the model of perfect competition among
price-takers, we take “unlimited competition” in the Cournot model as the
“competitive” pole of the continuum extending all the way to n = 1, namely
monopoly. The Cournot model therefore includes results approximating
“perfect competition” as a limiting case. We will also see that it can incor-
porate the effects of barriers to firms entering the market, so that “perfect
competition” is never realized.
The markup ratio introduced in Chapter 8—profits divided by costs—falls

as the number of firms—that is the extent of competition—increases. In
Figure 9.8 we plot pN(n) along with the cost c per unit which does not vary
with the number of firms. The difference between the two is the markup.
Notice from Figure 9.8 and Equation 9.31 that the markup will be positive
for any finite number of firms, so firms will make some economic profits.

! reminder The markup
ratio—here written as μ(n) to
stress the markup ratio’s
dependence on the number
of firms in the industry—is
defined as: μ(n) = p(n)−c

c
.

At the end of Chapter 8 we asked: Why does the size of firms not grow
forever, eventually eliminating competition? Here we ask the opposite
question: Why do firms not continue to enter the market until there are
so many firms competing that it approximates “perfect competition?”

M-NOTE 9.8 The markup ratio, μ(n) and the degree of competition

We know from M-Note 9.7 that in the Cournot model the price with n firms is
given by Equation 9.30, which is:

pN(n) = c+ 1
n+ 1 (p− c) (9.32)

Let us rearrange the equation and find the markup ratio:

Subtract c ∶ pN − c = 1
n+ 1 (p− c)

Divide by c ∶ pN − c
c

= 1
n+ 1 (

p− c
c

) = μ(n) (9.33)

Equation 9.33 shows that the markup ratio for an industry with a degree of
competition given by n firms is the maximum possible markup ratio times
the inverse of n+ 1. An increase in competition (increase in n) will reduce the
markup ratio as can be seen from Equation 9.33.
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Figure 9.8 Price and markup over costs. In M-Note 9.7 we showed that the Nash
equilibrium price with n firms is given by Equation 9.31, which is the green curve
in the figure. It slopes downward because while each firm produces less, the total
effect of more firms is to increase industry output. The numerical values used to
produce this figure are: p = 20,β = 0.5,c = 2.
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CHECKPOINT 9.5 Themarkup ratio Assume parameter values of p = 20,
slope β = 0.5, and marginal cost, c = 2.

a Calculate the markup ratio in each of the following situations: monopoly,
duopoly, and oligopoly with n = 5 and n = 43 respectively.

b Draw a figure with the number of firms (n) on the horizontal axis and
the markup ratio on the vertical axis. Label four points corresponding to
your answers to a. and sketch the line connecting these points.

! reminder The opportunity
cost of capital is the rate of
return on an alternative use
of a firm owner’s funds.

9.7 MARKET DYNAMICS: BARRIERS TO ENTRY
AND THE EQUILIBRIUM NUMBER OF FIRMS
We have so far illustrated our three cases by assuming particular values of
n the number of firms: n = 1,n = 2, and n > 2 (either few, or many). We now
consider what determines the number of firms, meaning: what determines
the extent of competition.
To understand the factors affecting the extent of competition, we ask:

What determines the equilibrium number of firms, that is, the number

! reminder In Chapter 5 the
Nash equilibrium number of
people fishing on the lake is
the largest whole number nN

such that the utility of those
fishing u(nN) is not less than
the utility that they would
receive at their fallback
option, or u(nN) ≥ uz .

of firms that does not change over time? We asked a similar question in
Chapter 5 when we studied the equilibrium number of people fishing on
a lake. This was the largest number of people fishing such that the utility
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from fishing is not less than the utility of the fallback option that people
would experience if they did not fish.

M-CHECK The equilibrium
number of firms must be a
whole number because the
entry of a “fractional firm”
would be meaningless, just as
with the case of the
equilibrium number of people
fishing on the lake it did not
make sense to talk about a
“fractional fisherman” taking
up fishing.

The equilibrium number of firms in an industry is determined in a similar
way. For a firm to attempt entry to the market it must be the case that
the expected profits to be obtained by attempting to enter the market are
greater than or equal to the opportunity cost of entering, or greater than the
fallback option of the potential entrant. So the Nash equilibrium number of
firms in the industry, nN, will be the largest whole number such that the
expected profit exceeds the opportunity cost of attempting to enter. We
will see that the equilibrium number of firms will be smaller:

• the more the equilibrium price falls as the number of firms in the market
increases;

• the more profitable are the alternative uses of the funds that a firm’s owners
might commit to entering the market (the opportunity cost of capital);

• the extent of barriers to entry of new firms.

The decision to enter an industry and barriers to entry
We model barriers to entry as a probability that a firm attempting to enter
will fail. The greater are the barriers to entry, the higher is the probability

! reminder The term
barriers to entry refers to
anything making it difficult for
new firms to enter a market,
including intellectual property
rights that give incumbent
firms a monopoly on
particular technologies or,
economies of scale in
production or in demand, and
predatory pricing.

of failure for a firm attempting to enter. The new firm attempting to enter
a market is identical to the incumbent firms, so if it succeeds in entering, it
becomes just one of n+ 1 identical firms.
To determine the conditions under which a new firm would enter, we

have to return to the “owner’s eye view of costs” introduced in Chapter
8. In deciding whether to enter a market, the owners of the firm consider

! reminder An incumbent
firm is a firm that is already
producing in the industry.

the value of the capital goods they will devote to that project. They then
compare the profits they expect to make if they attempt to enter the
industry with the profits they could make if they devoted those same funds
to an alternative use. But entering a new industry is risky because the
owners commit some funds to the project (entering the industry) but they
do not know what the outcome of their attempt will be. To consider just
the extremes it could be either:

• Failure: There is a probability (b) that attempting to enterwill fail resulting
in no revenues to offset the costs of attempted entry.

• Success: Alternatively, there’s a probability (1− b) that the firm succeeds
in entering the market and is able to sell its products at the same price as
the other firms, thereby offsetting the costs of the initial investment.

! reminder
Firm profits π(xi) = (p− c)xi

Profit per unit π(x
i)

xi
= (p− c)

EXPECTED PROFIT In a situation of risk, expected profit is the sum of profits
occurring under each contingency multiplied by the probabilities that each
contingency occurs.
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The key idea for modeling the risk faced by an entering firm is that it
incurs its costs with certainty regardless of whether it succeeds or fails, but
earns profits only if it succeeds. The entering firm intending to produce an
amount xwith certainty pays the cost cx. The risk arises because with some
probability b (for barriers to entry) the firm will fail to sell the product.

! reminder We introduced
barriers to entry and the
extent to which firms are able
to mark up prices over costs
in Chapter 8 (sections 8.8 and
8.9).A firm considering entering a market with n firms, if successful, will be

in a market with a total of (n+ 1) firms selling its product at the price that
results when there is an additional firm in the market.
With barriers to entry affecting the probability that the firmwill success-

fully enter an industry, the firm therefore calculates its expected profit per
unit of output produced as follows:

Expected profit per unit
π̂
xi

= − cb⏟⎵⏟⎵⏟
Failed entry

+(1− b)(p(n+ 1) − c)⏟⎵⎵⎵⎵⎵⏟⎵⎵⎵⎵⎵⏟
Successful entry

π̂
xi

= (1− b)p(n+ 1)⏟⎵⎵⎵⏟⎵⎵⎵⏟
Expected price

− c⏟
Cost

(9.34)

The firm will attempt entry if the expected profits of entry are positive.

M-CHECK The expected
price is the weighted average
of the price if entry fails
(p = 0) and the price if entry
succeeds (p(n+ 1)) with the
weights being the probability
of these two events occurring,
that is b for failure and 1− b
for success.

This requires that the expected price exceed its costs:

Expected price p̂(n+ 1) = (1− b)p(n+ 1) > c cost (9.35)

The rule governing firm entry and exit is the following:

• Entry: If with n firms already in the market, the prospective entering
firm’s expected price (taking account of the probability b that the price
will be zero) exceeds the cost (including the opportunity cost of investing
capital in this firm), then the owners will decide to attempt to enter.

• Exit: Some firms will exit the industry for reasons outside the model, and
in addition if at the existing n some firms’ profits fall short of what they
could make in an alternative investment, then they will exit the market.

The equilibrium number of firms—the number such that no new firms will
be attempting entry is given by the largest whole number value of n for
which Equation 9.35 is positive.

M-NOTE 9.9 Barriers to entry and the equilibrium number of firms

Here we show how the level of barriers to entry determines the equilibrium
number of firms in the industry. From Equation 9.35, we know that potential
entrants consider an expected price, p̂, when deciding whether to enter.

continued
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We can now substitute p̂ (Equation 9.30) into the condition the number of
firms remaining constant given by Equation 9.35 to find nN the equilibrium
number of firms:

(1− b)p(n) = c

(1− b)(c+ 1
n+ 1 (p− c)) = c

(1− b)c+ (1− b)( 1
n+ 1 (p− c)) = c

(1− b)( 1
n+ 1 (p− c)) = bc

1− b
n+ 1 (p− c) = bc

Multiply by (n+ 1) (1− b)(p− c) = nbc+ bc

Subtract bc nbc = (1− b)(p− c) − bc

Simplify RHS nbc = p(1− b) − c

Divide by bc nN = p(1− b) − c
bc

(9.36)

The Nash equilibrium number of firms nN is greater therefore:

• the greater is the consumers’ maximum willingness to pay (p);
• the smaller are the barriers to entry (b); and
• the smaller is the firm’s marginal costs (c), which include the opportunity
cost of capital (ρ).

Determinants of the equilibrium number of firms
Figure 9.9 illustrates how the equilibrium number of firms in the industry
is determined by Equation 9.35. The expected price (p̂(n)) slopes downward
because as more firms enter the total amount to be sold increases and the
price falls (due to the downward-sloping market demand curve). The cost
curve (including the opportunity cost of capital) is horizontal and does not
depend on the barriers to entry, because the firm pays the cost whether or
not it succeeds in selling its output.

❯ EXAMPLE Consider a
person choosing whether to
purchase capital goods worth
$1,000 in starting a firm,
where the risk-free annual
rate of return, ρ = 5% which is
the rate of profit (profits per
dollar invested) had he used
his funds in some other way.
Then the opportunity cost of
that owner’s capital (what
they would earn if they did
not purchase the capital
goods for the startup firm) is
$50 ($1,000 × 1.05 − $1,000)
per year. Economic profits are
accounting profits in excess of
this opportunity cost. For
more information, review
these ideas in Chapter 8.

In Figure 9.9 the price at the Nash equilibrium for each number of firms
p(n) is shown in green. All firms in the industry will sell at this price. With
barriers to entry the probability that a firm attempting entrywill fail and not
be able to sell its output at all is b. A firm that fails to enter will face a price
p = 0 (it can’t sell its goods). So the expected price of the firm considering
entering is the dashed line, p̂ = (1− b)p(n). As p̂ exceeds the cost as long as
there are fewer than nN firms in the industry, entry of new firms will occur
until n = nN.

A summary of the factors affecting the degree of competition
We can now consider some of the economic factors that affect the level
of competition in an industry by increasing or decreasing the equilibrium
number of firms.
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Figure 9.9 The equilibrium number of firms with barriers to entry. It is in a firm’s
interest to attempt to enter as long as p̂ ≥ c, that is, as long as the expected price
for entering the market is greater than the costs. In panel (b) the barriers to entry
are b = 0.4 and costs c = 2, with corresponding equilibrium number of firms
n = 12. With n = 12, the expected price is 2.03; with n = 13 the expected price falls
to p̂ = 1.97 < 2 = c = cost. So the 13th firm will not enter.
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(b) Equilibrium number of firms: Example
(numerical example)

• An increase in barriers to entry (b): Increasing b will shift down the
expected price function as shown in Figure 9.10, resulting in a smaller
number of firms, less competition, and a higher price markup over costs.

• An innovation that reduces the cost of production:Decreasing c (not shown
in the figure) shifts down the cost line, increasing the equilibriumnumber
of firms and hence the degree of competition.

• An increase in the opportunity cost of capital ρ: This could occur if prof-
itability in some other economy increased, improving the firm owner’s
next best alternative use of their funds, or if the central bank’s monetary
policy increased the cost of borrowing. Because an increase in the
opportunity cost of capital increases c, the increase will reduce the equi-
librium number of firms in the industry and support a less competitive
environment.

In Figure 9.10 you can see that with low barriers to entry, the number
of firms is given by the intersection of costs and p̂(n,bL) (point h) with
a relatively higher number of firms nNL . With high barriers to entry, the
number of firms is given by the intersection of costs and p̂(n,bH) (point g)
with number of firms nNH. With greater barriers to entry, there are fewer
firms and lower expected profits because of how hard it is for firms to enter
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Figure 9.11 How barriers to entry affect the equilibrium number of firms. The
extent of entry barriers affects the equilibrium number of firms. There are two
expected price lines: with low barriers to entry (bL) the expected price line is
p̂L(n,bL) and with high barriers to entry (bH) the expected price line is p̂H(n,bH).
The high barriers to entry line is lower than the low barriers to entry line. This is
because, with a substantial probability that the entering firm will fail (high
barriers to entry), then taking account of the probability that the entrant will not
be able to sell its goods (meaning a price of zero) the expected price is lower.
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the market. We bring together all of the results on Cournot competition as
n varies from 1 to many in M-Note 9.10.
Figure 9.10 and M-Note 9.10 show that if there are barriers to entry—

whether high or low—then at the Nash equilibrium each of the firms will
sell goods at a price above the marginal cost. With a positive price markup
over costs all of the incumbent firms are making economic profits on every
unit they sell. As a result, the owners of each firm would prefer to have
more buyers, if they could figure out some method, such as advertising or
the other modes of competition, to sell more output without lowering the
price. We return to these additional dimensions of how firms compete in
section 9.16.

Figure 9.10 Reminder:
Overexploitation of a
common property resource.
This is Figure 5.18 repeated
here to recall a similar
process: the overharvesting of
fish. The height of the bars is
the utility gained by the
people fishing the lake and
how this depends on their
number. Each fishermen’s
fallback option (20) is similar
to the firms’ cost; it is the
opportunity cost of entry.
Utility is the benefit of
entering, like the entering
firm’s expected price except
there is no risk of failure with
fishing. The equilibrium
number of fishers is 10.
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M-NOTE 9.10 Summary: Nash equilibrium results for the Cournotmodel
as the number of competing firms vary

You can generate the results for monopoly (n = 1), duopoly (n = 2), oligopoly
(n > 2, but not large), and unlimited competition (n→∞) using the equations
below. In the equations below we use the inverse demand function p = p−βX
and the measure of barriers to entry, b. We use the superscript N to denote a
Nash equilibrium value, so that, for example xN(n) (“x super N of n”) means
the Nash equilibrium level of output of a firm when there are n firms in the
market.

continued
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Firm output (Equation 9.28): xN(n) = 1
n+ 1

p− c
β

Industry output: XN(n) = nx = n
n+ 1

p− c
β

Market price: pN(n) = p−βX = p−β( n
n+ 1

p− c
β

) = c+ 1
n+ 1 (p− c)

Markup ratio: μN(n) ≡ p− c
c

= 1
c
(c+ 1

n+ 1 (p− c) − c) =
p− c
(n+ 1)c

Firm profits: πN(n) = (p− c)x = ( 1
n+ 1 (p− c))( 1

n+ 1
p− c
β

)

= 1
(n+ 1)2

(p− c)2
β

Industry profits: ΠN(n) = nπ = n
(n+ 1)2

(p− c)2
β

Equilibrium condition: Expected revenue per unit = cost per unit
p̂ = (1− b)p = c

Equilibrium number of firms: n = p(1− b) − c
bc

CHECKPOINT 9.6 Market dynamics

a Why does p̂(n) slope downward?

b What will happen to p̂(n), the number of firms, the degree of competition
and the price markup when b decreases? Why?

c Why does an innovation that reduces the cost of production increase
the equilibrium number of firms in the economy?

d If consumers’ maximum willingness to pay increases, how does this
impact the number of firms in the market and why?

9.8 A CONFLICT OF INTEREST: PROFITS,
CONSUMER SURPLUS, AND THE DEGREE OF
COMPETITION
Another strategy that owners might pursue is to find ways of increasing b—
barriers to entry—so as to reduce the number of firms in the industry. You
can see from Figure 9.8 that the profits per unit produced—the markup—is
greater the fewer firms there are competing.
While barriers to entry benefit the owners of the incumbent firms,

they reduce the economic benefits of consumers, measured by consumer
surplus. You can see this in Figure 9.12. For the monopoly case where n = 1
the red and blue dots show that profits (the blue dot = 162) is twice the
red dot (consumer surplus = 81). You have already seen this result in the

! reminder Consumer
surplus, a measure of
consumer welfare made
possible by an exchange, is
the difference between each
consumer’s willingness to pay
and what they actually pay for
each unit of the good that
they consume, generally
summed over all purchasers
of the good.
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Figure 9.12 Conflicts of interest between firms’ owners and consumers:
consumer surplus and economic profit. Total consumer surplus increases and
total economic profit decreases as the number of firms competing for the same
market increases. The parameters used are the same as in the other figures:
p = 20, β = 0.5, c = 2.
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top panel of Figure 9.4 where the profit rectangle is twice the size of the
consumer surplus triangle.
Adding even just a single competing firm—the duopoly or n = 2 case—

increases competition and lowers the price sufficiently to bring profits
down somewhat and to substantially increase consumer surplus, so that
profits and consumer surplus are equal at 144.
Notice something important: with n = 2 profits plus consumer surplus,

namely 288 is greater than with n = 1 where profits plus consumer surplus
is 243. This means that the conflict of interest between owners and con-
sumers is not a zero-sum game: when the number of firms goes from 1 to
2 the sum of the gains to consumers and losses to owners does not sum
to zero, it sums to 45. The same pattern persists as n goes to 3 and higher
numbers: the consumers gain more in consumer surplus than the owners
lose in reduced profits. Where did the extra benefits come from?

CHECKPOINT 9.7 Conflicts of interest Use the data in Figure 9.12 to show
that the conflict of interest between consumers and firm owners is not a
zero-sum game.

9.9 LIMITED COMPETITION AND INEFFICIENCY:
DEADWEIGHT LOSS
The answer is that, in addition to redistributing income toward owners’
profits and away from consumers, limited competition is also a source of
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Figure 9.13 Monopoly and deadweight loss: why limited competition is Pareto
inefficient. In panel (a) is the profit-maximizing output and price of a monopolist.
Panel (b) illustrates the hypothetical case of the same firm producing twice as
much and selling the resulting output (xc) at the highest price feasible given the
demand curve. If the firm produced xc and the consumers as a group paid the
owners of the firm an amount equal to the area of the green-shaded area in
panel (b) labeled “compensation” the consumers would be better off by an
amount equal to the area of the “deadweight loss” triangle, and the owners no
worse off.
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inefficiency. As the number of firms competing increases, the inefficiency
is reduced so the total benefits—profits plus consumer surplus—increases.
Erecting barriers to entry so as to limit competition is a strategy followed
by firm owners that gives them a larger slice of a smaller pie.

M-CHECK The areas and
equations in Figure 9.13 (a)
are:
Consumer surplus: cs(x)

= 1
2
(p−pm)xm

Deadweight loss: dwl(x)

= 1
2
(pm − c)(xc − xm)

Marginal revenue: mr(x)
= p− 2βx

Inverse demand: p(x)
= p−βx

Limited competition and deadweight loss
We measure the extent of the inefficiency by a quantity called the dead-
weight loss which you also encountered in Chapter 8 (e.g. in Figure 8.21).
The deadweight loss represents the quantity of either economic profits or
consumer surplus that could have been realized if “the firm” or any firm had
produced more.
This is shown in Figure 9.13 (a) as the area of the yellow-shaded triangle

for the case of a single firm—a monopoly like the one in Figure 9.4. Recall
that the firm will produce the quantity of output at which its marginal rev-
enue equals its marginal cost. It will then sell that output at the maximum
price possible, indicated by point h on the demand curve in the figure.
The total revenue of the firm is composed of two parts: costs (including
the opportunity cost of the capital goods used) and economic profits, their
quantities indicated by the area of the green and blue rectangles.

!reminder Remember from
Chapter 8 that deadweight
loss is the feasible consumer
surplus or economic profits
that are not realized because
price is above marginal cost
so that too few units are
produced and sold.
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To see why the monopoly producing xm units of output and selling them
at the price pm is inefficient, think of an alternative. Suppose hypothetically
that the firm produced xc and sold that amount at the maximum price it
could, namely pc which is also equal to themarginal and average cost. (Don’t
askwhy the firmwould do this, just imagine that it did.) Then therewould be
noprofits and consumer surpluswould be the entire area under the demand
curve and above the cost price line, that is, the two purple triangles and the
light-blue rectangle in panel (b) of Figure 9.13.
If this were to occur in reality, consumers would benefit and owners lose.

So the hypothetical doubling of output is not a Pareto improvement.
But it could result in a Pareto improvement if the consumers were to

give up an amount of their increased consumer surplus sufficient to com-
pensate the owners for their lost economic profits. (Again, do not ask why
they would compensate the owners: this is another hypothetical thought
experiment.) This is shown in Figure 9.13 (b). The consumers would have
doubled their consumer surplus and the owners would have been exactly
compensated for their lost economic profits, so they would be no worse
off. The area of rectangle “compensation” is identical to the economic profit
rectangle in panel (a) showing that the firm’s owners are as well-off in panel
(b) as in panel (a). The two purple triangles in panel (b) are the consumer
surplus, double the amount in panel (a).
With this compensation for the lost economic profits of the owners, the

hypothetical increase in production to xc is therefore a Pareto improve-
ment. This means that the monopoly output and price is not a Pareto-
efficient allocation. The fact that we did not explain how the hypothetical
increase in production to xc could occur does not matter. We will see how
that might be implemented shortly. All we need to do to show that some
allocation is Pareto inefficient is that there exists some other allocation that
is technically feasible, meaning that does not violate the basic facts given
by the demand function and cost function, and that is Pareto superior to
the allocation under consideration.

A Pareto-efficient allocation with price = marginal cost
Is the new hypothetical allocation itself Pareto efficient? To see that it
is, think about why the monopoly allocation was inefficient: there was a
deadweight loss arising from the fact that the price pm exceeded marginal
cost. If the firm were to produce xc the price would equal the marginal
cost, so there would be no deadweight loss. And so it would be impossible
to find a technically feasible allocation that is a Pareto improvement over
the allocation with xc and pc. Therefore xc and pc are a Pareto-efficient
allocation.
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Figure 9.14 Inverse relationship between number of firms and deadweight loss.
As a market becomes more competitive and the number of firms increases, the
size of the deadweight loss decreases. As the number of firms increases, the price
moves closer to marginal cost, the markup decreases, and there is lower
deadweight loss. Deadweight loss is indexed to being 0.5 under a monopoly when
n = 1.
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Are there any conditions in this model under which the Pareto-efficient
allocation would actually occur, not hypothetically as a thought experiment
but as a Nash equilibrium, given the relevant players’ objectives and con-
straints?
There are, at least approximately. It will be a Nash equilibrium in which

the price is approximately equal to marginal costs, or what is the same
thing, where deadweight loss is approximately zero. We know from Equa-
tion 9.31 that the Nash equilibrium price varies with n, the number of firms
according to:

pN(n) = c+ 1
n+ 1 (p− c)

This means that the Nash equilibrium price pN approximates marginal cost
when the number of firms n is very large. This will occur when the barriers
to entry b is close to zero because (as we know from Equation 9.36), the
Nash equilibrium number of firms is given by the following:

nN = p(1− b) − c
bc

You can see from this equation that as b goes to zero (no barriers to
entry) the numerator goes to p̂− c and the denominator goes to zero, so
the equilibrium number of firms goes to infinity. This is the extreme case
of what we call “unlimited competition.”
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Figure 9.14 illustrates how deadweight losses diminish and virtually dis-
appear as the number of firms competing becomes very large. In Chapter 8
we showed that the supply and demandmodel with price-taking buyers and
sellers—often referred to as perfect competition—also implements a Pareto-
efficient Nash equilibrium. And it is for the same reason: that under those
conditions the price would approximately equal the marginal costs of the
highest cost producer.
The result is that perfect competition in the price-taking supply and

demand model yields the same results as “unlimited competition”—that is
large n—in the Cournot model of price-making competition.

Efficiency, competition, and inequality
Because owners of firms tend to be wealthier than are consumers on
average, the extent of competition affects not only the degree of deadweight
loss but also the extent of inequality in the economy. We have seen that by
restricting its sales to xm the owners of the monopoly gained a larger slice
of a smaller pie, to the disadvantage of consumers.
A solution is to reduce the market power of the monopolist. Reducing

barriers to entry and thereby increasing the number of firms competing
would make the economy both more efficient and less unequal.
Notice from Figures 9.12 and 9.14 that the number of firms competing

need not be very large to substantially raise the level of consumer surplus
relative to profits, and reduce the extent of deadweight losses. We will see
in section 9.11 that another way to implement an efficient outcome is to
give the monopolist more power, not less, allowing it to make take-it-or-
leave-it (TIOLI) offers to each consumer, in what is termed perfect price
discrimination. You have already encountered similar cases in Chapters 5
and 10 where the actor with TIOLI power implemented a Pareto-efficient
but highly unequal outcome.

CHECKPOINT 9.8 Deadweight loss and inefficiency

a In section 9.8, you saw that the conflict of interest between the con-
sumers and firm owners in a market is not a zero-sum game. As n
increases, consumers gain more consumer surplus than owners lose in
reduced profits. Where do these extra benefits come from?

b In a competitive market, what is the price that will result in a Pareto-
efficient allocation? Why is this price and subsequent level of output
Pareto-efficient?

9.10 COORDINATION AMONG FIRMS: DUOPOLY
AND CARTELS
When there is more than one firm, the conflict of interest is not just
between the owners of the monopoly and the consumers. There are two
conflicts:
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• between the owners of the firms on the one hand and the consumers on
the other; and

• between the owners of the firms who are competing to sell their goods.

❯ EXAMPLE The most
famous contemporary
example of a cartel is OPEC
(the Organization of the
Petroleum Exporting
Countries), which has
regularly agreed on the
number of barrels of oil each
country would produce
therefore affecting the world
price for oil and gasoline or
petroleum.

In Figure 9.15we represent both dimensions of conflict for the casewhere
we have n = 2. At the Nash equilibrium, point n (identical to the case shown
in Figure 9.6) the two firms each produce 12, so total output is 24, larger
than the monopolist produced, namely 18.
Recall (from Figure 9.13) that consumers’ surplus is maximized when a

total output of 36 is produced. One possible allocation that wouldmaximize
consumer surplus is point j in the Figure 9.15 with each of the duopolists
producing 18. The arrow from n to j shows that both firms producingmore
is better for consumers.
Along the line through points j, k, and i, the outputs of two firms sum

to (-p−c)
β

, which is equal to 36 in this case. Consumers would value points k
and l as much as they do point j. Consumers do not care which of the firms
produces more output as long as the total sum of output equals (-p−c)

β
. At

point j or any other point on this line the following are true:

• price is equal marginal cost, p(X) = c;

• consumers enjoy the maximum consumer surplus;

• deadweight loss is zero;

• economic profit is zero; and

• the allocation is Pareto efficient.

Somewhere along that line is where consumers would like the allocation
to be.
But not the duopolists. The orange arrow shows that both firms produc-

ing less (than the Nash equilibrium) can raise profits to each. Just as the
fishermen in Chapter 5 could do better if they restricted their overfishing
the lake, duopolists could receive higher profits if they could cooperate so
as to not “overharvest” their potential market by selling too many goods.
We have superimposed on Figure 9.15 the isoprofit curves of the

duopolists. The yellow lens shows all of the combinations of the outputs
of the two firms that are Pareto superior to the Nash equilibrium (n) if we
forget about the consumers and consider only the interests of the owners of the
firms. Restricting output of the two firms to just nine each (point i) would
bring total output down to 18, the level the monopoly chose to maximize its
profits. While consumers would like the outcome to move from n toward j
the duopolists would like the outcome to move from n toward i.
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Figure 9.15 The duopolists’ coordination problem and the maximum consumer
surplus. If point n, the Nash equilibrium, is the status quo, owners of firms will
seek to restrict output by implementing a point in the yellow Pareto-improving
lens, ideally (for them) a Pareto-efficient point such as i. Consumers, in contrast,
will be better off if output is increased, lowering prices, reducing deadweight loss,
and increasing consumer surplus. For consumers the ideal level of production is
given by the purple line; they are indifferent between points on the line, because
at every point on the line price equals marginal cost and consumer surplus is
maximized (eliminating both deadweight loss and economic profit for the firm’s
owners).
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The duopolists’ dilemma: A coordination failure among
owners
From the owners’ perspective, if they could agree to eachproduce an output
of xBi = 9 = xAi , this would maximize their joint profits. Again, setting aside
the interests of consumers, it would also be Pareto efficient as you can see
from Figure 9.17 because the outcome lies on the Pareto-efficient curve.

Figure 9.16 The overfishing
coordination problem. Figure
5.12 from Chapter 5 shown
here is about how many hours
two fishermen will spend
fishing on a lake, which is a
common pool resource. They
could both do better if they
coordinated and fished less
than they do at the Nash
equilibrium (point n). As in
Figure 9.15, the yellow lens
shows all of the allocations
that are Pareto superior to n.
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But how could they enforce such an agreement (they could not get the
government to enforce it because in most countries it would be illegal). You
can see from Figure 9.17, if Firm A knows that Firm B will produce output
xBi , Firm A’s best response is to increase its output to the output xAO. Firm A
behaves opportunistically by taking advantage of Firm B reducing its output
(point d). When Firm A increases its profit to πAO which is substantially
higher than the Nash equilibrium profit, A’s opportunism results in Firm
B’s obtaining lower profit than, πBV where it is the victim of A’s opportunism.
The same reasoning applies to the owners of Firm B. Their best response is
also to violate the agreement.
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Figure 9.17 Duopolists’ isoprofit curves and best-response functions. Firm A’s
output is on the horizontal axis and firm B’s output is on the vertical axis. Looking
at each firm’s isoprofit curves, we can see that the equilibrium is Pareto inefficient
with potential Pareto improvements. At the Nash equilibrium, each firm is on its
equilibrium isoprofit line: πA1 for Firm A and πB1 for Firm B. If both firms could
simultaneously decrease their output, then at least one firm would obtain higher
profits, that is, at least one firm could move to a higher isoprofit curve (π2 or π3)
while the other remained at their Nash equilibrium isoprofit line (π1), or both
firms could make higher profits, π1 to π2 . Isoprofit curves πAO and π

B
V correspond to

the extreme payoffs that the firms would receive when Firm A behaves
opportunistically and Firm B is the victim of A’s opportunism, as shown in Figure
9.18.
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You can see from Figure 9.18 that the two duopolists face a Prisoners’
Dilemma. A similar Prisoners’ Dilemma type coordination problem occurs
when there are many oligopolistic firms competing. On the basis of this
reasoning the Cournot model reasons that firms will find it difficult to
coordinate and form cartels.

! reminder An outcome is
Pareto efficient when the
firms’ isoprofit curves are
tangent to each other,
meaning that the marginal
rates of substitution are
equal. When the isoprofits are
tangent, no firm’s owners can
do better without making
another firm’s owners worse
off and therefore there are no
alternative outcomes that are
Pareto superior to the
tangencies of the isoprofit
curve.

How owners address their coordination failure (consumers
beware!)
A coordinationmechanism that owners of firms use to solve their coordina-
tion problem is a cartel that negotiates output and price levels by dividing
up markets among potentially competing firms. The firms would produce
the totalmarket output equivalent of themonopoly and eachwould obtain a
share of the monopoly profit by selling at the monopoly price. They would

CARTEL A group of firms that collude to set output and/or prices in order to
raise profits.
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Figure 9.18 Cournot production: a arisoners’ Dilemma game. A’s payoffs are in
the left-bottom corner of each cell; B’s payoffs are in the top-right corner of each
cell. Firm A’s payoffs are ranked: πAO > π

A
i > πAN > π

A
V. Similarly, for B:

πBO > π
B
i > πBN > π

B
V. The subscript “O” corresponds to “Opportunistic” and the

subscript “V” corresponds to “victim of opportunism.” For each player, their
opportunistic profit is greater than their cooperative, reduced output payoff. As a
result, for each firm, to choose the output on their best-response function
(produce on the BRF) strictly dominates reducing output.
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still have a conflict, because having agreed on a total output (namely 18)
each firm would prefer to produce more of it.
Cartel-type behavior was outlawed in the US by the Sherman Antitrust

Act of 1890 and later antitrust acts, although US firms in some industries
have strong incentives to limit competition if they can get away with it. In
other societies cartels have sometimes become the normal, expectedway of
organizing production. But, because of opportunistic behavior, cartels that
are not protected by law are often very fragile, as the Prisoners’ Dilemma
game above would suggest.
But, behaving as a cartel is not the only institution that firms adopt to

try to obtain greater market power and increase their share of the rents
on a market. Firms regularly merge with other firms (that is, to form one

❯ EXAMPLE For the
duopolist, a cartel performs
the function that the Impartial
Spectator hypothetically, or
government policies in reality
might perform for the two
fishermen seeking to
overcome the overfishing
problem: the cartel seeks to
maximize the total profits of
the two firms, just as the
Spectator maximized the total
utility of the two fishermen,
except in this case the
Impartial Spectator is not
really impartial, as she is
overlooking the reduced
consumer surplus enjoyed by
consumers.

larger firm), in effect pooling their resources and becoming more like a
monopoly. Firms also seek to acquire other firms either by buying them
at a mutually agreed price or by setting up hostile takeovers through buying
enough shares to name directors favorably disposed to the acquisition.
To sum up, a Nash equilibrium in the Cournot model with a limited

number of firms is a Prisoners’ Dilemma from the point of view of the firms
typically resulting in their failure tomaximize their joint profits by enforcing
the price and quantity that a monopolist would choose.

Dynamic inefficiency
There is another possible source of inefficiency in monopoly pricing. Think
about a firm that is considering developing a new product that will have few
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close substitutes and hence will face cost and demand conditions similar to
those shown in Figure 9.13.
From the firm’s standpoint, the incentive to do this is the area labeled

economic profit. But the profits the firm would gain do not measure the
benefits that introducing the new product would yield. Consumers buying
the product would also benefit in the form of consumer surplus. The profits
accruing to the innovating firm fall short of the entire benefits of the
introduction of the new product (consumer surplus plus economic profit).
The economic profit alone may not be sufficient to offset the develop-

ment costs of the new product so the new product will not be produced.
This is an example of dynamic inefficiency because it arises from the
firm failing to make an innovation that would have increased the sum of
consumer surplus and economic profit.

CHECKPOINT 9.9 Consumer surplus and the duopolists’ coordination
problem

a. In Figure 9.15, would consumers prefer to be at point j, k, or l? Explain
your answer.

b. Why will duopolists find it difficult to coordinate and produce at point i
in Figure 9.17?

9.11 PERFECT PRICE DISCRIMINATION:
ELIMINATING DEADWEIGHT LOSS AT A COST TO
CONSUMERS
Surprisingly, the deadweight losses associated with a monopoly’s market
power can be eliminated if we let the monopolist have a littlemore power,
so that the monopolist can charge different prices to different individual
buyers. This is called price discrimination. Price discrimination is an
example of a situation in which the law of one price does not hold.
Some aspects of discrimination based on race, religion, sexual pref-

erence, and gender fall into the broad category of price discrimination.
When an automobile dealer sells a car to a woman at a higher price
than would have been charged to an otherwise identical man, we have an
instance of price discrimination. But here, we consider cases where price
discrimination is based on the buyer’s willingness to pay, not her gender or
some other characteristic.

PRICE DISCRIMINATION Selling the same product at different prices, for
example, charging more to buyers with a greater willingness to pay.
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Perfect price discrimination and Pareto efficiency✓ FACT CHECK A study of
the markets for rice, kidney
beans, sugar, tomatoes, and
tortillas in Mexican villages
found that those buying larger
amounts paid substantially
lower prices. For the tortilla
market, for example, a 10
percent increase in the
amount of tortillas purchased
was associated with a 4.5
percent decrease in the price.
This may have occurred
because those buying small
amounts were generally poor,
and had fewer alternative
places they could purchase
the commodities. Richer
buyers, purchasing larger
quantities had better
alternatives for shopping
around.5

Figure 9.19 shows how price discrimination will reduce the inefficiencies
associated with monopoly or other forms of limited competition. To see
how price discrimination might address the inefficiencies associated with
monopoly or other forms of limited competition, take another look at Figure
9.13. Deadweight losses exist because the monopolist restricts how much
he sells in order to maximize profits (return to Figure 9.13 to confirm
this). Therefore, the price the monopolist charges exceeds marginal cost.
Consequently, many consumers are willing to pay more for the good than
the marginal cost that the firm would incur to produce it, which we can
identify in Figure 9.19 because the demand curve represents the maximum
price a buyer is willing to pay for each unit of the product sold.
But suppose the firm could make a private bargain with each of these

consumers who are not buying the good at the price pm. As first mover the
monopolist would make the customer a take-it-or-leave-it offer charging
a price equal to the consumer’s maximum willingness to pay.
If this were possible, then the firm would produce more. The firm would

produce and sell the good even to the consumer whose willingness to pay
just barely exceeded themarginal cost. In this case, the price charged to the
marginal consumer (the one with the least willingness to pay that exceeds
the marginal cost) would barely exceed the marginal cost and there would
be virtually no deadweight loss.
Of course if the firm couldmake a private dealwith each of the consumers

whose willingness to pay fell short of the price pm in Figure 9.19, then it
would also want to make a similar deal with all the rest of the consumers.
But in these cases the firm would chargemore than pm because, as you can
see from the demand curve, the remaining consumers (those to the left of
xm) have a willingness to pay that is greater than that price. If the firm
could set a price for each unit sold so that the buyer receives no consumer
surplus at all, this is called perfect price discrimination.
The perfectly discriminating monopolist is illustrated in Figure 9.19. The

entire area under the demand curve represents themaximum sales revenue
that the firm could get if it could somehow charge each consumer a
personally chosen price for each unit (a different price for each consumer
for every unit which that consumer buys) designed so that the consumer
would be indifferent between buying or not buying. The result is that there
are no benefits conferred on consumers in the form of consumer surplus.
And there is no deadweight loss either.

! reminder The
participation constraint of a
buyer represents the
requirement that in order to
voluntarily participate in a
social interaction, such as
choosing to purchase a good
from a firm, an individual
must receive a utility at least
as great as the next-best
alternative, which constitutes
the buyer’s fallback in the
transaction. If a seller makes
an offer that violates the
participation constraint, the
buyer will refuse it.

Is the outcome when the monopoly practices perfect price discrimina-
tion a Nash equilibrium? You can check that given that the monopolist can

PERFECT PRICE DISCRIMINATION Occurs when a firm can make a separate
take-it-or-leave-it offer to each individual buyer for each unit to be sold at a price
equal to the consumer’s maximum willingness to pay.
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Figure 9.19 Cost curve, demand curve, and the perfectly discriminating firm. The
perfectly discriminating firm charges each customer a price equal to the
customer’s reservation price. For example, the customer who buys the x′th unit of
the good is charged p′ . Because no buyer pays less than their maximum
willingness to pay for the good, there is no consumer surplus; the perfectly
discriminating firm appropriates the total economic rents from the transaction.
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make a take-it-or-leave-it price offer and sets a price just slightly below the
buyer’s maximumwillingness to pay, the buyer’s best response to this price
offer is to buy. Given the range of different people’s willingness to pay, the
monopolist cannot do better than a perfect price discrimination strategy.
Perfect price discrimination therefore results in Pareto-efficient level

of output even by a monopoly because the price charged to the marginal
consumer is equal to themarginal cost of producing that good. There is also
another way to see this.

❯ EXAMPLE The perfectly
discriminating firm is the
ultimate price-making firm. So
far the price-making firm can
vary its output so as to affect
the identical price at which it
sells all of its goods. The
perfectly discriminating firm
can sell an additional unit of
output at a price above
marginal cost without
reducing the higher prices
paid by other buyers.

Remember that an outcome must be Pareto efficient if it is the result of
one party maximizing his or her utility subject to a participation constraint
(requiring that the other person’s utility must not be less than some given
amount). “Participate” here means “buy the good,” and the consumer’s
fallback option is not to buy the good, and have more money for other
purposes. Since the firm cannot secure buyers at prices above the demand
curve, the demand curve is the participation constraint for the perfectly
discriminating monopolist.
The result seems paradoxical: the inefficiencies resulting from the mar-

ket power of a monopoly can be eliminated by giving the monopoly even
more power, the ability to charge different prices to each consumer. The
reason why this works is that when the firm charges a single price to all
buyers, the owner faces a trade-off: he could sell more, but in order to
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do so he will have to lower the price; or he could charge more, but then
fewer consumers will buy. Monopoly price-discriminating power liberates
the owner from this trade-off posed by the demand curve.
Given the trade-off posed by the demand curve and the requirement to

sell all goods at a single price, themonopolist restricts production and sales
so as to allow a higher price. In other words, the reason why themonopolist
finds a way to get a larger slice from a smaller pie is that (in the absence of
perfect price discrimination) he cannot get the entire pie.

! reminder You have seen
something like this in
Chapters 4 and 5. When
Ayanda had take-it-or-leave-it
power, she was acting exactly
as a perfect price
discriminator appropriating
for herself the rent from the
interaction, constrained only
by Biko’s participation
constraint. The outcome was
Pareto efficient. The same was
true when one of the
fishermen had
take-it-or-leave-it power as
owner of the lake in Chapter 5.

! reminder The word
distribution refers to how
much of the benefits or costs
of any interaction each
person gets. Perfect price
discrimination results in
greater inequality in the
distribution of economic
surplus from exchange
because the owners of the
firm gets the whole economic
surplus, and buyers get none.

To sum up, perfect price discrimination by a monopolist:

• leads to a Pareto-efficient allocation since the monopolist will sell to
every buyer whose willingness to pay is above the marginal cost of the
goods produced;

• the result constitutes a Nash equilibrium; and

• distributes the entire rent to themonopolist (buyers receive no consumer
surplus).

CHECKPOINT 9.10 The PC vs. the ICC

a Define the terms participation constraint and incentive compatibility
constraint.

b Explain why, for the firm that can perfectly price discriminate, the
demand curve is also the buyers’ participation constraint, which is the
relevant constraint on the firm’s profit maximization?

c Why does perfect price discrimination eliminate all consumer surplus?

9.12 APPLICATION: PRICE DISCRIMINATION IN
ACTION
If price discrimination can eliminate the gains from the exchange enjoyed
by buyers by distributing their entire consumer surplus to owners’ eco-
nomic profits, then is it called “perfect?”
In science and other scholarly disciplines the word “perfect” does not

mean “flawless.” It often refers to some abstract idea, such as a “perfect
gas” in physics which does not exist but which is a helpful simplification
for understanding the important aspects of some processes. Perfect price
discrimination is an abstract idea designed to clarify why monopolies are
inefficient, not a value judgment about how good it is.
Although price discrimination benefits owners, firms do not typically act

as perfect price discriminators: like perfect competition it is not a business
practice that we expect to see often. There are three reasons why few, if
any, businesses practice price discrimination in its pure form:

✓ FACT CHECK Price
discrimination is often viewed
as “price gouging” and it is
generally condemned on
ethical grounds. For example,
80 percent of Americans in a
study by psychologist Daniel
Kahneman disapproved of
stores charging more for snow
shovels after a snowstorm
(when presumably people’s
willingness to pay is higher
than usual).6

• Information: it requires information on potential buyers’ maximum will-
ingness to pay that is costly or even impossible to obtain.
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• No resale: the monopoly firm would have to find a way to ensure that
those who purchased the good at a low price could not resell it to those
with a higher willingness to pay, thereby undermining the monopoly’s
high price sales.

• Consumer objections: buyers often react negatively to price discrimina-
tion, thinking that the firms should not be able to profit by charging
different prices to different people, or to people living in different cir-
cumstances.

But even with these impediments, there is a price discrimination strategy
that is feasible in many cases. When a firm has information that allows it to
distinguish groups of potential buyerswhohave differentwillingness to pay,
but not enough information to find out every individual buyer’s reservation
price, it can engage in group price discrimination.
The discriminating firm will charge a different price to members of each

of the groups (or submarkets) depending on the firm’s estimate of the
willingness to pay of the members of each group.
Suppose the firm considers raising the price at which it sells to a par-

ticular group. If buyers in the group can meet their needs by purchasing a
close substitute for the firm’s good, then their willingness to pay for this
particular product will be limited, and so a small increase in price will drive
them away. The same will be true if the members of the group have little
income. In this case their marginal utility of the limited amount of money
left over for other purchases will be substantial, so that their willingness to
pay will be limited.
If, on the other hand, buyers in the group have no good alternatives to

buying from the firm, or if they are wealthy their willingness to pay will be
greater and the firm can raise the price a lot and lose only a few customers.
In this case, we would expect the price offered to the group to be high.
Competitive strategies like advertising the distinctive features of the

product and consumer loyalty programs such as airline miles or discount
cards are designed to deter customers from switching to their next-best
alternative. Advertising by the firm is often designed to attract a group
of buyers who are particularly attached to the advertised features of its
product, or particularly taken by the glamour of using it, rather than some
close substitute. Advertising also targets higher-income people, whose
willingness to pay will be greater because their marginal utility of money
left over is less.
Mac computers tend to be a lot more expensive than PCs, so the travel

site Orbitz steered Mac users to more expensive hotel sites. Here the
price-setter exploits the fact that rich people have higher willingness to
pay. So lower-income buyers might see a lower price. But not necessarily.
Discounts for the elderly (on average lower income) follow this logic.
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For the identical stapler the Staples.comwebsite charged a price of $15.79
to one buyer and $14.29 to another based on where they lived. They only
lived a few miles apart. Office Depot told the Wall Street Journal (WSJ)
that they use “customers’ browsing history and geolocation” to personalize
price-making. In the WSJ’s study the areas that tended to get lower prices
were higher-income areas where there was more competition from rival
sellers.7 In other words, the rich paid less and the poor paid more.
Airline companies charge fliers who stay in a city over Saturday night a

lower fare for the same seat than flierswho returnwithout staying over Sat-
urday night. These consumers have a lower willingness to pay, and greater
price elasticity of demand than other fliers. They have a higher elasticity
of demand at any price because nonbusiness travelers typically have more
flexibility in their travel schedules and routes, and more alternatives than
business flyers. A business flyer who wants to stay over Saturday night will
benefit from the lower fare, showing the airlines’ ability to discriminate is
limited by the information their customers reveal.

CHECKPOINT 9.11 Perfect price discrimination and dynamic inefficiency
Explain why the dynamic inefficiency described in section 9.10—a socially
valuable innovation not being introduced—would not occur if the monopo-
list considering the innovation were capable of perfect price discrimination.

9.13 RENT-SEEKING, PRICE-MAKING, AND
MARKET EQUILIBRATION

! reminder A Nash
equilibrium is an allocation
such that none of the actors
could do better by altering
their strategies, given the
strategies adopted by others.
This explains why, if actors are
implementing a Nash
equilibrium, they have no
incentive to leave the Nash
equilibrium. The Nash
equilibrium concept says
nothing about how they might
get there in the first place.

The model of perfect competition introduced in section 8.12 describes a
Nash equilibrium, but it does not explain why we might expect a market to
be at or near the intersection of the supply and demand curves. Why would
we give special attention to the market-clearing equilibrium point? The
answer must be that other points are not Nash equilibria so that they will
be disrupted by buyers or sellers (or both) changing the prices or quantities
at which they are willing to transact.

Nonequilibrium prices and the short side of the market
To see this we study the cases illustrated in Figure 9.20. Suppose that for
some reason the price is pH, a price higher than the price given by the
intersection of the supply and demand curves. To understand what this
means remember that “supplied” does not mean “sold.” It means produced
and brought to market. Whether it is sold will depend on demand.
Figure 9.20 shows that at the price pH the amount sold will be the

amount demanded XDH, because buyers will not be willing to buy more
than this quantity. The quantity supplied is XSH which exceeds the quantity
demanded XDH. Sellers therefore want to sell more than buyers want to buy
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at pH. This case is called excess supply, referring to the excess of goods
produced and brought to market but not sold, remaining in warehouses or
on the shelves rather than going into someone’s shopping bag.
By contrast, when the price is pL < pc buyers want more goods than the

sellers want to sell, so there is excess demand, which might show up with
people standing in lines to get limited numbers of goods or heading home
with empty shopping bags. When either excess demand or excess supply
exist, we say the market does not clear.
To see what happens in this case we need to introduce some new terms

about the economics of non-clearing markets. Remember, to construct the
supply and demand curves we asked a hypothetical question based on
the idea that the buyer or seller could transact any quantity they wished
at some given price. This will be true for both buyers and sellers at the
price given by the intersection of the supply and demand curves. But when
markets do not clear this “transact-any-amount-you-wish-at-the-going-
price” assumption must be untrue of either the buyers or the sellers. When
someone cannot buy or sell the quantity that they would like at the going
price we say that they are quantity constrained.
We refer to two “sides” of the market with respect to demand and supply:

the “demand side” are the buyers who demand the good; the “supply side”
are the sellers who supply the good.
When the market does not clear, there is a long side of the market and a

short side of the market.

• Short side: The short side of the market refers to the actors—buyers or
sellers—as short siders, who are able to make all of the transactions they
wish. They are on the side of the market where the number of desired
transactions is least.

EXCESS SUPPLY Excess supply exists when, at the prevailing price, the amount
supplied exceeds the amount demanded.

EXCESS DEMAND Excess demand exists when, at the prevailing price, the
amount demanded exceeds the amount supplied.

QUANTITY-CONSTRAINED. An actor is quantity constrained if they are unable to
transact the quantity they would like at the going price.

LONG SIDE OF A MARKET The long side of the market is the side—either supply
or demand—on which the number of desired transactions is greater, given the
price.

SHORT SIDE OF A MARKET The short side of the market is the side—either
supply or demand—on which the number of desired transactions is least, given
the price.
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Figure 9.20 Excess supply and excess demand: rents in a non-clearing market.
When pH > pc (panel (a)) sellers would like to supply XSH , but are able to transact
with buyers only at the quantity they demand at pH , which is XDH . As a result,
those sellers who sell to buyers gain an economic rent equal to the distance ad,
which is the difference between their marginal costs at XDH , mc(XDH), and the
price they obtain pH . When pL < pc (panel (b)) buyers would like to buy XDL , but
are able to transact with sellers only at the quantity sellers are willing to sell at
pL, which is XSL . As a result, those buyers who buy from sellers at pL gain an
economic rent equal to the distance ef, which is the difference between their
willingness to pay at XSL , wtp(XDL) and the price they pay pL.
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• Long side: Some of the long-siders will be able to make the transactions
theywish, but others will not. Some long-siders are quantity constrained.
They are on the side of the market where the number of desired transac-
tions is greater.

Either buyers or sellers can be on the short side of themarket, depending
on the price being above or below the market-clearing price. If the price
is pL < pc (Figure 9.20 (b)) so that there is excess demand, then sellers are
on the short side of the market. When pH > pc (Figure 9.20 (a)) by contrast,
sellers want to sell more goods than buyers want to buy, so buyers, who can
buy all they wish, are on the short side of the market. Table 9.2 summarizes
these results about non-clearing markets.

❯ EXAMPLE In colloquial
English, to “get the short end
of the stick” means to get a
bad deal, to come up short in
some bargain. But being on
the short side of a market can
be an advantage, as we will
see when we study the market
in labor in Chapter 11. In the
equilibrium of the labor
market there is an excess
supply of workers so
employers are on the short
side of the market and
workers both employed and
unemployed are on the long
side. This is also true in the
credit market (Chapter 12),
where there is excess demand
for loans, so banks and other
lenders are on the short side
and borrowers are on the long
side, some of whom would
like to borrow at the going
rate of interest but cannot.

Notice that in Figure 9.20 the supply curve above pc is a dashed line,
and the same thing is true of the demand curve below pc. We do this
to emphasize that these portions of the supply and demand curves are
irrelevant to our analysis: we will never observe an outcome on the dashed
segments. This is because the exchange is voluntary: there is no way that
those who would like to buy or sell more at the going price can force others
to exchange with them. As a result, it is the short side of the market that
determines the quantity transacted: that is, buyers (the demand side) when
pH > pc and sellers (the supply side) when pL < pc.
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Table 9.2 Excess demand and supply, rents, and quantity constraints. The two rows of the table
refer to the case in which the price is higher (top row) or lower (bottom row) than the price that
would clear the market.

Figure Price Excess supply
or demand

Short side Rents Unable to
transact

9.20 a pH > pc Excess supply Demand
(buyers)

Some sellers
get economic
profits

Other sellers
get nothing

9.20 b pL < pc Excess demand Supply
(sellers)

Some buyers
get consumer
surplus

Other buyers
get nothing

Rents in non-clearing markets
In Figure 9.20 the fact that the market does not clear is indicated by either
excess supply or excess demand, the extent of which is measured in terms
of quantity not bought or not sold. The quantity not sold is a horizontal
distance in the figure.
The extent to which the market does not clear can also be measured

vertically in the same figure, that is, by the difference between the price
at which the good is transacted and the buyers’ willingness to pay or the
sellers’ willingness to sell.
This means that in a non-clearing market there must also be economic

rents, in the form of either consumer surplus or economic profits. These
measure the extent of excess demand or supply in the vertical dimension,
that is, in terms of the price.
At the price pH the marginal cost of the last unit sold (mc(XDH)) is less

than the price, so we have both:

• excess supply because XSH > XDH (the horizontal dimension); and

• some (but not all) sellers who succeed in selling their output gain eco-
nomic profits on their last unit sold equal to the vertical distance between
pH and mc at X = XDH in Figure 9.20 (a).

In the other case, at a price pL < pc, we have both:

• excess demand because XDL > XSL; and

• some (but not all) buyers who are able to purchase what they want gain
consumer surplus (an economic rent) on the last unit purchased that
is equal to the vertical distance between points e and f in Figure 9.20
(b), because they paid pL for a good for which their willingness to pay
(the height of the demand curve at XDL or wtp(XDL)) is greater than
the price.
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Notice the pattern in the two examples above:

• short side: Those on the short side of the market are able to transact all
that they wish at the given price; and

• long side: Those on the long side of the market fall into two different
groups with decidedly contrasting outcomes: Those who succeed in
making a transaction gain an economic rentwhile the rest of the so-called
‘long-siders’ get nothing, they are excluded from the market.

Rent-seeking and market equilibration
How does a competitive market adjust when the going price is such that
there is excess demand or excess supply? For any kind of adjustment to
occur the buyers and sellers cannot act as they might in the equilibrium
of the perfect competition model, that is, as price-takers. As a thought
experiment, if all of the buyers or sellers in the market described in Figure
9.20 were price-takers (and therefore do not change the price), then a price
like pH or pL would persist forever.
But in a situationwith excess demand or supply, being a price-taker is not

the best you can do. In a competitive market for goods like that described
in the figure, a non-clearing market is not a Nash equilibrium. Why?

• Rent-seeking: If economic rents exist when the market does not clear,
then there will be opportunities to gain either consumer surplus or eco-
nomic rent by changing the amount demanded or supplied, or offering a
different price. These activities are called rent-seeking.

• Equilibration: Under most conditions, how the rents are obtained will
result in prices and quantities changing so that the market eventually
equilibrates and clears.

To seewhy, look at Figure 9.20 and imagine the price is pH as in the left panel
and you are selling the last unit you produce atmore than its marginal cost.
What would you do? You would want to sell more goods. But you are

constrained by the demand curve: you cannot sell more if you remain a
price-taker and do not lower your price. So you become a price-maker

RENT-SEEKING Any activity undertaken to gain a rent for the actor is called rent
seeking, including changing a price or quantity in a non-clearing market, creating
barriers to entry to reduce competition, introducing an innovation to reduce
costs, price discrimination, and lobbying or other political activities aimed at
granting the actor some kind of legal or other advantage.

EQUILIBRATION Equilibration is the process of getting to an equilibrium from a
nonequilibrium situation.
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and acting as a rent-seeker, you would lower your price a little bit. The
following will then happen:

• Greater quantity sold: You sell more as buyers switch to you because of
the lower price you are offering (your goods are substitutes for the goods
other firms produce).

• Lower profit per unit: You would make a slightly smaller rent on each unit
(a lower profit per unit) because the price is lower (and therefore p− c is
lower).

• Best responses by others: Other firms losing business to you would do the
same and lower their prices to best respond to your change in strategy.

The process would typically go on until the price fell to pc. Something
analogous happens if the price is lower than pc. At price pL it is the buyers
who receive rents (their willingness to pay exceeds the price they pay).
Put yourself in one of the buyers’ shoes: you would like to buy more but
cannot without paying more. So you would act as a rent-seeker and price-
maker, and would offer to pay a higher price than pL. Sellers would flock to
you, and other prospective buyers would find that they too would have to
increase their prices. Again the process will go on until the economic rents
disappear, that is, until the market clears at pc.
This is why the dashed portion of the supply and demand curves in the

figure will not have any bearing on quantity transacted at the given price.
All of the action must be on or between the solid lines, which encompass
the short side of the market.

CHECKPOINT 9.12 Short side vs. long side Analyze the market outcome
in Figure 9.20 (b) when p = pL.

a. Explain what the initial economic rent would be when p = pL.

b. Why would an outcome such as point g never be observed?

c. Would p = pL persist? Why or why not?

9.14 APPLICATION: WHEN RENT-SEEKING DOES
NOT EQUILIBRATE A MARKET—A HOUSING
BUBBLE
There are two reasons why we study how when the market is not in equi-
librium the equilibration process works through the rent-seeking activities
of buyers and sellers.

HISTORY The long run To
stress the importance of
knowing how an economy
works when it is not at or near
an equilibrium, in his 1923
Tract on Monetary Reform,
John Maynard Keynes
famously wrote that the “long
run is a misleading guide to
current affairs. In the long run
we are all dead.” He did not
suggest that modeling
processes that may take a
long time before reaching
equilibrium is pointless. In
fact he uses the concept of
the long run repeatedly in
that book.8

The first is that this process can take a very long time. To see why,
think about a labor market in which wages for a given kind of labor are
substantially higher in one region or city than in another. The market is not
in equilibrium. The rent-seeking thatmight equilibrate this market requires



OUP CORRECTED PROOF – FINAL, 11/9/2021, SPi

520 Competition, Rent-seeking, and Market Equilibration

Figure 9.21 Housing prices in the US (1987–2018). The housing mortgage crisis
started after the high price for houses was reached in August 2006. The
subsequent banking crisis began in September of 2008 with the closure of
Lehman Brothers, an investment banking firm. The data show the Case–Shiller
index based on sales of single family homes.
Source: S & P Dow Jones Indices LLC (2020).
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workers and their families in the low-wage regions to move to the higher-
wage location. And moving requires them to leave their friends, neighbors,
and relatives. Equilibration, therefore, often takes place over decades if not
a generation.
As a result, the equilibrium of a market may be a poor guide to what we

will find when we observe the economy empirically. But the idea of equi-
librium remains informative. Even when the economy is out of equilibrium,
the concept of equilibrium often provides predictions about what changes
we should observe taking place: for example, workers moving to areas with
higher wages or less unemployment.
The second reason to study the equilibration process is that sometimes it

does not work. Rent-seeking may temporarily drive the market away from
equilibrium over a long enough period to create a substantial amount of
insecurity.
This is not just a theoretical possibility. It happens. Figure 9.21 shows the

pattern of a bubble, then a crash for US houses: housing prices increased
until August 2006, then started to drop a little bit, then crashed. They
began to recover again in January of 2012 and have continued to increase
since then.



OUP CORRECTED PROOF – FINAL, 11/9/2021, SPi

Application: When Rent-Seeking Does Not Equilibrate a Market—A Housing Bubble 521

Figure 9.22 The positive feedbacks leading to bubbles and crashes. A positive
feedback occurs when some change causes further changes leading to the
amplification of the initial change. In panel (a) an initial price increase (for
whatever reason) leads to changes (following the arrows counterclockwise around
the figure) that eventually feed back to cause a further price increase. A positive
feedback process working in the opposite direction occurs in panel (b). Positive
feedbacks are the basis of what people call virtuous cycles or vicious cycles.

Buy a 
 house

Expect more 
 price increases

     Demand for 
 housing increases

Prices increase, p↑

Expect future
price decreases

     Demand for 
housing decreases

Prices decrease, p↓

(a) A housing bubble with rising prices (b) A housing price crash

Postpone buying
a house

A housing price bubble
To see how equilibration fails, let’s consider a particular market: housing.
Let us assume that the housing market starts in equilibrium. For some
reason the price of housing rises leading to more house construction and
less house buying. There is now an excess supply of housing. If the rent-
seeking process described above were to work, then owners of the unsold
houses could do better by offering to sell at a lower price. Some of them
would realize this and lower prices. Eventually the market would return to
the earlier equilibrium.
But rent-seeking participants in the housing market might think differ-

ently. Imagine you have just gotten your first well-paying job. You have two
choices: buy a home now or postpone buying and continue renting. The
increase in prices of houses leads you to postpone buying. This is how the
equilibration process is supposed to work.
But if you think ahead, you might think as follows: “Housing prices just

rose. I guess they may be even higher in the future; so both to save money,
and to acquire an asset whose value is going to rise: I’ll buy now.” This logic
is illustrated in panel (a) of Figure 9.22.
If this kind of economic reasoning were common—and there is no reason

why it should not be—the increase in the price of housing would result in
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! reminder You
encountered tipping points
already in Chapter 8 in the
model of segregation of
“Blues” and “Greens” in a
housing market and Chapter 2
in the Palanpur game about
plantings early or late.

Figure 9.23 The dynamics of price adjustment and tipping points. The horizontal
axis in both cases is the price now (it could be of housing, stocks, or any good).
The vertical axis is the price we expect in the next period. In both panels the
green curve shows that the higher the price is now, then the higher we expect the
price to be tomorrow. In panel (a), an initial low price leads people to expect a
higher price tomorrow, which, when it occurs, leads them to expect an even higher
price the period after that. Points a and c in panel (b) are similar to point e in
panel (a). If prices are a little above or below the intersection, prices will adjust
back to the intersection. These are stable equilibria. Point b is different. A price a
bit higher than b leads people to expect an even higher price in the next period,
and this leads prices to rise (moving away from point b), eventually stabilizing at
point c. The breaks in the axes in panel (b) are because house prices do not start
close to zero.
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an increase in the demand for houses. The shift in demand—if sufficiently
great—would transform the market situation from the initial one of excess
supply to excess demand. This would result in additional increases in
housing prices, thereby fulfilling your expectation that your home value
would go up. The result would be a sustained rise in house prices. This is

✓ FACT CHECK A housing
bubble in the US, Spain, and
other countries contributed to
the 2007-2009 global financial
crisis.9

called a housing bubble.
The term housing bubble is meant to suggest that prices do not increase

forever. The bubble will burst if something happens that leads people to
think that housing prices will fall. Then the reasoning runs in reverse.A fall
in the price of housing indicates that buying now is a waste ofmoney, prices
will be lower later, and in any case owning housing is no longer a good
investment. Demand for houses will collapse. Housing prices then crash.
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Modeling a price bubble and a crash: Stable and unstable
equilibria
The key to the bubble and the crash is that a change in prices can lead
people to expect a future price change. To see how this works, in Figure
9.23 (a) we show the case where starting from an out-of-equilibrium price,
the buyers and sellers converge on an equilibrium price. The green curve
labeled p̂(p) tells us the price we will expect later if the price now is as given
on the horizontal axis. This is the expected price function. So if the price
today is the low price pl, then the expected price later will be somewhat
higher indicated by p̂l.
If our expectations were correct (which we assume), then that price

becomes the new actual price now, indicated by the horizontal arrow to the
p̂ = p. But if the price now is at that level, then the expected price (repeating
the above process) will be still higher. This process will continue until the
price is pe in which case the price now is also the expected price later. So
unless something changes from outside the model, there are no further
changes in the price.

! reminder Getting to an
equilibrium In Chapter 5 we
asked how the two fishermen
might get to a Nash
equilibrium if they were at
some point not at the
equilibrium. We showed how
this could happen and also
asked you to think of a case in
which it would not happen.
The “not happen” case is what
we are studying here with the
price bubble.

You can see that had the price been higher than pe initially, then the
process could have brought the price down to pe. This process describes
how market equilibration works, when it works. The price pe is a stable
equilibrium price.
In Figure 9.23 (b) we show a different price expectation function. There

are two stable equilibria in panel (b), like point e in panel (a), at points a and
c. But there is also point b. If the price is a little above the price at point b,
then you can see from the green expected price function that people would
expect the price to be even higher next period. And if the price were higher,
then prices would continue to rise up to point c.
If the initial price is a bit below the price at point b then a similar process

! reminder A value in some
process—for example, a
particular price of
housing—such that the
process is qualitatively
different for values higher or
lower than this value—prices
rising above it or falling below
it, for example—is called a
tipping point.

will lead prices to fall to point a. Point b is called a tipping point. At prices
above the tipping point the economy ‘tips’ up to point c. At prices below the
tipping point, it tips down to point a.
To see how a bubble can happen imagine that the economy is at point a.

Now think about some change that would result in most people expecting
prices to rise next period: for example the government just announced a
program to subsidize housing costs for families with children, or banks just
announced lower interest rates on mortgages, making it easier for people
to borrow to buy houses.
This would shift up the price expectation curve to the dashed line in the

figure. For every price today, the expected price later would be higher. The
result would be the stable price equilibrium at point awould no longer exist.
And the same is true of the ‘tipping point’ b. What would then happen?
The logic of Figure 9.23 (a) tells us that prices would continue rising until

the economy reached point c. This is a price bubble.

❯ EXAMPLE Tipping point
The temperature 0 degrees
Celsius (32 degrees
Fahrenheit) is a tipping point
for water, above that point
water is a fluid, below it it
becomes a solid (that is, ice).
Here, the value of 0 degrees
Celsius is the “critical value”
and the “qualitative
difference” is how water
transitions from being a liquid
(its initial quality) to a solid (a
different quality), therefore
demonstrating a qualitative
change.
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If we are now at point c with high but constant prices, a downward
shift in the price expectation function (eliminating the intersection at
point c) would bring about a downward spiral of prices back to a low-price
equilibrium like point a. This is the bursting of the bubble, a housing price
crash.

Price bubbles and irrationality
Bubbles, crashes, and the instability they cause are often attributed to
people’s “irrationality.” But notice there was nothing about your calcu-
lation above that was irrational in either the narrow sense of the term
in economics or in the more common-sense meaning. You were using
prices as information and “doing the best you can” in exactly the way
that characterizes the constrained optimization process that is sometimes
taken to be the definition of economic rationality.
What made the bubble possible was not stupidity or a gambling temper-

ament, but instead two things: the facts that

• people (reasonably) took an increase in house prices as a signal of things
to come, and that

• housing is a durable asset, whose future value is a critical concern when
buying or selling.

Bubbles do not occur in markets for goods that are nondurable or do not
last. You do not see people flocking to buy up asmuch fish as possible when
the price rises, hoping to sell it for a profit later! (With improvements in
refrigeration and storage, however, even this cannot be ruled out.)

CHECKPOINT 9.13 Tipping points

a In Figure 9.23 which price is a tipping point in the right panel?

b Is there a tipping point in the left panel?

c Is there some tipping point for water other than 0 degrees Celsius?

9.15 HOW COMPETITION WORKS: THE FORCES
OF SUPPLY AND DEMAND
We have also seen how competition among rent-seeking buyers and sellers
in a non-clearing market can equilibrate supply and demand. The fact that
most goods are not durable (or are costly to store) means that bubbles
are the exception, and movement toward a market equilibrium is more
common. This shows that the supply and demand framework provides a

DURABLE ASSET A durable asset is one that remains valuable over a long
period of time.
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useful conceptual tool, even if the perfectly competitive model of supply
and demand does not explain how price-taking buyers and sellers would
ever get to a Nash equilibrium. The rent-seeking approach teaches an
important lesson. Locating the intersection of a supply and a demand curve
is not sufficient to understand how competition works and how buyers
and sellers best respond to changes in supply, demand, and the degree of
competition.
Changes in supply and demand affect the prices at which goods are

exchanged by altering the fallback options of buyers and sellers. A seller’s
fallback (next-best alternative) in an interaction with a potential buyer is to
sell to an alternative buyer or not to sell at all. A buyer’s fallback is to buy
from an alternative seller or not to buy at all.
The price at which a seller can sell her good will depend on her own

fallback and the fallback options of those to whom she could potentially
sell the good. Similarly, the price at which a buyer buys a good depends on
his fallback option and the fallback options of those from whom he could
potentially buy the good.
Consider the three markets in Figure 9.24 where there is a single seller,

Zenji, who can produce one unit of a good at a cost c. This cost is his
minimum willingness to sell: he will not sell the good for less than it would
cost him to produce it. (Because there is only one unit of the good produced
we omit the “marginal” and “average” in describing its cost.) The good is not

! reminder A fallback is
each buyer’s or seller’s
next-best alternative to the
current exchange or social
interaction. The fallback may
involve not exchanging or not
participating in the
interaction, or it may involve
an alternative, such as buying
from a different store, or
selling to a different customer.

divisible so Zenji must sell one unit to just one buyer.
We will consider three potential buyers: Avanti (A), Bella (B), and Carlos

(C). Figure 9.24 a is a bilateral monopoly, which we have encountered in the
bargaining between Ayanda and Biko in Chapter 4: there is one buyer, Avanti
(who could be called a monopsonist that is, a single buyer) and one seller,
Zenji. In panel (b), Zenji has two prospective buyers, Avanti and Bella (A and
B) with differentmaximumwillingness to pay for the good (p

A > p
B
). In panel

(c) Carlos has joined themarket, so we have three prospective buyers: A and
C have the same willingness to pay for the good, and B’s willingness to pay
is lower than theirs (p

A = p
C > p

B
).

We start with market (a) the bilateral monopoly. If the buyer and seller
exchange the good, then the total economic rent that results will be the
sum of Avanti’s consumer surplus and Zenji’s economic profit. This is the
difference between Avanti’s willingness to pay and Zenji’s willingness to sell:
p
A − c. Any price in the range [c,pA] would satisfy both Zenji’s and Avanti’s
participation constraints because both would do better than their fallback

BILATERAL MONOPOLY In a bilateral monopoly transaction there is a single
transactor on each side of the market—one potential buyer and one potential
seller.
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option. The lower the price, the more consumer surplus Avanti would get,
and the higher the price, the more economic profit Zenji would get.

! reminder Each of these
scenarios is like an Ultimatum
Game or a Dictator Game from
Chapter 2 with different
institutions determining
whose actions determine the
distribution of the economic
surplus.

Which of the seller or the buyer obtains the larger share of the economic
rent will depend on the rules of the game governing the interaction. For
example if Zenji is first mover and can commit to a particular price, then he
will charge p

A
, Avanti’s maximumwillingness to pay, or just a bit less. Avanti

will accept and the total economic rent made possible by the transaction
p
A − c (or virtually all of it) will go to Zenji in the form of economic profit.
Avanti has barely improved on her fallback position, which in this case was
to not buy the good, gaining a consumer surplus of zero.
Of course had Avanti been the first mover the results would have been

exactly the opposite. She would have offered to buy the good at the price c,
which is Zenji’s fallback option, or a bit higher, capturing all of the economic
rent in the form of consumer surplus.
How does an increase in demand affect the outcome of the interaction?

This could take one of two forms. First, if Avanti for some reason came to
value Zenji’s good more, then her maximum willingness to pay would be
greater than p

A
. Now supposing that the rules of the game had not changed

Figure 9.24 Supply and demand for one seller and the cases of one, two, and
three buyers. Panel (a) is a bilateral monopoly with one buyer and one seller. We
assume buyer A has the highest willingness to pay for the good. The transaction
can occur at a price anywhere in the range between the seller’s cost and the
buyer’s willingness to pay, [c,pA]. Panel (b) has one seller and two buyers, where
buyer B’s willingness to pay is lower than buyer A’s willingness to pay, but higher
than the seller’s cost, c < p

B < p
A . The availability of B as an alternative buyer

narrows the range of prices over which A and the seller will negotiate, since the
transaction price p will now be in the range [pB,pA]. Panel (c) shows what occurs
when a third buyer, C, with the same willingness to pay as A (pC = p

A) enters the
market.
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(Zenji is still first mover) then the result would be that Zenji would charge
a higher price, and receive larger economic profit.
There is a second way the demand could increase: the entry of a second

prospective buyer, Bella. Bella’s willingness to pay changes Zenji’s willing-
ness to sell. Because Bella will purchase the good for any price less than or
equal to p

B
, Zenji can credibly refuse to sell the good to Avanti for any price

lower than p
B
. Zenji’s minimal willingness to sell before was c the cost of the

good but now it has increased to p
B
because his fallback option in dealing

with Avanti is no longer simply not selling the good, but instead selling it
to Bella. Whatever the rules of the game are, as long as the exchange is
voluntary, the result is to narrow the potential prices to the range [pB,pA],
and ensures that Zenji now takes at least p

B − c as economic rent from the
exchange.
If Avanti is first mover, the best she can do is offer to buy the good

from Zenji at the price p
B
, a higher price than when Bella was not in the

market. The increase in demand resulting from Bella’s entrance to the
market changed the price because it improved Zenji’s fallback option. Zenji
could sell to Bella if he did not sell to Avanti.
Finally, panel (c) shows what happens when a third possible buyer, Carlos,

who has the same willingness to pay as Avanti, p
C = p

A
, joins the market.

The seller, Zenji, now has the fallback option of selling the one unit either
to Avanti or to Carlos at their common willingness to pay p = p

A = p
C
.

Bella will not participate in the exchange once Carlos enters the market,
because her willingness to pay is lower than either Avanti’s or Carlos’s. As a
result Zenji would not agree to sell her the good at a price shewould accept,
even though his cost of producing the good is less than the minimum she
would be willing to pay to acquire the good.
The arrival of Carlos means that Zenji’s willingness to sell is no longer c

when his fallback option was to not sell the good (and gain zero economic
profit), and it is no longer Bella’s willingness to pay p

B > c when his fallback
option in dealing with Avanti was to sell to Bella. It is now p

A = p
C
because

his fallback option in selling to Avanti is instead to sell to Carlos.
The presence of the fallback buyer for the seller—either Avanti or Carlos—

ensures that Zenji will capture all of the economic rents in the form of
economic profit.

❯ EXAMPLE In Chapter 11 we
will see that an increase in
the demand for labor will
affect the Nash equilibrium
wage by altering the fallback
option of employees.
Employers will pay them more
because workers’ fallback
options—finding another
job—will be better, the greater
is the demand for labor.

The interactions illustrated in Figure 9.24 show that changes in demand
(including an increase in the degree of competition among the buyers) alter
the price by changing the fallback option of the seller.
This helps us to understand why in the perfectly competitive model

consumers gain some consumer surplus. Perfect competition improves the
fallback positions of buyers by giving them many sellers from whom they
could purchase. Because a buyer from a particular seller in the perfectly
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competitive model has the option of buying exactly the same good from
another seller at the same price, their fallback position is exactly what
they get in equilibrium. Rents are shared in the perfect competition model
because buyers have access to something even better than a close substi-
tute: an identical good at the same price from another supplier.

CHECKPOINT 9.14 More sellers of the good Imagine that instead of
Avanti being joined by two other buyers of the good (Bella and Carlos),
another seller, Yao, joined the market.

a Yao joins the market with costs, cY, which are greater than Zenji’s costs,
cZ. Avanti is the only buyer. Draw the supply and demand curves. How
has Avanti’s fallback changed? Which seller will Avanti exchange with?

b How do these changes in supply and demand affect the prices at which
goods are exchanged?

c What will be the division of economic rents between Avanti, Yao, and
Zenji in part a. of this question if Avanti is the first mover?

9.16 THE “PERFECT COMPETITOR”:
RENT-SEEKING FIRMS COMPETING IN AND FOR
MARKETS
The Cournot model of the continuum of competition from monopoly to
unlimited competition, together with the theory of price discrimination
suggest a view of competition quite different from the model of perfect
competition. In this alternative model of competition, buyers and sellers
are not price-takers, rather they are price-makers and rent-seekers of the
kind that Hayek envisioned in his view of competition in the head quote of
this chapter.

HISTORY Friedrich Hayek
was a leading critic of
centralized economic
planning and an advocate of
limited government (see
Chapter 14). But as you know
from the head quote to this
chapter, he was an equally
vociferous critic of the model
of perfect competition.

You have already seen an example of these active rather than passive
traders in the case of the seller who can perfectly discriminate in the
prices they charge, getting all of the consumer surplus, eliminating the
deadweight loss associated with monopoly, and resulting in a Pareto-
efficient outcome. The new insight here is that monopolies implement
inefficient outcomes because of limited competition and because of the
limits on price discrimination. The fact thatmonopolies limit output in such
a way that some consumer surplus that is technically feasible is not realized
is a consequence of the assumption that every unitmust be sold at the same
price, that is, a limitation on price discrimination.

HISTORY Our thinking is
influenced by Makowski and
Ostroy (2001), a modern-day
restatement of ideas of Hayek,
Ronald Coase, and Joseph
Schumpeter. The term “perfect
competitor” is from Makowski
and Ostroy.

If perfect price discrimination were possible, and in other cases like this,
where active rent-seeking buyers and sellers lead to a Pareto-efficient
outcome, we refer to the actor as the Perfect Competitor, substituting this
term for “perfect competition.” Of course, active rent-seeking buyers and
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sellers are not trying to implement a Pareto-efficient outcome any more
than the passive price-taking actors of the perfectly competitivemodel are.
To see how this active view of competition works, we need to broaden

our view of how economic competition takes place. So far we have looked
at two different ways to compete.
In theCournotmodel, firms compete by setting output levels tomaximize

their profits taking account of the effect of their output choice on the prices
at which they can sell the product, given the output level of other firms.

Figure 9.25 Best-response
functions for the two
duopolists (repeated from
earlier). The level of Firm A’s
output that would deter B
from entering is xA = 36. This
is the value of A’s output for
which B’s best response is
xB = 0.
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In the model of market equilibration by rent-seeking and price-setting
we have just examined, firms compete by setting prices so as to get rents
that are availablewhenmarkets do not clear. But setting prices or quantities
are just two of the competitive strategies firms adopt.

Erecting and heightening barriers to entry
Odd as the phrase sounds, an importantway firms compete is by attempting
to reduce the number of competitors. Recall that a firm’s profit increases
the fewer competitors there are in a market. We have already mentioned
onemethod of reducing competition: forming a cartel (a group of firms that
decide jointly on their level of output and pricing).
A second strategy to reduce the number of competitors is deterring entry

by competitors either by buying the potential competitor or practicing
what is called predatory pricing. Recall from Chapter 8 that predatory
pricing is setting prices below cost for a period of time to discourage entry
or drive out a competitor.
Entry deterrence by a monopolist in the Cournot model could be accom-

plished if the monopolist, say Firm A, when facing a possible entry by a
competitor, Firm B, were to temporarily produce not at the monopolist’s
profit-maximizing level of output but at the level of output for which the
competitor’s best response is to produce nothing.
To see how this would work look at Figure 9.25. Because Firm B’s best

response to Firm A’s selling more is to sell less, if Firm A is willing to
temporarily forego making profits, it can induce Firm B to not produce at
all, meaning, not to enter. This “entry deterring level of output” by Firm A
is the x-axis intercept of B’s best-response function. This is also the output
level of the entire industry in the case of unlimited competition. The entry-
deterring price would then be the competitive price, namely p =mc.

! reminder A club good is
non-rival (like a public good)
but excludable (like a private
good).

Intellectual property rights—patents, copyrights, and trademarks—
provide a third strategy to deter entry. Patents and copyrights award the
firm a monopoly over a device, process, work of art, or piece of knowledge
or music. These have the objective of transforming public good—from
which others cannot be excluded—into a club good, where the intellectual
property right is designed to exclude others. Many firms aggressively
convert their knowledge into intellectual property with the objective of
excluding potential competitors.
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Advertising and product differentiation
A monopolistically competitive firm—the sole seller of a particular good—
can devote resources to advertising to shift the demand curve for its prod-
uct up (increasing p). Advertising can also increase brand loyalty so that

❯ EXAMPLE In 2008, Amazon
expressed interest in buying a
small but rapidly growing
e-commerce firm, Quidsi.
Quidsi specialized in baby
care, household goods, and
beauty products. In 2009,
Quidsi declined the offer by
Amazon.com to buy them.
Amazon immediately cut
prices on diapers and baby
products by 30 percent and
shortly thereafter launched
Amazon Mom offering free
two day shipping for baby and
household products. Quidsi’s
sales fell and their investors
looked for ways to sell the
business. In 2011, Quidsi was
purchased by Amazon.10

consumers consider other similar products to be less good substitutes (less
similar), thereby making the demand for the product less price-elastic. The
effect will be to allow the firm to raise prices with a lesser opportunity cost
of lost sales. Firms also invest in product design features that are primarily
aimed at product differentiation rather than increasing the functionality of
the product.
Consider, for example, the array of smartphones that exist on themarket.

Apple’s iPhone uses iOS (a proprietary operating system) and the phone
is sold as a high-end product, with competition from firms like Samsung
with phones like the Samsung Galaxy S series using the Android operating
system as a competitor. Apple adopts a variety of strategies (combined with
advertising) to differentiate the iPhone from its competitors. (An indication

! reminder Product
differentiation is a business
practice aimed at making the
firm’s product appear more
distinct from or less similar to
substitute products.

of how important Apple’s differentiation is can be seen in other firms’
attempts to copy the iPhone.) As with other strategies, each firm will
have a best-response product differentiation reaction to other firms. In
some cases, firms will differentiate their products so dramatically that they
form entirely new markets. Rent-seeking product differentiation leads to
market-making, described below.

Lobbying
Firms engage in political activities to ensure an environment—taxes, prop-
erty rights, interest rates, import tariffs, immigration rules, and other
policies—that favors the owners’ profits. Lobbying in some countries takes
the form of contributions to political campaigns, hiring people to persuade
elected officials of the firm’s point of view, public advertising, and even
vacation retreats for judges who might affect legal decisions affecting the
firm. Incumbent firms also lobby for costly licensing requirements and
other regulations that make entry of new firms more difficult.

Innovation
Improvement in technology, we showed in Chapter 6 (section 6.13), can
create innovation rents for those who adopt the new methods first. These
rents are temporary, ending only once competitors manage to adopt the
same new technologies, or find equivalent alternatives.
Innovations need not be in technology; a new form of organization

or institution may reduce costs and allow a firm to capture economic
rents until others copy it. An example is outsourcing by firms, purchasing
from other firms’ inputs previously produced within the firm (such as the
components of an iPhone, or a car’s engine). This strategy allows firms
located in high-wage countries to acquire inputs at low cost from countries



OUP CORRECTED PROOF – FINAL, 11/9/2021, SPi

The “Perfect Competitor”: Rent-Seeking Firms Competing in and for Markets 531

with lower wages. During the Industrial Revolution, the factory itself was an
organizational innovation. Spinning yarn, weaving cloth, stitching cloths,
and other kinds of work had previously been done mostly in people’s
homes under what was called the “putting out” system. The industrial
factory brought hundreds of workers together under the direct supervision
of a single management, creating new opportunities for cooperation and
control in the labor process.

Market making: Competing for markets not in markets
Lastly, consider market-making, the creation of new markets to generate
new rents. We look at two examples to illustrate the idea of market-making.

Figure 9.26 A Mandarin Red
Regency TR-1 Texas
Instruments transistor radio
first marketed in 1954.
Photo Courtesy Joe Haupt.

Let’s go back to the mid-1950s and relate a story about how consumers
got to have transistor radios. Pat Haggerty of Texas Instruments, having
found out about the invention of transistors, managed to negotiate a license
for the patent for transistors fromBell Labs.When he purchased the license
for $25,000 dollars, transistors were being sold to the military for $16 each.
Haggerty told his engineers at Texas Instruments that they would have
to produce a transistor for $3 to make it possible to sell to consumers.
Haggertymade this declaration in June 1954, telling his engineers theywere
going to market by November 1954—just in time for Christmas.11 They made
it. Texas Instruments started selling a transistor radio—the Regency TR-1—

HISTORY Hayek stressed
that competition is a social
relationship among people,
objecting to “the . . . complete
exclusion from the theory of
perfect competition of all
personal relationships
existing between the
parties . . . competition is in a
large measure competition for
reputation or good will.”12

for $49.95. The Regency TR-1 came in four colors (black, ivory, Mandarin
Red, and Cloud Gray) and it could fit in your pocket. At the time, the other
radios on salewere all large, clunky pieces that took up space on the kitchen
counter or living-room side table.
Few businessmen at the time thought people wanted a pocket-sized

radio, but Haggerty knew better and engaged in remarkable market-
making. By the end of 1955, over 100,000 units had been sold. Haggerty
was also lucky that Elvis Presley’s song “That’s All Right” began blaring over
the airwaves in 1954, and everyonewanted to hear it on their own transistor
radio.
The Regency TR-1 was the iPod of the 1950s, taking advantage of the

advent of rock and roll, and personalizing access to music. No one knew
they wanted one, until they did.
Let’s track back from the iPod of the 1950s to the iPad of 2010. Apple tried

to sell a tablet once before in 1993—the Newton, but it tanked. Microsoft
produced a tablet in 2000 called the Microsoft Tablet PC, but it didn’t catch
on either. Though many firms tried to produce a tablet that would satisfy
customers, the market for tablets did not take off until the Apple iPad.
Apple’s iPad was released in 2010 and many people wondered why con-

sumers would want “a bigger iPhone that can’t make phone calls.” But these
skeptics werewrong. Having released the iPad in April of 2010, by 2011 Apple
had sold almost 15million iPads. No one outside of Apple had predicted such
success.
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Apple’s market-making with the iPad paved the way for competition in
a new market, with Microsoft reentering with the Surface Pro, Google
selling the Google Nexus, Samsung the Galaxy tab, and Amazon the Amazon
Fire Tablet (among others). Once Apple had made the market, other firms
entered it in order to obtain a share of the economic rents on the tablet
market.13

Since the advent of the Internet and the app-based economy, many new
markets have also been created. From ride-hailing apps like Uber and Lyft
creating new markets for rides that differed from standard taxi services, to
Airbnb creating opportunities for homeowners and renters to match their
preferences for renting out and staying in rooms or homes, the Internet
and its ability to match buyers and sellers of goods has enabled many new
markets to exist that previously did not.

HISTORY According to
Joseph Schumpeter
(1883–1950) innovation occurs
through a process that he
termed creative destruction.
Disruption, not equilibrium, is
his central idea. The “creation”
of the innovating firm
“destroys” firms that do not
keep up, giving the innovators
at least temporary economic
profits called Schumpeterian
rents. These are competed
away when other rent-seeking
firms come up with new ideas
or duplicate the ideas of
innovating firms. Notice: the
process of diffusion of
innovations works because
innovating firms do not have
intellectual property rights
sufficient to make them sole
monopolists of the new idea.

CHECKPOINT 9.15 Rent-seeking competition and perfect competition
Contrast the strategies adopted by buyers and sellers in the perfectly
competitive model with the rent-seeking activities of what we call “the
perfect competitor.”

9.17 APPLICATION: DECLINING COMPETITION
AND INCREASING MARKUPS
The many forms of competitive rent-seeking just described may lead to a
reduction in the degree of competition. In the four decades following 1980
this appears to have been the case in the US.
There aremany ways that these trends can bemeasured. Focusing on the

US, the revenue of the top 50 firms as a share of the industry total revenue
has risen in many sectors including retail trade, finance and insurance, real
estate and leasing, wholesale trade, transportation, and warehousing. Over
this period, the number of new firms entering industries has fallen and as a
result the age of firms has risen. Since the early 1980s, the fraction of total
employment that was in young firms (less than five years old) has been cut
almost in half.14

A better overall measure of the decline in the degree of competition in
the US economy is the extent to which price exceeds marginal costs, which
we have measured by the markup ratio, namely the excess of price over
costs, divided by costs. The blue line in Figure 9.27 shows an estimate of the
markup ratio across the US economy since the middle of the last century.
It rose during the period of strong demand frommid-century to themid-

1960s and then declined as the growth of the economy slowed during the
period called stagflation. But from 1980 onward, it tripled, consistent with
a dramatic reduction in competition.
As the markup measures the excess of a firm’s sales revenues over

its costs including the opportunity cost of capital, it is no surprise that
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Figure 9.27 Rising markup ratio and economic profit as a share of total income.
The markup ratio is μ = p−c

c
as defined earlier. It equals 0 when p = c and is

greater than zero when p > c. The markup ratio is for the entire US private
economy with estimates for each sector weighted by their share of total sales. The
share of economic profits is defined as the share of accounting profits minus the
share representing the opportunity cost of capital. The markup ratio and the
profit rate move in the same way, suggesting a relationship between decreasing
competition and increased profitability of firms.
Sources: Barkai (2020); De Loecker et al. (2020).

0.0

0.2

0.4

0.6

1960 1980 2000
Year

Sh
ar

e 
of

 e
co

no
m

ic
 p

ro
fit

 a
nd

 m
ar

ku
p 

ra
tio

Share of economic profit Markup ratio

economic profit as a share of national income has also greatly increased.
This is shown in the green line in the figure. Trends toward a less competi-
tive economy in Europe are less pronounced, in large measure because the
European Union has much stronger policies to ensure competition.
The Cournot model and other models of markets demonstrate the dead-

weight inefficiency and losses in consumer surplus that occur when a firm
with a limited number of competitors faces a downward-sloping demand
curve and therefore act as a price-maker.

✓ FACT CHECK At the turn
of the century economists
regarded the European
economy as less competitive
than the US. But this
relationship has dramatically
reversed. In the
telecommunications sector,
for example, measures of
competition decreased
substantially in the US while
rising in Europe. Consumers
have felt the difference. The
average monthly cost of
broadband in the US in 2018
was double that in France and
Italy.15

To address these consequences, monopoly, duopoly, oligopoly, and other
cases of limited competition governments have pursued competition poli-
cies, often breaking up large firms into smaller firms. By breaking up firms,

COMPETITION POLICIES Government policy and laws to limit monopoly power
and prevent cartels or to otherwise regulate the process of competition. Also
known as antitrust policy.
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competition policies increase n, the number of firms. As a result, they lowerHISTORY Senator John
Sherman called the act in his
name “a bill of rights, a
charter of liberty” and in 1890
on the floor of the US Senate
said: “If we will not endure a
king as a political power, we
should not endure a king over
the production,
transportation, and sale of
any of the necessities of life. If
we would not submit to an
emperor, we should not
submit to an autocrat of
trade, with power to prevent
competition and to fix the
price of any commodity.”16

the price markup over costs, reduce profits, and increase the consumer
surplus.
Models and policies of this type have motivated antitrust legislation

such as the Sherman Act (1890) in the US, and the breakup of the giant
StandardOil company by a decision of theUS SupremeCourt in 1911. Similar
policies have been pursued by the European Commission, and Competition
Commissions in South Africa, India, and many other countries. The interest
of consumers is served by the increase in the number of firms as long as the
smaller firm size is not associated with significantly higher cost.

9.18 APPLICATION: MODERN MONOPOLY,
WINNERS TAKE ALL, AND PUBLIC POLICY
But there is an important difference between Standard Oil along with other

! reminder Price markups
on drugs Have another look at
Figure 8.13: Prices of the
pharmaceuticals shown there
are between four and 30
times the cost of producing
the treatments.

giant firms such as US Steel and British Petroleum on the one hand, and
a novel market structure exemplified by Amazon, Alibaba, Microsoft, Ten-
cent, ByteDance (the owners of TikTok), and Facebook. The term “modern
monopoly” has been used to describe these new giant firms but like the
“conventional monopolies” with which they are contrasted they aggres-
sively compete with other companies selling similar products.

Large is beautiful
What is “modern” about these firms is the extraordinary competitive advan-
tages of large scale that they exploit. These advantages occur for two
reasons:

• First-copy costs and near-zero marginal costs. Many modern monopolies
have substantial fixed costs and very low marginal costs. This is true
of knowledge production and processing firms in which there may be
substantial costs to produce or acquire rights to the information (this is
called a “first-copy cost”), but close to zero costs to making it available to
consumers after that. An example of this “zero marginal cost” character-
istic of modern monopoly is Spotify and other streaming music services.
The production of pharmaceuticals is another: the first copy costs of
research are substantial, as are other fixed costs such as advertising and
lobbying (to affect public policies in their favor). But production costs of
the treatments are very modest.

• Demand-side economies of scale. As the examples of Amazon and
Facebook illustrate, modern monopolies benefit from what are called

DEMAND-SIDE ECONOMIES OF SCALE occur when the value of a firm’s product
is greater to a buyer the more other buyers of the product there are.



OUP CORRECTED PROOF – FINAL, 11/9/2021, SPi

Application: Modern Monopoly, Winners Take All, and Public Policy 535

“network-based economies of scale in demand.” One of the benefits of
buying on Amazon is that you can read reviews of the product you are
interested in by hundreds of other Amazon users. People looking for an
apartment for a weekend go to Airbnb because many apartment owners
have posted their apartments there, which they would not have done
unless lots of apartment seekers were logging on to Airbnb.

A result of these novel forms of economies of scale is winner-take-all
competition. This is a process of competition which results in a monopoly

! reminder Economies of
scale in demand are
sometimes called “network
economies of scale” because
the value of being part of the
network (e.g. of Facebook or
Instagram users) increases
the more other users there
are.

or near monopoly. As countless companies that challenged Amazon have
discovered, the advantages of size are decisive.
To model modern monopoly, we have to modify our assumption (in the

Cournot model) that average and marginal costs are independent of the
output. Let’s consider the extreme case of a firm or firms which have a
substantial fixed cost c0. Total costs (irrespective of output) are then c0
and marginal costs are zero. Therefore, average costs are c0

X
. A single firm

with this cost structure would behave just as the monopoly in the Cournot
model, producing a quantity such that the marginal revenue equaled the
marginal cost (namely zero). As with the monopoly in Figure 9.13, because
price exceeds marginal cost the monopoly would produce less output than
if price were equal to marginal cost (a price of zero).
What would be an appropriate policy to remedy the loss in consumer

surplus resulting from the firm’s monopoly status?

Competition policy for modern monopolies
The first thing that would come to mind is the traditional antitrust remedy:
break up the monopoly into a sufficiently large number of firms so that
prices and deadweight loss would fall, while consumer surplus would
increase.
But this would make no sense. Why? Instead of a total cost of providing

the goods equal to c0 by a single firm, the costs would be the number of
firms resulting from the breakup of themonopoly, n, multiplied by the fixed
costs, or nc0. Therefore, the average cost of the goods or services provided
would be nc0/X rather than c0/X. Thus the average cost of a unit would
double if there were two firms rather than one, quadruple if there were 4,
and so on.
The challenge for public policy is that in the case of modern monopoly

small firms are often high-cost firms. Since the 1980s the emergence of so-
called superstar firms has meant a shift to firms with higher productivity
of inputs and lower costs. Large size is cost-reducing because it spreads

WINNER-TAKE-ALL COMPETITION is a competitive process that results in a
monopoly or near monopoly.
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a single fixed cost over all the units produced. Table 9.3 summarizes
differences between conventional and modern monopoly.
In the case of modern monopoly the following approaches have been

proposed.

• Public regulation or ownership: Recognize that the cost advantages of
large-scale production of this good or service along with the resulting
winner-take-all competition make it unavoidably a monopoly. So let the
government regulate the prices it can charge and other aspects of its
business. This has been the conventional approach to what are called
“natural monopolies” such as railroad and electricity networks.

• Taxation of profits due to limited competition: Taxation can mitigate the
income inequalities associated with limited competition, but the market
failure associated with the excess of price over marginal cost would
remain.

• Public funding of the first-copy costs: Government support for research
and cultural production, the results of which are freely available, can
reduce the first-copy costs that contribute to the winner-take-all form
of competition.

• Competition for the market rather than in the market: The objective of
“competition for themarket” policies is to seek to ensure thatmonopolies
are owned and managed by people who will produce the best products
at the lowest cost.

To see how competition for the market might work, think of an industry
in which the sharply declining costs per unit of output sustains a winner-
take-all kind of competition. Suppose a single firm is dominant in producing
some good or service. The owners and managers of the firm are incompe-
tent, resulting in inferior products or costs in excess of what is technically
possible.
But they are able to deter entry by competitors through predatory pricing

and other strategies. Then another group of potential owners, who would
run the firm more profitably might consider buying a controlling share of
the stock of the incumbent firm. Facilitating this kind of firm buyout is an
example of competition for (rather than in) the market.
Government ownership of a monopoly rules out competition for

the market among alternative possible owners. But the management
of a government-owned firm may be replaced as a result of political
competition. A publicly owned railroad offering poor service, for example,
would be considered a political liability by the incumbent political party that
would seek improvements. Neither competition for themarket nor political
competition can be expected to work as well as unlimited competition,
where this is an option.
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CHECKPOINT 9.16 Demand-side economies of scale

a What are demand-side economies of scale? Give examples.

b Draw an inverse demand curve for a firm selling a product subject to
demand-side economies of scale.

c On the inverse demand curve you just drew, pick a price p = p∗ and
quantity X = X∗. How many people will buy the firm’s product if X < X∗?
How many people will buy the firm’s product if X > X∗?

9.19 CONCLUSION
We have modeled and described how competition works as a result of
strategic rent-seeking action by firm owners and managers. We have seen,
paradoxically, that the rent-seeking actions that are essential to how com-
petition works also include the anti-competitive construction of barriers to
entry and other strategies to limit the extent of competition.
External effects have played an important role in our account of the

competitive process, the sales of one firm putting downward pressure
on the prices at which all firms can sell their products. We drew an
analogy between the external effects of “overcrowding” the market with
an earlier case: “overharvesting” fishing stocks. In both cases the external
effects were among symmetrical actors: Fisherman A reducing the catch of
identical Fisherman B, or Firm B’s sales of its product reducing the price at
which identical Firm A can sell its product.
In the next part of the book we will turn to a new kind of external effect.

This occurs between asymmetrically located actors, called, respectively
principals and agents. These include: bankers and borrowers, employers
and workers, and owners of firms and their subcontractors. While the
games we introduce to analyze these principal–agent relationships will be
new, the results will be familiar: Pareto-inefficient Nash equilibria, mutual
gains to be had through exchange, and conflicts over how these gains will
be shared.

MAKING CONNECTIONS
Mutual gains and conflicts of interest over their distribution: Here, con-
flicts of interest occurred (a) among firms’ owners over the distribution of
economic profit and (b) between owners as a group and consumers over the
distribution of the total rents (gains from exchange) in the form of economic
profit as opposed to consumer surplus.

Institutions policies and rules of the game: How these conflicts are re-
solved depend on the extent of barriers to entry and other influences on the
degree of competition that are affected by public policies such as intellectual
property rights and competition policies.
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External effects and coordination problems: The coordination problem fac-
ing the owners of competing firms is identical to the “Fishermen’s Dilemma”
encountered earlier. In both cases the production by each of the actors (fisher-
men, firm owners) reduces the benefits enjoyed by the others. A difference with
the Fishermen’s Dilemma setting is that in the Cournot model we also consider
the interests of consumers who would be better off if the firms producedmore.

Dynamics: The determination of the equilibrium number of firms in the
industry and the resulting price markup over costs as a result of the extent
of barriers to entry is similar to how we modeled the equilibrium number of
people overexploiting the fishing stock. We will use the same model and the
resulting equilibrium prices when we model the whole economy in Chapter 11.

A new benchmark model of the firm: We take the monopolistically compet-
itive firm facing a downward-sloping demand curve and a constant marginal
cost as our “default option” model. The perfectly competitive price-taking
firm facing a horizontal demand curve, whose size is determined by a rising
marginal cost function is a special case.

Rent-seeking, price-making, strategic behavior, and the perfect
competitor: Profit-seeking is an active and strategic process of price-making
(including price discrimination), product differentiation, innovation, securing
a favorable legal and policy environment, and much more. This contrasts with
the passive view of price-taking competitors, whose strategy sets are confined
to the amount to be bought or sold. Price-making (and wage-making and
interest-rate-setting) will play an important part in understanding the modern
capitalist economy (Chapters 10 through 12 and 15).

Economics as an empirical science: Our new benchmark model is motivated
by the evidence on cost functions in Chapter 8; it is put to work understanding
recent increases in markups and the share of economic profits in total income
in the US economy.
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IMPORTANT IDEAS
competition “the firm” industry
unlimited competition tipping point markup and markup ratio
monopoly duopoly oligopoly
barriers to entry marginal cost equilibrium number of
profit maximization marginal revenue firms in an industry
best-response function cartel profit
demand-side economies of scale Prisoners’ Dilemma merger
price-taking market demand and supply curves Pareto efficiency
perfect price discrimination predatory pricing price-taking equilibrium
equilibrium markup over costs incumbent firm/entrant expected price
rent-seeking and rent-seeker fallback product differentiation
market dynamics long-run industry equilibrium first-copy cost
consumer surplus perfect competitor opportunity cost of capital
product differentiation “overharvesting” buyers modern monopoly
network economies of scale zero marginal cost housing price bubble

MATHEMATICAL NOTATION
Notation Definition

X industry output

X−i total output of all firms except i

p price

p̂ expected price with barriers to entry

−β slope of the industry demand curve

c marginal cost

r() revenue function of a firm

π profits of a firm

Π industry profits

n number of competing firms in industry

b probability of failure of a new firm

μ markup ratio

ρ opportunity cost of capital

Note on superscripts and subscripts: A, B: firms; N: Nash equilibria; m:
monopoly; S: supplied; D: demanded; H: high; L: low.
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“Not everything in the contract is contractual . . . the contract is not
sufficient in itself but is possible only thanks to a regulation of the
contact, which is social in origin.”

Emile Durkheim,
De la Division du Travail Social (The Division of Labor) (1902)1
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PART

3MARKETS WITH
INCOMPLETE
CONTRACTING
❯Our translation to English of Durkheim’s statement above can be further translated to

simpler language: “contracts do not cover everything and they do not enforce themselves.”
In Part III of the book we study markets in which critical information about the goods or services
being exchanged is either lacking or cannot be used in court, and as a result contracts cannot
cover everything that matters in an exchange. Or contracts may simply be unenforceable.
The information problems and the incomplete contracts to which they give rise are illustrated

by the difficulty of contracting for quality in Chapter 10. You purchase a made-to-order software
package capable of executing a series of calculations and creating visual representations of the
results. But how good, really, is the code? You and the software developer will often disagree.

Émile Durkheim (1858–1917)

Photo by IanDagnall Computing/Alamy
Stock Photo.

And there is no way that the exact capabilities of the code could have been specified in an
enforceable contract (how good the visuals had to be, how quickly the algorithms involved
would compute which kinds of results, and so on).

HISTORY Emile Durkheim
(1858–1917), considered (along
with Max Weber, 1864–1920) a
founder of sociology, stressed
the importance of social
norms (rather than the law) in
making mutually beneficial
exchanges possible.

In situations like this the contract will necessarily be incomplete, and this fundamentally
changes how markets work. This is why we devote separate parts of our book to markets with
complete contracts (the more conventional subject matter of undergraduate economics texts)
and those with incomplete contracts.
The employer and the employee in the labor market illustrate a similar problem in Chapter

11. The employer effectively rents your time, but he cannot purchase and contractually enforce
exactly the tasks he needs you to do in order for him to make a profit. In Chapter 12, we show
that banks and other lending institutions face similar problems of incomplete or unenforceable
contracts in the credit market.
In these and other markets where enforceable contracts do not cover everything that matters

in a transaction, mutually beneficial exchanges can nonetheless take place. Social norms may
step in to facilitate mutually beneficial exchanges where contracts are incomplete.
If the employee’s work ethic commits her to doing the best she can even when her employer

is not looking, then the fact that hard work cannot be specified in a contract need not stand in
the way of an exchange. Similarly, if the borrower’s truthfulness in describing the project which
the loan will finance commits him to not undertaking excessively risky options, the prudent
use of loaned funds will occur, even if it cannot be enforced in a contract.
In these and other important markets, mutually beneficial exchanges are made possible by

some combination of contract, social norms, along with a third element. This is the exercise of
power by principals (lenders, employers) over agents (borrowers, workers).
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How can a lender or employer—private individuals—exercise power in these interactions?
They clearly cannot legally threaten or inflict physical harm as was the case, for example,
when the “worker” was a slave. Moreover, because the exchange is voluntarily entered into,
the borrower or worker has the option of simply not borrowing from this particular lender or
not going to work for this employer. The agents, in other worlds are free to walk away from
engaging in the transaction: they cannot be forced to participate.
The only real power the principal has is to terminate the relationship, that is for him to walk

away. To make the threat of termination effective principals typically set prices (including
wages and interest rates) so that agents receive a payment above their next-best alternative,
that is, a rent.
Because the agent will lose the rent if the principal terminates the relationship, the worker,

lender, or other agent has a good reason to work hard, use borrowed funds prudently, and
otherwise to behave in the principal’s interest, even if it is not required by contract. The threat
of losing the rent is the basis of the principal’s power.
The critical role of the agents’ social norms (work ethic, truthfulness) and the exercise of

power by principals in facilitating exchanges where contracts are incomplete are features
that do not appear in markets with complete contracts. Another key difference is that
where contracts are incomplete, markets typically do not clear in competitive equilibrium.
A consequence is that unemployment—that is when labor supply exceeds labor demand—is
to be expected even under ideal competitive conditions and need not be explained by “sticky
wages” or other “market frictions.”
Another consequence of the incomplete nature of contracts is that even with unlimited

market competition the Nash equilibrium will be Pareto inefficient. This shows that coordi-
nation failures go beyond such problems as overexploiting nature, or markets with limited
competition that you studied in the first two parts (respectively) of this book.
Taking account of the fact that contracts are often incomplete leads to new insights about

how markets really work. And so, looking back to the head quote for Part II of this book,
to Voltaire’s amazement at how markets facilitate exchanges even among people who in
other contexts might be at war, we add a caveat. This is that where contracts are incomplete,
exchanges are facilitated if one of the parties (the principal) has power over the other party.
And we can underline Voltaire’s observation: buyers and sellers care very much about the

social norms of the people they are trading with. Trust matters. As Voltaire put it: “There the
Presbyterian confides in the Anabaptist, and the Churchman depends on the Quaker’s word.”
And so the exchange process is far from anonymous; it is often very personal. This is why when
looking for a used car to buy, we typically go to somebody we know or a seller with a good
reputation, not to a total stranger.
Because the exercise of power by principals over agents and social norms are essential to

how markets work when contracts are incomplete, modern economists draw on the insights
of political science, sociology, psychology, and the other social sciences. This is why we make
occasional reference to these disciplines.



CHAPTER

10INFORMATION
CONTRACTS, NORMS, AND POWER

In an economic theory which assumes that transaction costs are non-existent [that is,
contracts are complete], markets have no function to perform and it seems perfectly
reasonable to develop the theory of exchange by an elaborate analysis of individuals
exchanging nuts for apples in the edge of the forest or some similar fanciful example . . .

Ronald Coase,
The Firm, the Market, and the Law (1988)1

DOING ECONOMICS

This chapter will enable you to:

• Understand the difference between complete and incomplete contracts, and why, due
to limited information, many contracts are incomplete.

• Model an interaction of a principal and an agent in which their interests conflict
concerning some aspect of the exchange that is not subject to a complete contract.

• Distinguish between “hidden actions” and “hidden attributes” as a source of the
contractual incompleteness.

• Show in the hidden actions case that principals will set prices so that agents receive
a rent, the market does not clear, and the outcome is Pareto inefficient due to the
external effects of the agent’s actions that are not subject to contract.

• Explain why, when contracts are incomplete, social norms and the exercise of power
by principals facilitate mutually beneficial exchanges.

• Understand the conflict of interest between the principal and agent, and how the
information available to the principal affects the distribution of the gains from
exchange between them.

• See how the nature of the contract affects social aspects of exchange such as trust
and repeated interactions.
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10.1 INTRODUCTION: WHO INVENTED HARD RED
WINTER WHEAT #2?
When we talk about the market for, say, wheat or toothpaste, what are we
talking about? To a farmer, there is really no such thing as “wheat.” There
are literally hundreds of different species that we call “wheat,” and until
recently a farmer’s crop might be a mixture of quite a few of them. This
made buying and selling “wheat” difficult because while the farmer knows
what he is selling, the buyer does not.
But we now have markets for a limited number of species and grades

of wheat. These markets came about not because nature conveniently
produced a standardized product called “hard red winter wheat #2” but
because an economic organization—the Chicago Board of Trade—in the
mid-nineteenth century adopted classifications and policies to create
homogeneous categories of grain so as to facilitate transactions.2

Wheat once referred to a diverse collection of products, with size, genetic
strain, and quality differing from one sack of wheat to another. For two
farmers—Jones and Svenson—the supply, demand, and price for farmer
Jones’s wheat differed from the corresponding supply, demand, and price
for farmer Svenson’s wheat. Themarkets for the two farmers differed even
though they both sold wheat.
But, thanks to the Chicago Board of Trade, different grades of white

winterwheat, redwinterwheat, springwheat, andmany other standardized
categories came to be of such uniform quality that the ownership of grain
no longer referred to any specific sack or particular lot of wheat, but to
a contract entitling the owner to the delivery of a specified amount of
some particular grade of wheat. As a result the biodiversity of wheat on the
AmericanGreat Plains fell, but a limited number of newmarkets, resembling
what one sees in an economics textbook, came into being.
Each type of grain has become a homogeneous good, for which traders

can write enforceable and complete contracts—simply for an amount with-
out worrying about the quality. The categories of grain are now like elec-
tricity: you purchase any amount of it by the kilowatt hour without caring
or knowing which power plant generated it. You do not worry about the
quality of the electricity you buy. What you buy is what you get. And if you
paid for electricity that you did not receive, you can get your money back.
Grain is not unusual in this respect. Goods like Sugar Number 11, Corn

Number 2 Yellow, or Light LA Sweet (that’s crude oil) are not gifts of
nature. Rather, they are created by a deliberate process of standardization
to eliminate difficult-to-monitor differences in quality.

HISTORY Remarkably, this
standardization of grain
trading was accomplished by
an entirely private body, the
Chicago Board of Trade.
Memberships in this body
would themselves become
marketable commodities
before the nineteenth century
ended.

COMPLETE CONTRACT A contract is complete if it (a) covers all of the aspects of
the exchange in which anyone affected by the exchange has an interest, and (b) is
enforceable (by the courts) at close to zero cost to the parties.
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But the case of wheat is exceptional: it was possible by standardization to
make reliable information about the quality of what was being purchased
available to buyers, facilitating the exchange process.
But in most economic interactions there are some important bits of

information that are known to some of the actors but not to the others. The
language training instructor knows how successful he is in teaching fluency
in some new language; but those signing up and paying for his classes have
no idea of what quality of instruction to expect. The worker knows how
hard she worked yesterday, her employer may not. The borrower knows
how the loanwill actually be used—prudently or recklessly, for example—the
banker may not. These are examples (as you already know) of asymmetric
information.
Other bits of information may be known to a buyer or seller, but not

admissible as evidence in a court of law (that is, non-verifiable). In most
legal systems, for example, the employer’s account that he found the
worker asleep at her desk, unless substantiated by witnesses, would not
be considered to be verifiable and could not be used as evidence against
the employee, for example to recover the wages paid to the employee for
her nap time.

10.2 INCOMPLETE CONTRACTS: “NOT
EVERYTHING IS IN THE CONTRACT”
Unlike electricity and red winter wheat #2 many of the commodities
transacted in a modern economy are not homogeneous goods or services.
The limited nature of information is the reason why, in many markets,
contracts are incomplete: traders cannot easily verify quality, or they can
observe the quality but such quality cannot be verified in a court of law or
by some other third party to enforce the contract. If they are disappointed
with the quality, there is often no way to get their money back. Think of
hiring someone to care for an elderly relative or to take care of your children
while you are at work. How can you know the quality of the care they are
giving? And even if you later found out that they had been careless, could
you go to court to get back the wages you paid them? Almost certainly not.
Contract enforcement by courts or other third parties is called exoge-

nous enforcement because the enforcers are not parties to the exchange
(they are outside the exchange). But for many exchanges this is not the case:
the contract is incomplete.

EXOGENOUS ENFORCEMENT OF CONTRACT Exogenous enforcement of the
terms of an exchange is done by courts or another third party—not the parties to
an exchange themselves—and is a defining characteristic of a complete contract.



OUP CORRECTED PROOF – FINAL, 11/9/2021, SPi

548 Information: Contracts, Norms, and Power

Complete and incomplete contracts share two features:

• Mutual gain: a transaction is based on the mutual expectation of gain by
all the participants.

• Conflict of interest: there is a conflict of interest over how these gains will
be divided among the parties to the exchange.

The key difference is that when contracts are incomplete the division of
the gains is not enforced entirely by an external body—the courts—based
on terms specified in the contract. The terms of the contract matter and
courts may be involved, but the outcome of the exchange is also the
result of strategic interactions among the participants involving rewards,
punishments, and the exercise of power.
These include threats, promises, and the creation of incentives through

offering repeated interactions. The preferences of the parties to an
exchange also matter, for example a commitment to telling the truth
about the condition of the used car you are selling, or a worker’s intrinsic
motivation to do high-quality work.
This is what Durkheim meant—quoted in the introduction to this part of

the book—when he said that “not everything in the contract is contractual”
and that market exchanges are socially regulated. We call this the endoge-
nous enforcement of the terms of an exchange.
Students are experts on incomplete contracts. Suppose as a condition of

your employment at a consulting firm following graduation you contracted
to “learn microeconomics.” How would it be determined that you had
fulfilled your obligation? The contract might have been written “pass this
particular course in microeconomics” but the employer would hardly be
satisfied that this would guarantee that you were able to do the kinds of
work they need. Or suppose you did poorly in the exam. Had you failed
to learn microeconomics? Or did the exam not test your knowledge of
microeconomics? Or did you have a particularly bad allergy attack the day
of the exam? How could your employer ever enforce this contract?
Here are some other examples of exchanges under incomplete

contracts.

• Owners of firms want managers to maximize the value of the owners’
assets, but managers have their own objectives (first-class air travel,
lavish offices, “on-the-job leisure”) andmanagerial contracts fall far short
of having an enforceable requirement to maximize the owner’s wealth.

ENDOGENOUS ENFORCEMENT OF CONTRACT When the parties to an
exchange—employers and workers, buyers and sellers, borrowers and
lenders—themselves adopt strategies to ensure favorable terms of an exchange
for aspects of it not covered by a contract, enforcement is endogenous.
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• In many countries, families devote a sizable fraction of their budgets to
purchasing educational services for their children, the quality of which is
rarely specified in a contract (and would be unenforceable if it were).

• Parents, in turn, hope and expect that their children will care for them,
if needed, in their old age; but there is no way to write this into an
enforceable contract.

Three of the most important examples of incomplete contracts are the
subject of this chapter and the next two chapters. Here we consider the
case where information on the quality of a good is known to the seller but
not to the buyer—whether it is a used car or a piece of clothing provided to
Benetton by a subcontractor. In Chapters 11 and 12 we study incomplete
contracts in the labor market where information on the effort you put
into your job is not readily available to your employer, and the credit
market in which your promise to repay the money you borrowed may be
unenforceable if you are broke. As these examples suggest, contractual

! reminder Information is
asymmetric if something is
known by one party but not by
another. This affects the kinds
of contracts that can be
enforced because a party’s
information about their own
attributes or actions may be
private information.

incompleteness is the rule rather than the exception in economic transac-
tions. Here are five reasons why.

❯ EXAMPLE The insurance
company may not know that
you are already ill when you
seek to extend your health
insurance coverage. This is a
case of asymmetric
information.

1. Asymmetric or non-verifiable information: Third-party enforcement of
contracts requires information that is available to both parties and can
be verified by third parties such as courts of law. Information is verifiable
if it can be used in court to enforce a contract. Non-verifiable infor-
mation such as hearsay, or even direct but uncorroborated eyewitness
observation, generally cannot be used to enforce contracts. Information
is asymmetric if something is known by one party but not by another. ❯ EXAMPLE The landlord

may know that the poor
condition of a rented
apartment is due to the
tenant’s negligence; but it may
be impossible to prove this in
a court. This is an example of
non-verifiable information.

2. Time: A contract is generally executed over a period of time as when a
contract specifies that Party A does X now and Party B does Y later. But
what if what B does later depends on other things that cannot now be
determined? A complete contract must specify what the parties must do
in every possible future situation or contingency or “state of the world.”
In general, people cannot completely specify these future states, and in
any case, it is not ordinarily cost-effective to specify what to do in each
contingency.

3. Measurability: Many of the services or goods involved in the exchange
process are inherently difficult to measure or to describe precisely
enough to be written into a contract. The restaurant owner would like
his serving staff to interact in a pleasant manner with customers, but
how can this be observed by the owner, and even if it were to be

VERIFIABLE INFORMATION Information is verifiable if it can be used in court to
enforce a contract.
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observed, how could it be measured or considered to be verified for use
in a legal proceeding?

4. Authority: For some transactions there is no institution—no court or
other relevant third party—capable of enforcing a contract. Many inter-
national transactions are of this type. For example, if a country defaults
on its debt to international creditors, no third party enforces the claims
on the debt. This has happened in a variety of countries internationally,
such as Lebanon’s default on $1.2 billion of Eurobonds in 2020, or
Argentina’s debt restructuring that took place repeatedly during the
period 2005–2016.

5. Motivation: Even where the nature of the goods or services to be
exchanged would permit a more complete contract, traders may favor a
less complete contract for motivational reasons. Intrusive surveillance

! reminder In Chapter 2 the
imposition of a fine on
parents who were late in
picking up their children from
a day-care center is an
example of “making the
contract as complete as
possible.” Recall that the
result was that more parents
were late; completing the
contract backfired.

of workers by employers to establish verifiable information on work
activities, for example, may backfire if the employer’s distrust angers
workers, leading to less satisfactory work performance.

As the final reason suggests, how incomplete a contract will be is in
some measure a matter of choice. For example, where the parties to an
exchange are trusting and trustworthy people committed to reciprocity in
their dealings, perhaps having reciprocal or altruistic preferences like those
we saw in Chapter 2, theymay deliberately leave some important aspects of
the exchange unspecified, even when the relevant enforceable contractual
clauses could be written.
The first and fourth reason for incomplete contracts above—lack of

verifiability and authority—make it clear that whether a particular good or
service is subject to complete contracting will differ from one legal system
to another. The completeness and enforceability of contracts depends on
legal institutions in other ways as well. The ability of a lender to enforce
a debt contract against a borrower may be greatly influenced by whether
legal institutions include bankruptcy or other forms of limited liability that
protect some of the borrower’s assets from being taken by the lender, or,
at the other end of the spectrum, imprisonment of delinquent debtors on
behalf of creditors.

CHECKPOINT 10.1 The five reasons

a. Which of these five reasons why contracts are incomplete are involved
in the examples given at the beginning of this section? Hint: more than
one reason is typically involved.

b. Come up with your own example of an incomplete contract and explain
why one or more of the five reasons apply to it.
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10.3 PRINCIPALS AND AGENTS: HIDDEN
ACTIONS AND HIDDEN ATTRIBUTES
A principal–agent relationship (also called an agency problem) arises when
two conditions hold:

• Conflict of interest: the actions or attributes of the agent affect the payoffs
of the principal in such a way that there is a conflict of interest between
the principal and the agent. The employer, for example would like the
employee to work harder; the employee would like to go home a little
less exhausted at the end of the day.

• Incomplete contract: the agent’s actions or attributes are not known to the
principal (or, if known, they are not verifiable) and so cannot be subject
to enforceable contract. How hard the worker works cannot be specified
in an enforceable contract.

❯ EXAMPLE Many of the
economic interactions
between members of different
economic classes—for
example, employers and
workers, landlords and tenant
farmers—are principal–agent
relationships.

Both conditions are necessary. If there were not a conflict of interest,
then the agent would simply do what the principal desired (both would
desire the same thing) without an enforceable contract. It would be as if
the principal himself carried out the necessary action.
If a complete contract covered all of the agent’s actions that mattered to

the principal, then a conflict of interest would not make the relationship
special: “purchasing” the agent’s action would be no different from the
principal buying some quantity of wheat or electricity. The models of
exchange with complete contracts—used earlier in the book—would be
perfectly adequate.

! reminder In Chapters 8
and 9, we explained how
buyers’ willingness to pay and
sellers’ willingness to sell
result in consumer surplus
and economic profits—the
mutual benefits from
exchange. These models
assumed that contracts were
complete, such as for the
purchase of wheat, or other
commodities for which the
quality was readily verifiable.
We can use the same
concepts for cases in which
contracts are incomplete.

We can classify principal–agent problems into two categories:

• Hidden actions: These are things that an agent does that the principal
has some interest in, but does not know (or lacks verifiable information
about), such as the effort of an employee or the business practices of
a borrower. An example is that a person whose home is fully insured
against fire may take less care to avoid fires. Insurance companies call

PRINCIPAL–AGENT RELATIONSHIP A principal–agent relationship (also called
an agency problem) arises when two conditions hold: (a) conflict of interest: the
actions or attributes of the agent affect the payoffs of the principal in such a way
that there is a conflict of interest between the principal and the agent; and (b)
Incomplete contract: the agent’s actions or attributes are not known to the
principal (or, if known, are not verifiable) and so cannot be subject to enforceable
contract.
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this behaviormoral hazard, and that term is sometimes used to apply to
any hidden action problem.

• Hidden attributes: There are characteristics of an agent—what the agent
is—that the principal has some interest in, but does not know (or lacks
verifiable information about) such as which drivers are reckless, or which
patients are seriously ill.

To understand how mutually beneficial exchanges take place without
complete contracts and how the benefits are divided among the parties, we
need to use the concepts we have already developed—best response, first
mover, fallback option, and non-clearingmarkets—to construct a new set of
analytical tools called principal–agent models. Especially important among
the methods you have already learned is the theory of repeated games
introduced in Chapter 5. Most jobs are not one-shot interactions: they go
on year after year. So the game between the employer and the worker is
repeated, and what each party does in one period depends on what they
expect to happen as a result later periods. Remember that in a repeated
game what is called the stage game—like a simple Prisoners’ Dilemma—is
played more than once with the same players.

❯ EXAMPLE Patronage or
patron–client relationships
are common in politics and
have also been studied in
principal–agent models. The
patron—perhaps a political
leader—is a principal who
interacts with a subordinate,
the client, who is the agent.
The client provides
difficult-to-monitor services
(loyalty in political conflicts)
in return for well-defined
compensation (patronage
jobs, money transfers, or
access to public services).

Models based on repeated games of this type are used to study transac-
tions between employers and workers, lenders and borrowers, and a wide
set of other exchanges as shown in Table 10.1. They range from the landlords
and sharecroppers that we mentioned in Chapter 2 to a fundamental
problem of democracy: citizens trying to control their governments.
In the right-hand column we list some of the strategies followed by prin-

cipals to get agents to act in their interest. In the first row—about employers
as principals and workers as agents—the term contingent renewal means
that because employment is repeated game, the principal has the option
to not renew the relationship (fire the worker) and whether this happens is
contingent on (depends on) whatever information the employer gets on the
worker’s job performance.

CHECKPOINT 10.2 Asymmetries and hiddenness

a. Think back to previous chapters. What were the different kinds of
asymmetries we saw between players in different games or social
interactions? Identify each player’s strategy sets, the extent of the
information asymmetry between them, and their respective payoffs.

MORAL HAZARD If there is a conflict of interest between a principal and an
agent over the agent taking some action that cannot be ensured by a complete
contract, then the principal faces a moral hazard problem. Also referred to as the
‘hidden actions’ problem.
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b. What is an example of a hidden attribute (characteristic of a person) that
a consumer, worker, or borrowermight want to keep hidden? Explain why.

c. What is an example of a hidden action (choice) that a consumer, worker,
or borrower might want to keep hidden? Explain why.

Table 10.1 Principals and agents: hidden actions and attributes These are a few of the applications of
principal–agent models. In this chapter we illustrate the model by the problem of difficult–to–measure quality
of goods. In Chapters 11 and 12 we look at labor services and private debt. Political scientists have used similar
models to study how citizens (the principals) can hold accountable public officials (their agents). This is shown
in the public policy line, which is somewhat unusual because the citizen is the principal (there are many
principals) and the government official is the agent. Contingent renewal here means that the official may not
be renewed (not re-elected) if the citizens are not pleased with her performance.

Good or service Principal/agent Non-contractual
action or attribute

Hidden action or
attribute

Examples of strategies by
principals to get agents to
act in ways favorable to
them

labor services employer/worker labor effort, care action contingent renewal
managerial
services

owner/manager effort, maximizing
owners’ profits

action profit sharing, contingent
renewal

private debt lender/borrower level of risk taken action collateral, shared control
sovereign debt
(between nations)

lending govern-
ment/borrower
government

probability of
default

action trade sanctions, other
intervention

goods buyer/seller product quality action contingent renewal
public policy citizen/government

official
policy choice and
implementation

action contingent renewal,
referendum

residential tenancy landlord/tenant care of residence,
local amenities

action security deposit,
contingent renewal

agricultural
tenancy

landlord/tenant labor effort and
quality of land

action shared residual claimancy

equipment rental owner/renter care of the
equipment

action deposit, ownership share
in equipment

car insurance insurer/insured driving habits and
competence

action and attribute higher prices for younger
drivers or those with
previous accidents

second-hand cars buyer/seller quality of car attribute purchases only from
sellers with good
reputations

health insurance insurer/insured preexisting health
of insured

attribute required medical exam as
a condition
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10.4 HIDDEN ATTRIBUTES AND ADVERSE
SELECTION: THE LEMONS PROBLEM
A “lemon” (in American slang) is a used car you discover is defective after
you buy it. A “peach” is a used car you discoverworks better and costs less to
maintain than you expected after you buy it. The problem the existence of
lemons poses to economic markets can be illustrated in a model of a used-
car market where the principals are the prospective buyers, the agents are
the sellers, and the hidden attribute (whether the car is a lemon) is known
only by the seller.
Consider the following example (summarized in Table 10.2):

Figure 10.1 George Akerlof
(1940–) an American
economist, has pioneered the
introduction of insights from
anthropology, psychology, and
the other social sciences into
economics as part of his
studies of “gift exchange,”
“ identity economics,” and
other topics. In 1970, he wrote
a paper, “The Market for
Lemons,” in which he
developed the model we
present here. Now one of the
most highly cited in
economics and the main
reason for Akerlof’s Nobel
Prize, before being published
in the Quarterly Journal of
Economics, the paper was
rejected by both the American
Economic Review and the
Review of Economic Studies as
“trivial” and by the Journal of
Political Economy due to one
referee’s opinion that if
Akerlof were correct, then
much of economics would be
wrong! Apparently the quality
of an economics paper is at
least as difficult to judge as is
a used car.3

Photo by REUTERS/Alamy Stock
Photo.

• Every day, ten owners of ten used cars consider selling.

• The cars differ in quality, which wemeasure by the monetary value of the
car to its owner. Quality ranges from zero to 9,000 in equal steps: there
is one worthless car, one worth 1,000, another worth 2,000, and so on.
The average value of the cars is therefore 4,500.

• There are many prospective buyers, and each would happily buy a car for
a price equal to its true value, but not more, which is their willingness to
pay for a car.

• Sellers do not expect to receive the full value of their vehicle, but they
are willing to sell if they can get even just a little more than half the true
value, which is their willingness to sell for the car.

• The potential economic mutual gain—the sum of buyers’ and sellers’
surpluses—will be the difference between the willingness to pay and to
sell, or half the price of the car.

Imagine that prospective buyers could ascertain the quality of each car,
and approach each seller to bargain over the price. Then if sellers also knew
each buyer’s willingness to pay, by the end of the day all of the cars (except
for the entirely worthless one) will have been sold at a price somewhere
between their true value and half the true value. All mutually beneficial
trades would have taken place.
But if potential buyers cannot ascertain the quality of any particular car

that is for sale, the market will not work. Suppose that those who bought
cars yesterday find out the true value of their purchase and post it on social
media. Then today, the potential buyers will know the true value of the cars
sold the previous day. They still do not know the true value of any of the
cars for sale today. But they might reasonably adopt the rule that the most
they are willing to pay for a car today will be the average value of the cars
sold yesterday.
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Table 10.2 The market for used cars and the choices of the buyers and sellers. Buyers are willing to pay up to
the full value of the car. Sellers are willing to sell their cars if they can get more than half of the true value of
the car. The surplus of a transaction—the mutual benefit from the exchange—is the willingness to pay minus
the willingness to sell. The seller of the maximum value vehicle observes the estimated price and as this is
below his willingness to sell, he will leave the market. The same is true for the second most valuable car owner,
who will also leave, and so on as the days progress, sellers leave, and the market unravels.

Day Number of
vehicles

Maximum
vehicle value
($)

Total value
divided by
number of
vehicles

Estimated
value

Choice of
highest value
vehicle
owner

Choice of
lowest value
vehicle
owner

1 10 9,000 45,000
10

4,500 leave remain

2 9 8,000 36,000
9

4,000 leave remain

3 8 7,000 28,000
8

3,500 leave remain

⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮

9 2 1,000 1,000
2

500 leave remain

10 1 0 0
1

0 leave leave

Now suppose that ten cars had been offered on the market on the first
day. We use a proof by contradiction to show that, one by one, the highest-
quality cars will drop out of the market, until there is no market in used
cars. Consider the market on the second day:

• On the first day all the cars (as we assumed at the start) were put on the
market and sold at their true value which is the highest price at which
they possibly could have been sold.

• The average value of these cars was $4,500, so the most a buyer is willing
to pay today for any car will be $4,500.

• At the beginning of the second day, each prospective seller expects a
price of $4,500 at the most. Most of the sellers are happy: $4,500 is more
than half the true value of their car.

• But one owner isn’t pleased. The owner of the best-quality car ($9,000)
would not sell unless the price exceeds half the value of his car: more than
$4,500.

• On the second day the owner of the best car will not offer it for sale. No
one with a car worth $9,000 will be willing to participate in the market
on the second day.

• The rest of the cars will sell on the second day: their value averages
$4,000.

• On the third day, buyers will know the average value of the cars sold on
the second day, and will be willing to pay at most $4,000 for a car.
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• The owner of the second day’s highest-quality car (the one worth $8,000)
will know this, and will not offer her car for sale on the third day.

• As a result, the average quality of cars sold on the third day will be $3,500.
The owner of the third-best car will not put his car up for sale on the
fourth day.

• And so it goes on, until, after ten days, only the owner of a lemon worth
$1,000 and a totally worthless car will remain in the market.

• If cars of these two values sell on the tenth day, then, on the eleventh
day, uninformed buyers will be willing to pay at most $500 for a car of
any quality.

• Knowing this, the owner of the car worth $1,000 will decide she would
rather keep her car than try to sell on the eleventh day.

• The only car on themarket on the eleventh day will be worth nothing: the
cars that remain on the market are lemons, because only the owner of a
worthless car would be prepared to offer that car for sale.

Economists call this process adverse selection, because the prevailing price
selects which cars will be left in the market. The market of uninformed
buyers selects against quality, and is adverse to the interests of potential
buyers and sellers holding high-quality goods.
The lemons problem emphasizes the dependence of real-world markets

on the nature of the information available to the exchanging parties and
to the courts. Unless information is available to sustain the differentiation
of products, contracts will converge to the lowest-common-denominator
level for products. Lemons problems are particularly acute in markets for
insurance and credit, where information is at a premium, but can occur in
a wide variety of other situations.
Whether the information available is sufficient to allow markets to work

will depend on the economic and legal institutions governing the exchange
process. In the case of a commodity like #2 red winter wheat, the informa-
tion required to sustain themarket is provided as a kind of public good by the
agency that sponsors the market and certifies the quality of the product.

❯ EXAMPLE Here’s an
example of the problem of
hidden attributes. If you really
enjoy speed when you drive
your car, you might consider
buying more insurance. But if
more risky drivers than safe
drivers buy insurance,
insurance providers have to
cover the resulting higher
costs to stay in business.
Insurers will raise prices so
that insurance will not be
worth the cost for the safe
drivers. This can result in a
vicious circle of rising
premiums and an increasingly
risky pool of those willing to
buy insurance. If the
insurance company knew
which drivers were risky and
which ones were safe, they
could design high-cost
policies specifically for the
risky drivers, while prudent
drivers would be offered
insurance at lower prices.

There are many factors that could help to ensure that the lemons prob-
lem does not persist. Quality assurance bodies, like those for the wheat
described above, are one such solution. Another is the introduction of
legislation by third parties (states) to create compensation or liability rules
such that those who purchase defective products in one-shot exchanges
can receive full compensation or exchange their goods. This idea is demon-

ADVERSE SELECTION In a principal–agent relationship, adverse selection is a
problem confronting a principal who lacks information on some relevant attribute
of an agent such that the terms the principal offers may induce the agents with
whom the principal could have most advantageously interacted to drop out. Also
referred to as the ‘hidden attributes’ problem.
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strated in the ‘lemon laws’ in most developed countries nationally, or across
a variety of US states.
Another method by which parties can exchange to reduce the severity

of the lemons problem is to repeat the interaction. When interactions are
repeated, players can build up and sustain a reputation. Reputations are
costly to build andmaintain and if a player acts contrary to their reputation,
then they may lose the investment they have built up in their reputation.
Examples abound. In onlinemarkets, second-hand goods are sold by sellers
with a star rating saying whether or not it is worthwhile purchasing from
them and the rating information is symmetric. Car dealerships build up
reputations for honest dealing and good-quality vehicles through word of
mouth and customer satisfaction reports.
Finally, as we have seen in Chapter 2, people often wish to uphold social

norms and to punish those who do not. Among these norms are honestly
reporting the nature or quality of a good one is selling, providing no
guarantees, but sometimes providing the social regulation of the contract
that Durkheim mentioned as essential to buying and selling.
When we move from the problem of hidden attributes to hidden actions

we encounter a new set of reasons why sustainingmutually beneficial trade
may be difficult, even when mutual gains are technically possible.

CHECKPOINT 10.4 Lemons problem and online transactions The
lemons problem explains why many potentially mutually beneficial used-
good markets would not exist. But a great many of these markets do exist.
Using what you have learned so far about incomplete contracts, explain
what prevents used-sales markets (e.g. on eBay) from unraveling like the
used-car market above.

10.5 APPLICATION: HEALTH INSURANCE

HISTORY The veil of
ignorance is a thought
experiment introduced in 1971
by the American philosopher
John Rawls. It asks you to
imagine making a
choice—about an
anti-discrimination law,
immigration policy, insurance
plan—while ignorant of your
position—your gender,
nationality, health status, for
example—that will matter for
how you fare under the
decision you take. In Rawls’s
words, we should think about
what a just society would be
like as if “no one knows his
place in society, his class
position or social status; nor
does he know his fortune in
the distribution of natural
assets and abilities, his
intelligence and strength, and
the like.”4

The lemons problem illustrates adverse selection due to hidden attributes.
The problem is far more general than the used-car market. To see why,
think about health insurance. Imagine hypothetically that you will be born
into a population, but do not know whether you would be born with some
serious health problem, or might contract such a problem later in life, or
perhaps be entirely healthy until you die of old age.
Now imagine that before you were born, or even knew who your parents

would be you were asked this question: Would you buy health insur-
ance if the premium—that is, the cost of the insurance to you—which is
the same for everyone, is just sufficient to pay for the medical services
required across the entire population if everyone agreed to purchase
it? This kind of hypothetical decision-making process is called making a
decision behind a veil of ignorance because it is a thought experiment in
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which you are invited to think about how you would act or what policies
you would favor if you did not know the state of your actual health.
Most people would be willing to purchase health insurance behind the

! reminder The veil of
ignorance is similar to the
Impartial Spectator thought
experiment that we used in
Chapters 3, 4, and 5. Both ask
you to think about what would
be just by placing yourself in
the position of others. Smith
wrote: “the natural preference
the every man has for his own
happiness over that of other
people, is what no impartial
spectator can go along with.”5

veil of ignorance, because they would rather pay a premium representing
the average costs of healthcare to the whole population rather than be
individually responsible for paying for the treatment of a serious illness,
which, even if it is very unlikely to strike them, would impose high costs
that most families could not pay. The benefit of protecting oneself and
one’s family from a financial catastrophe (or the possibility that you can’t
afford healthcare when you need it) is worth the insurance premium
on average.
But the thought experiment is unrealistic: we cannot sign people up for

health insurance before they know how healthy they will be. The reason is
that this would require signing them up for insurance before they are born.
Thoughmost people would buy fairly priced health insurance if they did not
know about their future health status, the situation changes dramatically if
they can choosewhether to buy health insurance knowing something about
their current and future health status.
Let’s look at the situation from the standpoint of the insurance

provider (the principal) paired with a prospective buyer of insurance
(the agent):

• People are more likely to purchase insurance if they know that they are
ill or likely to become ill. The average health of people buying insurance
will be lower than the average health of the population.

• This information is asymmetric: The person buying the insurance knows
more than the insurance company about how healthy they are.

• Insurance companies selling insurance to people who are sicker than
average will be profitable only if they charge higher premiums than if
everyone bought the same insurance.

• This will lead some—those who are reasonably certain that they are
healthy and will remain so—to not purchase insurance.

• To remain in business, the insurance companies will have to charge
even higher premiums. Eventually the vast majority of the people buying
insurance will be those who know they already have or are likely to have
a serious health problem.

HISTORY One of the most
controversial aspects of US
President Barack Obama’s
healthcare legislation was the
requirement that all citizens
purchase insurance. Supreme
Court Justice Antonin Scalia
opposed this requirement as
an unwarranted intrusion of
the government into people’s
choices. Writing that if you
can make people buy health
insurance “you can make
people buy broccoli.”6 The
president’s lawyer, Donald
Verrilli replied that the market
for broccoli was different from
the market for health
insurance.7 Is Verrilli right?
Are the two markets different
in a way that might justify
requiring everyone to buy
health insurance while not
requiring everyone to eat
broccoli?

This is a case of adverse selection again. The reasoning above shows why
the hidden attributes of initial health status can result in an unraveling of
the healthcaremarket.Why? Insurance companiesmake profits by insuring
people who are healthy. Healthy people who want to buy insurance in case
they fall ill in the future are priced out of the market, and will not buy
insurance. In the extreme case, the health insurance premium will be so
high that only people who know they are likely to become seriously ill will
buy insurance (people with initial conditions of poor health).
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In this case we have what is called a missing market. It is a market that
could exist, but it would only exist if health information were symmetrical
and verifiable (ignoring for the moment the problem of whether everyone
would want to share their health data). Under those imaginary conditions,
the market could provide benefits to both insurance company owners and
people who wanted to insure themselves. Not having such a market is
Pareto inefficient.
To address the problem of adverse selection due to asymmetric informa-

tion and the resulting missing markets for health insurance, many coun-
tries have adopted policies of compulsory enrollment in private insurance
programs or universal tax-financed coverage, such as the National Health
Service in the UK, or similar services in Canada, France, and elsewhere.
When we move from the problem of hidden attributes to hidden actions

we encounter a new set of reasons why sustainingmutually beneficial trade
may be difficult even when mutual gains are technically feasible.

CHECKPOINT 10.5 Applications other than health Consider applica-
tions other than healthcare such as car insurance and home insurance.

a. What are the attributes people would want to keep hidden?

b. How does hiding these attributes affect the prices that insurers will
charge?

c. Why might the market be missing or what might allow the market to be
present?

10.6 HIDDEN ACTIONS AND MORAL HAZARDS:
A CONTINGENT RENEWAL CONTRACT
Insurers, whether private or governmental, face problems other than hid-
den attributes. There is also the problem of hidden actions: buying the
insurance policy may make the buyer more likely to take exactly the risks
that have been insured against. A person who has purchased full coverage
for his car against damage or theft may as a result take less care in
driving or in securing his vehicle than someone who had not purchased the
insurance.
Insurers typically place limits on the insurance. For example, insurance

coverage may not apply or be more expensive if someone other than the
insured person is driving, or if it is parked on a daily basis in a theft-prone
location. These provisions can bewritten into an insurance contract and are
enforceable. But, the insurer cannot enforce a contract about how fast you
drive or whether you drive after having had a drink. These are the actions
that are hidden from the insurer because of the asymmetric information:
you know these facts, but the insurance company does not.
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Here is a model of incomplete contracting in the case of hidden actions,
inspired by Benetton, the global casual wear marketer. To understand the
model, let’s first explore some of the history of the Benetton company.

Benetton: Decentralized production
The Benetton family—three brothers and a sister born during the Great
Depression andWorldWar II—began with a small company selling sweaters
to shops near the town of Treviso in northern Italy half a century ago.
Benetton grew to become one of the world’s largest designers, producers,
and sellers of casual wear and other garments. A key to its early success was
a highly decentralized system of production: the labor-intensive aspects of
production—primarily sewing—were carried out by hundreds of small sub-
contractors, working to designs and schedules and with materials supplied
by Benetton.8 A few processes were done by Benetton itself—notably dying,
performed at the last minute so as to keep the product in tune with fashion
trends. In 2020 Benetton’s subcontractors outnumbered their employees
by a factor of 17 to 1.9

Importantly, quality control and marketing were centralized, performed
by Benetton’s own staff. Subcontractors who reliably produced goods of
the specified quality benefited from permanent orders, quick payment by
Benetton, and other benefits of their long-standing relationship with the
company.

!reminder Be sure that you
are now clear on the
similarities and differences
between hidden actions
(sometimes called moral
hazard) and hidden attributes
(and the associated problem
of adverse selection).

As a result of this decentralized subcontracting structure, Benetton saved
on the costs of establishing its own production facility. The most valuable
asset of the company was not garment-making factories but instead the
trademark, the Benetton name itself (called an intangible asset), which,
once the garments were acquired from the subcontractors, was of course
attached to the product before sale. Many contemporary companies have
similar structures, from manufacturing to design to developing code and
online applications.

The Benetton model
To model these relationships we introduce a buyer (the principal, Patrisia)
who purchases a good, say, a shirt, from a supplier (the agent, Armin, a
subcontractor) for a price, p and then puts her trademark on the shirt and
sells it to a consumer (who is not a player in this game). Their interaction is
depicted in Figure 10.2.
The good—the shirt—has an aspect, its quality, q that is important to the

principal, and costly or difficult for the agent to provide. Patrisia (whomight
be the Benetton company in this model) would like to pay a low price for a
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Figure 10.2 Patrisia and Armin as principal and agent. Armin selling Patrisia a
shirt with non-contractible quality (q) and Patrisia specifying a price (p) and
termination schedule (t(q)).
Image credit: Anmei Zhi.

high-quality shirt, and Armin (one of the subcontracting shirt producers)
would like to receive a high price for a shirt of lesser quality. So their
interests conflict.
The principal–agent problem arises from this conflict of interest along

with the fact that the quality of the shirt cannot be readily determined
by Patrisia. She has the problem that shirts are sometimes rejected by
customers, and Patrisia then has to refund the price when they return
the good.
The challenge that the principal, Patrisia, faces is that she knows that

Armin would prefer to produce lower-quality goods, but it is not cost-
effective to determine the actual quality of each unit that she purchases.
So she comes up with the following plan:

• Repeated relationship:Offer Armin an ongoing (or repeated) subcontract-
ing relationship with her, so he can count on her buying his products year
after year.

• Termination probability: But let him know that if he provides a shirt that
is rejected by a consumer, she will terminate the relationship.

• Enforcement rent: pay him enough for the shirts he provides so that he
does not want the relationship to be terminated, giving him a motive to
provide quality shirts.
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In other words she structures her interaction with Armin as a repeated
game that she can terminate if she is not satisfied with the quality he
provides.
Patrisia interacts with a large number of subcontractors like Armin. We

simplify the problem by assuming that each period she purchases a given
number of shirts (it could be one or one thousand) from Armin and each
of the other subcontractors. So she is really choosing the price and the
number of subcontractors from whom to buy.
Here is the structure of the game. The principal is first mover and seeks

to maximize her profit by deciding on:

• price: the price to offer the agent (and the other subcontractors); and

• quantity: how many shirts to purchase.

The agent seeks to maximize the expected value of his utility over the
duration of his doing business with the principal; he has just one decision:

• Quality: the quality of the good to supply.

! reminder In order to
choose her strategy as first
mover, the principal must
consider what the agent will
do in response. This is
another example of backward
induction in a sequential
game, which you first
encountered in Chapter 2.

The principal sets the price knowing the agent’s best-response function,
that is, the quality he will supply for every price she could offer. The agent
chooses the quality to provide knowing the price the principal has offered
and the probability that the transaction will be terminated for every level
of quality he could provide.
To determine what the first mover (the principal) will do we need first

to derive the best-response function of the second mover (the agent). The
level of quality the agent supplies will depend on how valuable it is to the
agent to continue the relationship with the principal. This is the rent that
the agent will receive, and the reason why he will supply higher quality than
he would provide otherwise.

CHECKPOINT 10.6 Hidden actions Think of markets (other than shirts)
in which it is difficult for a buyer to determine the quality of a good or
service prior to purchasing it, and in which information about the quality,
even if known by the buyer, may not be verifiable.

10.7 THE EXPECTED VALUE OF THE
TRANSACTION TO THE AGENT
Because this is a repeated game, how important it is to the agent that the
relationship with the principal continue will depend on the following:

• the utility that the agent experiences in each period;



OUP CORRECTED PROOF – FINAL, 11/9/2021, SPi

The Expected Value of the Transaction to the Agent 563

• the number of periods that the principal and agent will interact; and

• the utility the agent will experience if terminated by the principal, that is
the agent’s fallback option.

The agent’s utility in a single period
The seller, Armin, prefers to receive a higher price p and to provide a lower
level of quality q (which can take any value from 0 to 1, representing a range
from a quality of 0 percent to 100 percent). Armin prefers to provide lower
quality because it is costly—in terms of effort or care—for him to produce
high-quality goods.
For concreteness we will express the general form of his utility function

M-CHECK The marginal
utility of providing quality is
the derivative of u with
respect to q, denoted uq . It is
negative because the second
term in the utility function is
preceded by a minus sign.
When we refer to the marginal
disutility of quality—the slope
of the curve in Figure 10.3—we
mean the derivative of u

1−q
(itself, without the minus sign)
with respect to q which is −uq ,
so it is positive. Given the
agent’s utility function and
using the notation that
uq =

𝜕u
𝜕q
, we have

−uq =
u

(1− q)2

! reminder Equation 10.1 is
another quasi-linear utility
function of the type
introduced also in Chapters 3,
4, and 7.

M-CHECK You can confirm
that his disutility is infinite
when q = 1 by substituting
q = 1 into u

1−q
and confirming

that it would result in division
by zero.

(below on the left) by a specific form (on the right below):

Agent’s utility u(p,q) = p− u
(1− q) (10.1)

Equation 10.1 says the following:

• Because the marginal utility of the price, up = 1 > 0, Armin considers p to
be a “good” something hewould likemore of because gettingmoremoney
is valuable to Armin.

• Because the marginal utility of providing quality uq < 0, Armin considers
q to be a “bad,” so he would rather not exert the effort required to provide
q > 0.

The second term on the right hand side ( u
(1−q)

), is Armin’s disutility of
providing higher quality shown in Figure 10.3. We can see three things:

• if he provides no quality (he just hands over a product with the lowest
possible quality, i.e. q = 0) his disutility is u;

• the higher the quality he provides, themore disutility he experiences: the
curve is upward sloping; and

• themarginal disutility of quality is increasing: the curve is steeper at point
j than at point k.

From Equation 10.1 you can also see that he will never choose to produce a
perfect good (100% quality or q = 1) because at q = 1 his disutility is infinite
or undefined.
There are two confusions to avoid here, one about slopes and the other

about signs. First be clear about the difference between:

• the height of the curve which is the disutility of providing the level of
quality indicated on the x-axis quality; and
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Figure 10.3 Armin’s disutility of providing quality. The disutility of providing
quality increases as the agent provides more quality. The slope of the tangency
lines is the marginal disutility of effort at the corresponding level of quality
provided. Comparing the slopes at points j and k shows that a small increase in
quality will impose a greater disutility the higher is the quality he provides. In the
figure Armin’s baseline disutility of providing quality is set to u = 5.
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• the slope of the curve, which is the marginal disutility of quality, namely
the effect on his disutility of providing a bit more quality when he is
already providing the level indicated on the x-axis.

The second is the distinction between:

• the marginal utility of providing quality, uq which is negative (providing
quality reduces Armin’s utility); and

• the marginal disutility of quality which is just the same thing with a
negative sign, −uq, and so is positive.

We can construct indifference curves for Armin based on his utility
function: this is another example in which the choices include both a good
(receiving the price) and a bad (providing quality). As a result, for any
quality q on the vertical axis in Figure 10.4 Armin would prefer to obtain
a higher price, p, which would place him on a higher indifference curve;
and for any price, p, on the horizontal axis Armin would prefer to provide a
lesser quality. The negative of the slope of the indifference curve is Armin’s
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marginal rate of substitution between more pay (the price he receives) and
more quality. We derive this in M-Note 10.1.

! reminder As in Chapter 3,
when we are considering both
a good and a bad, the
indifference curves are
upward-sloping. This is
because having more of the
bad can be compensated by
having more of the good. In
this chapter, though, the
“bad”, quality (q), is on the
vertical axis and the “good”
(price, p) is on the horizontal
axis.

We already know from Figure 10.3 and Equation 10.1 that increasing q
reduces Armin’s utility (increases his disutility) and does so more and more
as q approaches 1. This is the reason why in Figure 10.4 Armin’s indifference
curves become almost flat when Armin provides high levels of quality:
Armin experiences an extremely high marginal disutility of providing any
additional quality. At already high levels of quality providing additional
quality (moving up in the figure) can be compensated only by a very large
increase in price (moving to the right), as shown by the flattening of his
indifference curves as q gets larger.

Figure 10.4 Armin’s indifference map for “good” p and “bad” q. Armin’s
indifference map for “good” p and “bad” q for three values of u and u = 5. With this
quasi-linear utility function (Equation 10.1) his indifference curves are horizontal
displacements of each other: their slopes depend only on the level of quality, not
on the price. For instance, you can see that the slopes of the indifference curves
at points a, b, and c in the graph are the same. These are points with the same
level of quality but different prices. For the indifference curves shown, u2>u1>u0 .
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M-NOTE 10.1 The marginal rate of substitution for per-period utility

Recall that the general form of Armin’s utility function is:

u = u(p,q)

We want to find the changes in q and p that are consistent with no changes
in Armin’s utility—that is, staying on the same indifference curve. To do this,
we totally differentiate Armin’s utility function with respect to dp and dq and
set the result equal to zero:

du = dq ⋅uq + dp ⋅up = 0 (10.2)

In Equation 10.2 we are using the notation that uq =
𝜕u
𝜕q
and up =

𝜕u
𝜕p
. Equation

10.2 requires that for any two points on an indifference curve, the utility differ-
ence associated with the difference in price (dp ⋅uq) is exactly compensated
by the (opposite signed) utility difference associated with the difference in
quality (dq ⋅uq), so that taking account of both effects the difference in utility
between the two points is zero. We can rearrange Equation 10.2 to find dq

dp
,

which is the slope of the indifference curve:

Slope of indifference curve:
dq
dp

= −
up
uq

Because the marginal utility of the price (p) is one, we have:

Slope of Armin’s indifference curve = −mrs(p,q)

= −
up
uq

= − 1
uq

M-NOTE 10.2 The marginal disutility of quality and the mrs with a
specific utility function

To find the marginal utility of providing quality, uq , we differentiate Armin’s
utility function, Equation 10.1, with respect to q to find uq :

u(p,q) = p− u
1− q

uq = (−1)(−1)(− u
(1− q)2 )

= − u
(1− q)2 (10.3)

Using Equation 10.3, we can now find the marginal rate of substitution given
for the general case by Equation 10.3:

mrs(p,q) =
up
uq

= 1
uq

= − 1

( u
(1−q)2

)

= −(1− q)2
u continued
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The fact that p does not appear in the expression for themrs(p,q)means that
the slope of the indifference curves depends only on the level of quality, not
on the price as can be seen in Figure 10.4. This is because we have used a
quasi-linear utility function that is linear in the price.

CHECKPOINT 10.7 Goods, bads, and axes

a. Consider Figure 10.3, what would happen to the curve if u increases or
decreases (recall that this means that the disutility from working at all
on the contract is changing).

b. Consider Figure 10.4 again, how would increasing (or decreasing) u
change the indifference curves in u(p,q)? Why?

c. Substitute the values q = 0.4 and q = 0.8 into Armin’s marginal rate of
substitution, mrs(p,q), given in M-Note 10.1. Assume u = 5. What are the
values for the mrs? How do you interpret them? (Be clear about what
Armin is getting more of and what he is “willing to pay”.)

The expected value of the transaction and the enforcement
rent
To make her plan work, Patrisia has to do two things:

• get some information on the quality Armin provides as the basis for
terminating the contract if necessary; and

• offer him a high enough price so that he receives a rent, and therefore
he will prefer continuing doing business with Patrisia rather than being
terminated.

She uses consumer complaints about quality as the basis for her termina-
tion decision and as a result she will terminate the relationship with Armin
with probability t = 1− q. This means that:

• If Armin provides no quality at all (q = 0), then there will surely be a
complaint, so he will surely be terminated (t = 1).

• If Armin were to provide q = 1, then no consumer would ever complain, so
he would be certain that Patrisia would continue buying from him (t = 0).

• If Armin provides q = 0.5, whether he gets terminated at the end of each
period is a coin toss: 50 percent chance of keeping the contract and
50 percent chance of losing the contract.

If he provides quality of q, then at the end of the first period he will lose his
contract with probability 1− q. If he is lucky and does not lose the contract,
then the first period is just repeated—she offers the same price and so he
offers the same quality. As a result, the next period will be his last with
the same probability (1− q) and so on until his luck runs out and he is
terminated.
How long will his contract with Patrisia last? Armin does not know for

sure: he has to think about probabilities. To do this, imagine a game of
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flipping a coin, in which you flip it once and if it came up heads you flip
it again, and continue doing this until it comes up tails, at which point the
game ends. If you did this many times, the gamewould sometimes end right
after the first flip (because it came up tails); sometimes it would continue
for many flips.
But on average how many flips would you expect to make, including the

first one? The answer (which we show in the Mathematics Appendix) is two
periods, which is just one divided by one-half, the probability that the game
will end after each flip. So the expected number of periods that Armin’s
contract will last, T(q) will be one divided by the probability of termination
at the end of each period, or t(q) = 1/t(q), where t(q) = 1− q.
The value he gets from doing business with Patrisia is the utility he gets

in a single period times the number of periods he expects to do business
with her.

• The utility per period is u(p,q).

• The expected lifetime (number of periods) of the contract is T(q), which
is equal to 1 divided by the probability that he gets terminated in a given
period, or T(q) = 1/t(q) = 1

1−q
.

• So:

Expected value = Utility per period×Expected lifetime of contract

v(p,q) = u(p,q) ⋅T(q)

= u(p,q) ⋅ 1
1− q

= u(p,q) ⋅ 1
1− q

(10.4)

! reminder The term v(p,q)
is an expected value because
it depends on a contingency
that is not known, namely the
duration of the contract in
number of periods. For
simplicity we refer to
iso-value curves rather than
iso-expected-value curves.
When we use the term “value
of the contract,” we always
mean expected value.

This is how much he values being Patrisia’s sub–contractor. To under-
stand how motivated he will be by the threat of her ending the contract we
need to know about his other options. How much he would like to keep his
job is the difference between how much it is worth to him, v, and what he
would be able to get if his relationship with Patrisia were to be terminated.
This next-best opportunity is his fallback option, which is finding another

buyer and attempting to sell him the (presumably low-quality) good he has
made. Later we will discuss his fallback option but for now we assume that
his utility is zero if Patrisia terminates their relationship.
Because his fallback option is zero, it follows that v itself is Armin’s

enforcement rent, the loss of which he would like to prevent by supplying
higher quality than he would otherwise do. If v > 0, then the following
will hold:

ENFORCEMENT RENT In a principal–agent relationship an enforcement rent is
the excess of the value of the transaction to the agent over the agent’s fallback.
The fear of losing the enforcement rent induces the agent to act in the principal’s
interest.
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• It is a rent because it is how much his current situation is preferable to
his next-best alternative.

• It is an enforcement rent because the rent motivates him to provide more
quality than he otherwise would (he doesn’t want to lose the contract).

In Figure 10.5 we show Armin’s iso-value curves. Each curve is made
up of all of the combinations of p and q that give the same values of v
in Equation 10.3 with v4 > v3 > v2 > v1 > v0 = 0. The iso-value curves differ

M-CHECK Using vp and vq
respectively for the partial
derivative of v with respect to
p and q can derive the slope
of the iso-value curve by the
same method that we used in
M_Note 10.1 to derive the
slope of the per period utility
indifference curve. It is
−mrs(p,q) = − vp

vq
.from the single-period utility indifference curves in Figure 10.4: they are not

uniformly upward-sloping. The upward-sloping portions of the iso-value
curves are easy to understand. In Figure 10.5 Armin is indifferent between
point f—providing high quality and getting paid a high price—and point e—
providing lesser quality at a lesser price.
But why is Armin indifferent between point e and point g, where he is

providing less quality and getting a higher price, which would seem to be a
better deal than point e?

Figure 10.5 The agent’s iso-value curves. Armin’s map of iso-value curves in the
“good” p and “bad” q for five values of v using Equation 10.4 and u = 5. Recalling
that the marginal rate of substitution is the negative of the slope of the
indifference curve,

Slope ∶ Δq
Δp = −

vp
vq

= −mrs(p,q)

The iso-value curve labeled v0 = 0 is the agent’s participation constraint. The
x-axis intercept of the participation constraint is at p = 5. The reason is that with
q = 0 (meaning a point on the x-axis) and p = 5, the agent’s per-period utility is
zero (you can see this from Equation 10.4), so his value must also be zero, which is
his fallback position.
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The answer is that when Armin takes account of the likelihood of being
terminated, providing more quality is not necessarily a “bad.” The reason is
that providing more quality will increase his chance of keeping his contract
with Patrisia which (if v > 0) he values. At some low levels of quality,
providing a little more quality will increase v because it will prolong the
duration forwhich he receives the per-period utility. The iso-value function
has a different shape from the single-period utility indifference curves in
Figure 10.4 because the game is repeated, and Armin has an interest in
continuing his relationship with Patrisia.

CHECKPOINT 10.8 Armin’s iso-value curve

a. Use Armin’s iso-value function to check that were he paid 2u and
provided q = 0.5, he would have v = 0.

b. What would happen to Armin’s iso-value curves if his disutility
parameter (u) were to increase?

10.8 THE AGENT’S BEST RESPONSE: AN
INCENTIVE COMPATIBILITY CONSTRAINT

M-CHECK If we have a
function like u(p,q) then
u(p,0) means the utility if the
price is p and the quality level
is zero.

For any particular price that Patrisia offers, there are three things that
Armin could do:

• refuse the contract and have utility u = 0;

! reminder The incentive
compatibility constraint is the
agent’s best-response
function. It gives the
combinations of the
principal’s actions—her choice
of a price, a wage, or an
interest rate, for
example—and the agent’s
response. It shows the agent’s
actions that are compatible
with the incentives and
constraints offered by the
principal.

• accept the contract but deliver q = 0 in which case his contract would
be terminated with certainty, so he would receive u(p,0) for a single
period, and the value of his transacting with Patrisia would be v(p,0) =
u(p,0); or

• accept the contract, deliver some level of quality q > 0, and receive u(p,q)
for an expected number of periods, 1

t(q)
, and receive v(p,q).

Armin will choose quality (q) to maximize his value (v), taking account of
the fact the higher qwill reduce the probability of termination t (remember
at the end of any period, t = 1− q). Suppose hypothetically in Figure 10.6
that the price offered by Patrisia is p = 20. Then we can think of Armin’s
optimizing problem in the following way, as we did in the other best-
response functions we have derived in previous chapters. Starting at some
low level of quality (point g) he would see that as he provides more
quality, he reaches higher iso-value functions (not shown) until he reaches
point n, the tangency of the iso-value curve labeled v4 with the vertical
line indicating the hypothetical price. If he proceeds upward—offeringmore
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quality—then hewill be crossing ever lower iso-value curves, such as the one
at point f.
The quality the agent offers and price indicated by point n is one point on

Armin’s best-response function. Two others, constructed in the same way
but at lower prices are points e and d.
Here is how we can derive an equation giving the agent’s best response

to the principal’s price, that is, the best-response function shown as the
purple line in the Figure 10.6. He will reject the zero quality option and want
to supply more quality as long as the disutility of doing that—the marginal
cost of quality—is less than the marginal benefit that he derives from
providing additional quality. That is he will want to compare two negative
quantities:

M-CHECK Equation 10.5 is
the agent’s best-response
function for selecting q in
response to the principal’s
choice of p. Below we use a
specific utility function to
derive a simple best-response
function.

• Marginal cost: uq, namely the reduction in his utility associated with
providing more quality (the marginal utility of effort).

Figure 10.6 The agent’s best-response function. The agent’s best-response
function is made up of all the points on an iso-value curve where the slope of the
curve is vertical, as shown by three iso-value curves and corresponding points (d,
e, and n) on the best-response function. Notice that where the best-response
function intersects the horizontal axis the iso-value function is vertical. This is
why at the price of 2u = 10 the best response of the agent is to provide q = 0. The
best-response function is the incentive compatibility constraint or ICC. The
segment of the horizontal axis between u and 2u is the range of prices over which
the price is high enough to get the agent to agree to a contract, but not high
enough to get him to provide quality greater than zero.
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• Marginal benefit: tq ⋅ v, namely the reduction in likelihood of being ter-
minated made possible by providing more quality times the effect of
working harder on the probability of keeping the job.

So, as shown in M-Note 10.3 the level of quality that will maximize his
value is that at which the marginal costs and marginal benefits are equal
(remember both uq and tq are negative):

mc = mb

uq(q) = tq(q)v(p,q) (10.5)

Marginal utility = Reduction in termination probability

× enforcement rent

The values of q satisfying this equation for each value of p is the best-
response function.

M-CHECK This looks
different from previous
best-response functions,
which showed the decision
maker’s action, amount of
fishing time, for example, on
the left-hand side of the
equation, and on the
right-hand side, the values
determining the best
response, including the
others’ fishing time. While it is
more complicated, the
meaning of Equation 10.5 is
the same: the value of q
satisfying this equation for
each value of p is a best
response.

To see what Equation 10.5 means, return to Armin’s iso-value curves as
shown in Figure 10.6. We show in M-Note 10.4 that if we use the specific
utility function in Equation 10.1, then Armin’s best-response function (for
values of p ≥ 2u) is given by:

Armin’s best response: q(p) = 1− 2u
p

(10.6)

This is the best-response function we derived in the figure, using u = 5.
You can see from Equation 10.6 why at prices lower than p = 10 = 2u Armin
will not provide any quality at all. The agent would accept the contract and
supply zero quality if the price were between 2u and u. This is because
over that price range, the participation constraint is satisfied (so the agent
“participates” in the contract) but prices in that range do not provide
sufficient incentives for the agent to raise quality above zero. At a price
below u the agent will not accept the contract.

! reminder Recall from
Chapter 4, that when a first
mover has price-setting
power, but not
take-it-or-leave-it power, the
first mover maximizes their
objective function (utility or
profit) given the other
person’s best response or
incentive compatibility
constraint.

CHECKPOINT 10.9 The best-response function

a. Explain why the best-response function is upward-sloping.

b. Why does it get flatter for higher levels of quality provided?

c. Imagine that there is some chance at the end of each period that Armin
will have to move to another region (where he could no longer work
as a subcontractor for Patrisia). How will this alter the best-response
function? (Hint: How would this affect the expected duration of Armin’s
dealings with Patrisia. How would this affect v(p,q)?)
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M-NOTE 10.3 The agent’s best-response function for the general case

We know that Armin’s (the agent’s) value function is per-period utility times
the number of periods that he expects the transaction to continue as given
by the following equation:

A’s value v(p,q) = u(p,q) ⋅ 1
t(q) (10.7)

As a result, he will choose q—the only variable he controls—to find the quality
level that maximizes his value given the price that is offered, considering the
inverse relationship between the probability of termination and the quality of
the good he provides. So, to find Armin’s optimal choice, we differentiate his
value function with respect to q and set the result equal to zero (imposing the
first-order condition for a maximum). Notice, to find the first-order condition
we need to use the quotient rule:

vq =
uq ⋅ t−u ⋅ tq

t2

First-order condition: 0 = vq =
uq ⋅ t−u ⋅ tq

t2
0 = uq ⋅ t−u ⋅ tq

uq ⋅ t = u ⋅ tq
Divide by t: uq = tq (

u
t
) (10.8)

But, recall that v(p,q) = u(p,q)
t(q)

(Equation 10.7), so we can rewrite the equation:

uq = tq ⋅ v (10.9)

This is the agent’s best-response function, as can be seen if we write out
Equation 10.9 more fully to make clear how u, t, and v depend on p and q.

uq(p,q) = tq(q) ⋅ v(p,q) (10.10)

Equation 10.9 requires that the marginal cost of providing more quality
(remember, uq is negative) is equal to the marginal benefit (the reduced
chance of losing v). For any given value of p, the value of q that satisfies
Equation 10.10 is the agent’s best response q(p).
Also recall from Figure 10.6 that the slope of Armin’s iso-value curve is:

Slope of iso-value ∶ dq
dp

= −
vp
vq

= −mrs(p,q)

We know Armin reaches his maximum value when he provides the level of q
such that vq = 0. When vq = 0, the denominator of the iso-value curve is zero
and therefore the slope of the iso-value is undefined when Armin maximizes
his utility, which means that the iso-value curve must be vertical at that point.
This is why the point on each iso-value curve with a vertical slope makes up
Armin’s (the agent’s) best-response function.
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M-NOTE 10.4 The agent’s best response with a specific utility function

Recall that the condition for the agent’s choice of a level of quality to offer is:

Marginal cost = Marginal benefit
uq = tqv (10.11)

Recall that t = 1− q, so tq = −1, and we can rewrite the condition given by
Equation 10.11 using our specific utility function, termination probability, and
value function:

− u
(1− q)2 = −1(p− u

(1− q) )
1

(1− q) (10.12)

To see how Equation 10.12 gives us Armin’s best-response function, multiply
both sides of Equation 10.12 by −(1− q):

u
1− q

= p− u
1− q

2u
1− q

= p

Divide through by 2u ∶ 1
1− q

= p
2u

Raise both sides to the power − 1 ∶ 1− q = 2u
p

Isolate q ∶ q = 1− 2u
p

Thus we have Armin’s best-response function:

q(p) = 1− 2u
p

(10.13)

Since p is in the denominator of a negative term, you can see that an
increase in the price offered by the buyer will make Armin provide a greater
quality of the good.

10.9 THE PRINCIPAL’S COST MINIMIZATION
AND THE NASH EQUILIBRIUM
The principal makes two decisions: how many units to purchase (which is
equivalent to how many subcontractor–agents to engage) and how much
to pay them for each unit. We have set up the problem so that we can focus
on the second—the principal–agent problem. We have already analyzed
models to address the first question of how many shirts she should sell to
consumers, in Chapters 8 and 9.

! reminder In minimizing
p/q the principal is seeking
the lowest cost way of
acquiring the goods she is to
sell, just as did the
cost-minimizing firms
choosing technologies and
input mixes to minimize their
costs of production in Chapter
8. The only difference is that
here the principal is buying
the goods she will sell rather
than producing them. In
Chapter 11 we will study a
similar problem in which the
principal—an employer—is
seeking to minimize the costs
of production by finding the
least cost way to motivate the
workers she hires to provide
the labor effort on which
production depends.

To study the price-setting process in the principal–agent relationship,
we proceed in three steps:

• Patrisia, the principal, knowing Armin’s best response q(p), determines
the price pN that will minimize the cost of acquiring quality (p/q) (we use
the N superscript because this will be the Nash equilibrium price).
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• Armin, the agent, best responds to the price offer by choosing the Nash
equilibrium quality, qN, the quality level that maximizes his value given
the price (using his best-response function).

• When pN is offered and qN is the response, then the expected number of
periods that Armin’s relationship with Patrisia will last is TN = 1

t(qN)
= 1

1−qN
.

The principal minimizes costs
To show how the principal will set the price p in order tominimize the cost
of acquiring quality, we showa variety of different potential ratios of price to
quality to price (p/q) in Figure 10.7 as isocost rays. Along a given isocost ray,

! reminder A ray from the
origin in (p,q) space is a line
starting at (0,0).

Patrisia has the same cost of quality, as can be seen by comparing points b
and d. This is why they are called isocost (“equal cost”) rays. Patrisia prefers
isocost c1 to c2 to c3 because c1 < c2 < c3 . Comparing points a on c3, with b

M-CHECK We say that the
principal is indifferent
between any of the points on
the same isocost curve
because the cost of quality is
the same. We do not extend
the isocost lines to zero,
because q/p = 0/0 is
undefined due to dividing any
number by zero.

Figure 10.7 Some of the principal’s isocost curves. The principal’s isocost curves
for different ratios of quality for a given price, q/p. c3 > c2 > c1 . Comparing points
a, b, and c, in which the same price is being offered, we can see that for the
highest level of quality at c (q = 0.5), the principal is on her preferred isocost line
c1. For lower quality, q = 0.25 at b and q = 0.125 at a, such as, the principal will be
worse off on isocost lines c2 and c3 respectively. Along isocost line c2 , the
principal is indifferent between points b and d because they result in identical
cost of quality, but at different quality price bundles: at b, they are at the bundle
(q = 0.25,p = 10) with q/p = 0.25

10
= 0.025; at d, they are at the bundle

(q = 0.5,p = 20) with q/p = 0.5
20

= 0.025.
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on c2, and c on c1, we can see that at the same price, the quality at point c is
higher. So, steeper rays are better for the principal (corresponding to lower
cost): the slope of any ray is q/p.
Think of these rays as similar to the indifference curves representing the

objectives of a decision maker or the iso-profit curves representing
the objectives of the owners of a firm. Here the isocost rays represent
the cost-minimizing objectives of the principal in her relationship with the
subcontractor. The slope of the isocost ray (that is q/p) is the negative of
the marginal rate of substitution.

The Nash equilibrium price and quality
The isocost rays tell the principal which regions of the graph she prefers,
roughly, which way is up. But she is constrained by having to provide the
agent with incentives to implement the level of quality she desires. So the
q she wants to motivate Armin to provide must lie on his best-response
function. This equation—the incentive compatibility constraint—tells her
what is feasible. In Figure 10.8 she would prefer to be, for example, at point
c rather than at points d or n, because c is on a lower (steeper) isocost ray.
But point c is infeasible because it is above Armin’s best-response function.
The resulting cost-minimizing price will be somewhere on the incentive

compatibility constraint, but where?
It is simpler to find the price that maximizes q/p than that which mini-

mizes costs (p/q). The two are equivalent. So, putting her objectives together
with what is feasible, Patrisia wants to find the p that will:

maximize
q
p
, where q has to be such that q = 1− 2u

p

The price that accomplishes this is given by the following condition for cost
minimization (as shown in M-Note 10.5):

Condition for cost minimization:
q
p
= qp (10.14)

slope of isocost = slope of agent’s BRF

Meaning mrs = mrt

This condition is shown in Figure 10.8: the price is chosen so that the
slope of the agent’s best-response function qp is equal to the slope of the
isocost ray with the highest ratio of quality to cost, q/p.
Equation 10.14, which requires equating the slopes of the best-response

function and an isocost line, is another example of the mrs =mrt rule.

• The slope of an isocost ray is the (negative of the) marginal rate of
substitution between quality and price in the eyes of the principal, namely
the increase in quality that would just compensate for a unit increase in
the price.
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Figure 10.8 The principal’s cost-minimizing price and the agent’s utility-
maximizing quality provided. The Nash equilibrium, point n (pN,qN) is found at
the tangency of the isocost line with slope q/p and the best-response function
with slope 2u/p2 . Isocost line: q = p/8u. Best-response function: q = 1− 2u/p.
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• The slope of the best-response function is the (negative of the)marginal
rate of transformation of paying a higher price into receiving higher
quality.

The allocation (pN,qN) is a Nash equilibrium because it is a mutual best
response:

• Patrisia’s choice: given Armin’s strategy choice—his best-response
function—offering the price (pN) is the best Patrisia can do (we know
this because it is the result of the constrained maximum problem she
just solved); and

• Armin’s choice: given Patrisia’s price offer, providing (qN) is the best Armin
can do (we know this because qN is a point on his best-response function).

M-NOTE 10.5 The principal’s cost-minimizing price

Here is the maximization problem: since p is the variable over which the
principal has control, we maximize q/p by varying p. This is equivalent to
minimizing costs (p/q).

Maximize
q(p)
p

continued
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To find the price selected by this optimization problem, we differentiate this
expression with respect to p:

Quotient rule d
dp

(
q(p)
p

) =
qp ⋅p− q(1)

p2
(10.15)

We then set Equation 12.16 equal to zero and solve for p:

Condition for minimum cost:
qp ⋅p− q

p2
= 0

Multiply through by p2 ∶ qp ⋅p− q = 0

qp = q

p
(10.16)

Equation 10.16 is the first-order condition for the maximum quality per unit of
price for the principal. The left-hand side is the slope of the agent’s BRF and
the right-hand side is the slope of the isocost ray.
With the specific utility function given in Equation 10.14, we have:

• Slope of BRF: The slope of the agent’s BRF qp =
2u
p2
.

• Slope of an isocost ray, as above:
q
p

Therefore, we can rewrite Equation 10.16 for our illustrative utility function as
follows:

mrt = qp =
2u
p2

= q
p
=mrs (10.17)

Equations 10.16 and 10.17 can also be rewritten to show that the solution
equates two effects of a small change in price (of one unit)

% increase in quality = Δq
q

=
qp
q

= 1
p
= Δp

p
=% increase in price (10.18)

Or what is the same thing: the marginal benefits of a price increase equal the
marginal costs, both expressed in percentage terms.

M-NOTE 10.6 Nash equilibrium: price, quality, and contract duration

To find out what price Patrisia will pay to her subcontract or, Armin, we want
to isolate p, so we multiply both sides of Equation 10.18 by p2 , to get:

q
p
= 2u

p2

Multiply by p2 pq = 2u

Divide by q ∴p = 2u
q

(10.19)

We can then use Armin’s best-response function to eliminate q, by substi-
tuting in q = 1− 2u

p
into Equation 10.19:

p = 2u
q

p = 2u

1− 2u
p continued
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p(1− 2u
p
) = 2u

Dividing by p (1− 2u
p
) = 2u

p

1 = 4u
p

Isolate p ∴pN = 4u

To find out how Armin responds, we substitute pN into his best-response
function:

q = 1− 2u
p

Substitute: pN = 4u q = 1− 2u
4u

∴qN = 0.5

Finally we use qN to determine the expected number of periods that Armin
will sell to Patrisia and find that it is T(qN) = 1

1−qN
= 1

1−0.5
= 2

CHECKPOINT 10.10 Armin’s pride in the quality of his work Suppose
that Armin has come to have pride in the quality of the work he does,
so the disutility of the effort it takes to produce high-quality goods that
Armin experiences is cut in half, decreasing from u = 5 to u = 2.5. Redraw
Figure 10.8, showing what happens to Armin’s best-response function and
the resulting Nash equilibrium ratio of quality to price, qN/pN.

Incomplete contracts, external effects, and an inefficient
Nash equilibrium
The Nash equilibrium allocation (pN,qN) is not Pareto efficient. We can see
this in Figure 10.9. Remember that the principal prefers allocations that are
higher and to the left (more quality for a lower price) and the agent prefers
the allocations to the right. So any point that is both above the isocost line
through the Nash equilibrium (better for the principal) and to the right of
the iso-value curve v4 (better for the agent), is a Pareto improvement overn.
In Figure 10.9 the shaded lens is the set of allocations that have these two

properties and therefore are Pareto superior to the Nash equilibrium. You
can see, for example, that point f is better for both Armin and Patrisia than
is the Nash equilibrium, n. So f is Pareto superior to n. It follows that n is
not Pareto efficient.
We know that points like f in the Pareto-improving lens must exist

because the rule that the principal implemented to minimize her cost
of quality–Equation 10.14—selected a price that equated the slope of her
steepest possible isocost ray with the slope of the agent’s best-response
function. In other words she followed the mrs =mrt rule.
But a Pareto-efficient outcome requires a different rule: equating the

principal’s marginal rate of substitution (mrsP) with the agent’s marginal
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Figure 10.9 Pareto-improvements over Nash equilibrium with the contingent
renewal incomplete contract. The shaded area shows feasible quality–price
combinations such as point f, with lower costs (that lie on lower—meaning
steeper—isocost rays) for the principal and also on higher iso-value curves for the
agent, such as v5 . The Pareto-improving shaded lens extending upward and to the
right of n must exist because the agent’s iso-value curve at that point is vertical
(it is on the agent’s best-response function) and the principal’s isocost ray at that
point cannot be vertical. In the figure, the equation for the best-response function
is q = 1− 2u/p and the equation for the isocost line c2 is q = p/4u.
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rate of substitution (mrsA). This would have required that the principal
choose a price that would equate the slope of an isocost ray with the slope
of the agent’s iso-value curve.
You are already familiar with the reason why the Nash equilibrium is inef-

M-CHECK Remember, the
slope of the iso-value
function is dq/dp = − vp

vq
. We

know that vq = 0 is the
first-order condition for a
maximum for Armin. So the
point where the iso-value
curve is vertical is a point on
the agent’s best-response
function. Because n is on
Armin’s best response
function we conclude that (as
can be seen) the iso-value
curve there is vertical.

ficient. Like the fishermen overexploiting their resource and diminishing
each other’s catch, the subcontracting agent, in deciding on his action—the
level of quality to provide—is not taking account of the effect of his choice
on another person, in this case the buyer-principal. The reason this occurs
is that the contract is incomplete: it does not cover the quality he provides,
which is then another example of an external effect.
Wewill see in section 10.11 that if the principal could just purchase quality

(offering a particular p for some amount of q as if shewere buying electricity
or red winter wheat #2), then the result will be Pareto efficient. If the con-
tract is complete, Patrisia minimizing the cost of quality by implementing
the mrs =mrt rule also unwittingly implements the mrsP =mrsA rule.
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Figure 10.10 The agent’s rent at the Nash equilibrium. We can measure the rent
that the agent receives at the Nash equilibrium by a horizontal comparison (that
is, a price difference for a given quality) between the Nash equilibrium at point n
and the complete contract outcome at point c on the agent’s participation
constraint.
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The agent’s enforcement rent
A key element in Patrisia’s strategy, remember, and the reason why it works
is that she pays him enough so that he wants to avoid being terminated.
His enforcement rent is shown in Figure 10.10 as the distance between n
and c. To see this, imagine Armin were at the Nash equilibrium, n, and we
asked: hypothetically holding constant the level of quality he provides, how
much less could he be paid and still be no worse off than at his fallback
option, namely zero? To answer the question, we imagine moving to the
left (lowering the price) from point n. We eventually hit the participation
constraint v0 = 0. At that point, c he receives no rent. So the difference in
price between n and c namely, 2u = v4 − v0 is his per-period rent.

CHECKPOINT 10.11 Enforcement rent in another dimension In Figure
10.10 we measured the rent received by the agent in monetary units, that
is the price. We could also measure his rent by answering the following
question: At his Nash equilibrium price how much more quality could he
provide without being worse off than in his next-best alternative? Identify
this quantity in Figure 10.10 on your own sketched version of the figure.
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10.10 SHORT-SIDE POWER IN PRINCIPAL–AGENT
RELATIONSHIPS

! reminder You learned in
Chapter 9 that the short side
of a market is the side on
which at a given price the
number of desired
transactions is the lesser of
the two. The long side is the
side on which the number of
desired transactions is
greater. The short side of a
market may be buyers (as in
the case of quality) or sellers
(as in the case of financial
institutions supplying credit,
as we will see in Chapter 12).

! reminder A person or
business is said to be credit
constrained if: (a) they are
excluded from borrowing
entirely, or (b) they face limits
on how much they can
borrow, or (c) they pay
extraordinarily high rates of
interest when they do
succeed in getting a loan.

The rent that the agent receives each period is the reason why terminating
the exchange is an effective threat. If Patrisia cuts him off, Armin will not
immediately find another principal to transact with on terms as good as his
current transaction.
The key feature of these equilibrium contracts is that principals trans-

act with agents who receive economic enforcement rents and prefer the
current transaction to their next-best alternative. Because some agents
receive enforcement rents in ongoing contracts, there must exist some
other identical agents who are quantity-constrained, namely, the suppliers
who fail to make a sale. If this were not the case, then immediately upon
termination the agent could find another principal so the termination
would not impose a cost on the agent. It is the fact that the market does
not clear that makes the threat of termination effective.
In the Benetton model there are more agents looking for transactions

than there are transactions being offered by principals. This is why, if
Arminwere terminated fromhis current transaction, it would take him time
and a costly search process to find another. (For simplicity, we made the
assumption that his next-best alternative is to get nothing, but as will see
in section 10.13, this is not an essential feature of the model.)
Patrisia, the employer and other principals in similar principal–agent

relationships, are on the short side of the market. Armin, the employee and
other agents are on the long side; the long side includes agents who would
like a transaction but cannot secure one. Armin fears being one of these:
unable to sell his product.
We use the term short-side power to describe the power that Patrisia is

able to exercise over Armin because she is on the short side of a market
that does not clear. In Chapter 9 we studied out-of-equilibrium markets in
which supply does not equal demand. In the Benetton model of principals
and agents, when contracts are incomplete the market does not clear even
when it is in equilibrium (this will be the case also in labor and credit
markets).
Essential to Patrisia’s ability to get Armin to do what she wanted is her

ability to threaten to impose a major economic cost on him. This cost—
called a sanction, or penalty—is part of our definition of power.
The definition can be applied to the Benetton principal–agent interac-

tion. In equilibrium the following conditions hold:

POWER If, by imposing or threatening to impose sanctions on A, B can affect A’s
actions in ways that further B’s interests, while A lacks this capacity with respect
to B, then B has power over A.
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• Sanctions affect behavior. Armin provides a shirt of higher quality than he
would have in the absence of the Patrisia’s threatened termination.

• To the advantage of the person exercising power. Patrisia benefits from
this.

• The relationship is asymmetrical. Armin could not get Patrisia to act in a
way beneficial to him by threatening her with termination.

To see why Armin did not have power similar to Patrisia, imagine that he
threatened to end their relationship unless Patrisia raised the price above
pN. Patrisia would refuse to raise the price, knowing the following:

• because she is on the short side of the market, she could easily find
another supplier (remember some of them cannot find a buyer); and

• it would not be in Armin’s interest to carry out the threat because he
would then have to find another buyer, and as a long-sider, this might
not be possible.

If Armin were to threaten to sanction Patrisia should she not raise the
price (for example, to supply lower quality shirts), his threat would not be
credible. Namely, it would not be in the interest of the actor to carry out, if
the threat did not have its desired effect.

! reminder A credible
threat is one that will be in
the interest of the actor to
carry out, if the threat did not
have its desired effect.

The definition of power emphasizes its use to advantage one person over
the other. But the exercise of power is also essential to making mutually
beneficial exchanges possible when contracts are incomplete.
Imagine, for example, that Patrisia were prevented from threatening to

replace Armin with another supplier. Then he would provide only low-
quality shirts, which she could not sell. As a result she would not purchase
shirts from Armin. They would then both be worse off.
The case which we have analyzed—the exercise of power by the buyer

(principal) over the producer (agent)—is just one example of power
relationships that are sustainable as the Nash equilibrium of a system
of voluntary competitive exchanges among private individuals. Other
examples include the power that employers wield over employees,
or lenders over borrowers, and the other hidden action examples in
Table 10.1.
The principal–agent model of hidden actions shows the following:

• that the exercise of power is essential to the principal’s strategy;

• that a non-clearingmarket is essential to the principal’s ability to exercise
power; and

• that the result of the principal’s actions—along with the other actors in
the market all acting independently—is a Nash equilibrium in which the
market does not clear, thereby providing conditions for them to exercise
power in their interactions with agents.
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The last point is important and a bit counterintuitive. In a competitive
environment, no principal, acting singly, can create markets that do not
clear. But we have shown that, without intending to do so and without
coordinating in any way, principals’ choices–setting prices so that agents
receive enforcement rents in order to minimize their costs—taken together
create markets that do not clear.
In introductory economics, the exercise of power is commonly associ-

ated with limited competition in a market, for example what is sometimes
called the “market power” of a price-setting monopolist. Markets that do
not clear are typically attributed to government policies (such as rent
control) or “market imperfections” such as “sticky prices” that do not
adjust. The above three bullets show that where contracts are incom-
plete, the exercise of power and markets that do not clear occur in the
absence of government policies and markets with unlimited competition—
approximating the perfectly competitive model.
None of this would be possible if markets cleared. To see this, we imagine

a case in which quality was subject to a complete contract in the Benetton
model.

CHECKPOINT 10.12 Power and contract

a. Does Patrisia’s contingent renewal contract with Armin satisfy the suffi-
cient condition for Patrisia to be exercising power over Armin?

b. Is Patrisia’s threat credible?

c. Think of a threat that a principal might make that would not be credible.

10.11 A COMPARISON WITH COMPLETE
CONTRACTS
Suppose that Patrisia has discovered some magical device that can deter-
mine exactly the quality offered by Armin, and that this information is
verifiable. So a complete contract is now possible. She can just name a price
and the exact amount of quality that she would like in return. If he does not
deliver the goods of the specified quality, he does not get paid.

Exchange with a complete contract
Arminwill provide that amount, as long as she pays a price thatmakes Armin
even just a bit better off than he would be without the contract. Of course
she would not require him to deliver anything close to q = 1 because that
would be so costly to him to achieve that she would have to pay a very high
price in order for him to accept the contract.
The big difference that the complete contract makes is that Patrisia is

no longer constrained by Armin’s best-response function—the incentive
compatibility constraint—but instead by Armin’s participation constraint.
This requires that Armin not be worse off agreeing to Patrisia’s proposal
than he would be were he to walk away, that is, to receive instead his
fallback, which as before we assume to be zero.
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She no longer has to provide him with a rent—a utility greater than zero,
his fallback option—along with a threat to terminate the contract if the
goods he has supplied are returned by disgruntled consumers. She can
simply refuse to pay for the goods when he delivers them if they are of
less quality than she has specified.

! reminder In a
principal–agent relationship,
the participation constraint
requires the principal to make
an offer at least as valuable to
the agent as what the agent
would get—his fallback—were
he to refuse the principal’s
offer. If the principal’s offer is
inferior to the agent’s
fallback, he will not
participate in the transaction.
Complete contracting in this
context is the equivalent to
Patrisia having
take-it-or-leave-it power over
Armin where she controls
both p and q, whereas with
incomplete contracting she
only controlled p.

Her interaction with the agent is no longer repeated, it is a one-shot
game. And it is no longer a principal–agent interaction: the conflict of
interest over quality remains, but the second characteristic of a principal–
agent relationship is now missing: quality is now something that can be
enforced by contract.

Nash equilibrium of the take-it-or-leave-it complete
contracting game
Here is the new complete contracting game:

• Patrisia is first mover and she makes a take-it-or-leave-it offer to pay
Armin pC to purchase his product of quality qC.

• Armin either accepts the offer and the exchange is carried out or rejects.

• In either case, this ends the game.

We use the C superscript to indicate the hypothetical complete contracting
Nash equilibrium.
Because, due to the complete contract, she can just purchase quality, we

can now interpret Armin’s participation constraint as the minimum price
at which he is willing to sell his products with the quality indicated by
the height of the curve. So in Figure 10.11 he would be willing to sell his
products with quality of q = 0.5 if the price were 2u. And the same goes for
all of the price–quality combinations that make up the willingness to sell
(participation constraint) curve.
Just as in the case where contracts are incomplete, her maximum will be

where the ray from the origin with slope q/p is tangent to the constraint.
But this is now the participation constraint (Armin’s iso-value curve v0 = 0)
not the incentive compatibility constraint (Armin’s best-response function).
In Figure 10.11 (b) you can see that the outcome of the game is point c, with
qC = 0.5 and pC = 2u. This is the principal’s offer that equates the slope of
her isocost line with his iso-value curve, implementing the mrs =mrt rule.
We can confirm that this is a Nash equilibrium:

! reminder We showed in
M-Note 10.1 that slope of the
iso-utility indifference curve is
up/uq . When u0 is the
participation constraint on
the principal’s cost
minimization this slope tells
us how much greater quantity
the principal can require if
she grants a higher price. Like
the slope of all constraints, its
negative is a marginal rate of
transformation. But this
quantity is also the marginal
rate of substitution giving the
agent’s relative valuation of
the q and p.

• Given Armin’s utility function and fallback option (described by his par-
ticipation constraint) Patrisia is doing the best she can by offering the
contract: qC = 0.5 and pC = 2u.

• Given her offer and his fallback position, Armin is doing the best he can
by accepting the contract.

Under the complete contract, Patrisia has paid half as much but received
the same quality as when the contract was incomplete; so her miracle
machine for detecting quality has cut her costs in half.Were Patrisia to offer
the complete contracting price pC = 2u under an incomplete contract, you
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Figure 10.11 A comparison of complete and incomplete contracts. In panel (a),
the complete contracting game in which the principal either has take-it-
or-leave-it power or simply price-setting power, the Nash equilibrium is the
allocation where the lowest (steepest) feasible isocost ray is tangent to the
agent’s participation constraint, which occurs at point c with price and quality
combination (pC,qC) (C for complete). The participation constraint in this case is
u = u0 = 0, the iso-utility indifference curve, rather than the iso-value curve
because the game is one shot. In panel (b), the Nash equilibrium (pN,qN) is the
point of tangency of the lowest feasible isocost ray with slope qN/pN , where qN

and pN are the Nash equilibrium price and quantity, and the best-response
function with slope −2u/p2 . The bundle (pN,qN) is the incomplete contract
solution. Summarizing, c1 (complete contract): q = p/4u; c2 (incomplete contract):
q = p/8u. Participation constraint: q = 1−u/p. Best-response function: q = 1− 2u/p.
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can see from Figure 10.11 that Armin would provide zero quality (his best-
response function q(p) = q(2u) = 0).
Three characteristics of the Nash equilibrium with complete contract

are:

• Pareto efficiency: Patrisia offered Armin a contract that implemented
the mrs =mrt rule, she also (without intending to do so) implemented
the mrsP =mrsA rule guaranteeing the Pareto efficiency of the Nash
equilibrium. (The “Reminder” on the previous page explains why the two
rules coincide.) It is not possible—by choosing some allocation other than
qC = 0.5 and pC = 2u—for Patrisia to be better off without Armin being
worse off. We know from Chapters 4, 5, and 9 that when one actor
optimizes subject to a participation constraint (rather than an incentive
compatibility constraint) of another actor, the outcome is Pareto effi-
cient. This follows from the definition of a Pareto-efficient outcome: if
Patrisia has indeed minimized her costs subject to the requirement that
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Armin have utility of at least zero, then it must be that any other allocation
would make at least one of them worse off.

• No rent for the agent: The supplier’s utility under the contract is identical
to his next-best alternative. Remember we used the distance between
point n and point c to calculate the rent that Armin received under
the incomplete contract, so you can see that completing the contract
transferred the rent from the agent to the principal.

• The market clears: The fact that the agent receives no rent means—by the
definition of a rent—that he is no better off with the transaction than he
would be at his fallback option, that is, if it were terminated. But this in
turn means that his fallback option—what he gets if terminated—must be
to immediately secure the same deal—providing qC for ihe price pC from
some other principal. And for this to be true, it must be that there are no
other agents just like Armin who are unable to sell their goods, because
if there were, then he would be among them looking for a buyer, that
is, worse off than he was with Patrisia. This is why the absence of rents
indicates that markets clear.

M-NOTE 10.7 The complete contracting outcome

We use Armin’s participation constraint to find the complete contracting
outcome:

Participation constraint u(p,q) = p− u
1− q

= 0

p = u
1− q

(10.20)

In the case of complete contracts, Armin’s participation constraint is the same
thing as his willingness to sell: for any given level of quality, Armin has a
minimum price at which he is willing to sell some particular level of quality
to Patrisia. This is given by Equation 10.20. To find the maximum value of q/p
that Patrisia can get, we substitute the price p that is consistent with Armin’s
participation constraint (given by Equation 10.20):

Maximize
q
p
= q

u
1−q

= (1− q)(q)
u

To find the price selected by this constrained optimization problem we first
differentiate this expression with respect to q:

Product rule
d( q

p
)

dq
= 1

u
((1− q)(1) + (q)(−1))

= 1− 2q
u

We then set this equal to zero and solve for qc . Then, by inserting this value
into Equation 10.20 we find the value of pc : continued
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1− 2q
u

= 0

1 = 2q

qc = 1
2

pc = 2u

The quality of the product is the same as in the incomplete contracting
case, but Patrisia is paying half the price she did in the incomplete contracting
case. She is appropriating all the rents from the interaction with Armin, her
subcontractor, and he is no better off than at his fallback option namely u = 0.

The price-setting game with complete contracts
In order to implement point c Patrisia did not need to specify the quality
that she required Armin to deliver. She did not have to have take-it-or-
leave-it power. To see this we modify the complete contracting game.

• Patrisia as before is first mover and can commit to some price at which
she will pay for Armin’s product depending on its quality: pC = pq. She is
simply buying whatever quality he provides at the price given.

• Armin responds to her price either by rejecting the contract (if the price
is too low) or by delivering a good of a quality level of his choosing.

• Patrisia measures the quality of the good and pays pC = pq.

• This ends the game.

Because the contract is complete, Patrisia knows that she will get exactly
what she pays for, nothing more and (more important to her) nothing
less. So she realizes that she did not need to have take-it-or-leave-it
power—dictating the quality as well as the price—in order to transfer the
entire rent from the transaction to herself. He could have offered a different
contract simply specifying a price: she would purchase any q that Armin
provided at a price p = 4qu. This means that Armin could pick not only point
c, but also any other point on the isocost line c1 through point c. This line is
now Armin’s constraint, and he would like to be on the highest indifference
curve as possible.
Which point would he pick? Recalling that points to the right and below

are better for Armin (higher price and lower quality), point c is the point he
would pick (all of the other points in c1 are worse than c, in fact they give
him negative utility).
So hewould deliver his goods to Patrisia, shewouldmeasure their quality,

finding q to be one-half, and pay him the price 2u that is p = 4qu, as
promised.
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CHECKPOINT 10.13 Why a complete contract matters

a. Explain why the availability of verifiable information about quality and
hence the feasibility of a complete contract means that Patrisia is
now constrained by Armin’s participation constraint, not his incentive
compatibility constraint.

b. Howmuch per period would Patrisia be willing to pay to rent her “miracle
machine” that verifiably measures quality, assuming that she purchases
from 100 subcontractors in a period?

10.12 FEATURES OF EQUILIBRIA WITH
INCOMPLETE CONTRACTS: SUMMING UP
Compared to a complete contract, the incomplete contracting contin-
gent renewal Nash equilibrium has six important characteristics, shown
in Table 10.3. These characteristics are general features of contingent
renewal incomplete contracts, and do not depend on the utility function,
the fallback option or any of the other special assumptions we have made
in the Benetton model:

1. Equilibrium rents: Under the incomplete contract, the agent receives a
rent above his next-best alternative. In Table 10.3 you see that he has
a utility of 2u for each period and that because he provides qN = 0.5 the
transaction is expected to last for the inverse of this, that is, two periods,
giving him a rent of 4u.

M-CHECK The fact that the
quality provided is the same
in the incomplete and
complete contracting case,
namely qN = 0.5− qC is what
is called a “model specific
result.” It is not a general
result but is a by-product of
the particular utility function
we have used. In general, the
quality provided could be
greater or less in the
complete contracting case.

2. The principal is a price maker: The reason why the principal does not
treat the price as given is that she can benefit from changing the
price, given the contractual incompleteness concerning the quality
of the good. Price-making in the incomplete contracting context does
not derive from any noncompetitive aspect of the assumed market
structure, such as monopoly power. The Benetton model can include
many principals and many agents and there are no barriers to entry,
but contractual incompleteness means that principals can benefit by
setting prices.

3. Competitive equilibrium without market clearing: Because the agent
receives a rent, we know that unlike the complete contracting case,
his next-best alternative cannot be to just walk across the street and
contract with some other principal on identical terms. Instead, he will
have to search for a new partner, during which time he will be without a
transaction. But for this to be the case there must be other agents also

! reminder As we explained
in Chapter 9 price-taking
means taking some price (or
wage) as given and not
varying it as a way of doing
better (increasing profits,
reducing cost).

searching for buyers: if he were the only buyer without a contract, then
given the ordinary turnover from jobs (quits, deaths and other reasons
for leaving a job) he would find a similar job without delay. So the fact
that agents on the supply side of the market who are transacting with
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Table 10.3 Complete and incomplete contracts: a summary of differences. The
principal is the buyer of the good of variable quality; the agent is the producer
and seller of the good. The numerical entries are from the model in which the
agent’s utility is given by Equation 10.1. ICC is the incentive compatibility
constraint (the agent’s best-response function). PC is the agent’s participation
constraint (the agent’s utility in his next best option, which we set equal to zero).
The incomplete contracting interaction is a repeated game; the complete
contracting game is a one-shot game.

Contract over q, p Incomplete Complete

Constraint on principal’s optimization ICC PC
Nash equilibrium price paid, pN 4u 2u

Nash equilibrium quality provided, qN 1
2

1
2

Expected duration of the interaction (periods) 2 1
Cost of quality to the principal, cq ≡

p
q

8u 4u
Agent’s utility per period 2u 0
Enforcement rent? 4u 0
Market clearing in equilibrium? no yes
Principal’s short-side power? yes no
Durable interactions? yes no
Pareto-efficient Nash equilibrium? no yes

principals are getting a rent is diagnostic about the state of the market:
theremust be excess supply. It is not the case that there is excess supply
because agents are receiving rents. We will turn to the question—why

❯ EXAMPLE A fever (elevated
body temperature) is
diagnostic of some kind of
illness, most often an
infection. The fever is
evidence of the infection; not
the cause. Similarly rents are
diagnostic of excess demand
or excess supply, not the
cause.

does themarket not clear when contracts are incomplete—in Chapter 11.

4. Durable Transactions: The principal (buyer) and agent (supplier) will
interact over many periods, even though there are many identical
buyers and suppliers. Competitive equilibrium with contingent renewal
incomplete contracting will be characterized by a series of durable
bilateral trading islands rather than a sea of anonymous traders engaged
in one-shot interactions in spot markets.! reminder In Chapter 9 we

showed that rents exist when
there is excess demand or
excess supply, so that there
are quantity constrained
buyers or sellers. Rents are a
money measure of the more
conventionally
quantity-measured excess
supply or excess demand.
Correspondingly, when rents
exist it must be true that the
market does not clear.

5. Endogenous claim enforcement through the exercise of short-side power:
The buyer (principal) in the contingent renewal contract minimizes
costs by threatening to terminate the ongoing relationship with the
seller (agent). Because of this threatened sanction, the agent acts in the
principal’s interests by providing a product of higher quality.

6. Pareto-inefficient equilibrium: Because the buyer maximized taking
the supplier’s best-response function as the (incentive compatibility)
constraint, rather than the supplier’s participation constraint, and
because when contracts are incomplete the two constraints differ, the
noncontractual equilibrium will not be Pareto efficient.
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CHECKPOINT 10.14 Why can’t they just agree?

a. If moving from the Nash equilibrium to point f in Figure 10.9 is a Pareto
improvement (both Patrisia and Armin benefit), why don’t they just agree
to each change their strategies so that they can make the move?

b. Why do we know that a point like f, and the Pareto-improving lens, must
exist?

10.13 INCOMPLETE CONTRACTS AND THE
DISTRIBUTION OF GAINS FROM EXCHANGE
In the model discussed so far, the agent could choose any level of quality.
By restricting the agent to two feasible quality levels and reducing the
game to a one-shot game, we get a simpler model that focuses on the
most important aspects of the problem and that we will find useful in other
contexts, such as the employment contract in Chapter 11.

An incentive compatible price offer
In this stripped-down version of the scenario, Armin the agent and supplier
of the variable-quality shirt may offer either low or high quality, at a
disutility cost u and u respectively where u < u. In order to protect the
reputation of the brand, if the quality is low, then Patrisia will not put her
brand’s label on the product (e.g. Benetton) and she will not be able to sell
it. Patrisia (the buyer) never mistakenly thinks that a high-quality shirt is
low-quality. But if Armin has provided her with a low-quality shirt she will
detect this with probability t and Armin knows this.
Here is the game.

• Principal offers a price: Patrisia is first mover and offers a price p for
Armin’s product and announces that she will not pay if she detects that
the good is of low quality.

• Agent decides on the quality: Given the price offered, Armin decides to
produce high or low quality and delivers the good to Patrisia.

• Agent may be terminated: If he has delivered a low-quality good, then
with probability t Patrisia detects this and refuses to pay, in which case
Armin must sell the good to another buyer at a lower price.

• Principal pays for the good: If the good is of high quality, or if it is of low
quality but not detected by Patrisia, she pays for the good.

To ensure that Armin will provide high quality, Patrisia must offer a price
high enough so that his expected income from offering high quality, p−u,
is not less than his expected income when he offers low quality. Patrisia has
to make it a best response for Armin to provide high quality.
The game with just two levels of quality is similar to the games in

Chapter 1 where the players had just two choices, for example fishing ten
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or 12 hours. So here the incentive compatibility constraint (ICC) that limits
Patrisia’s optimization problem is not a range of prices p that shemust offer
if she wants quality q. It is a single price that will make it in Armin’s interest
to choose high over low quality.
The interaction along with the agent’s payoffs are shown in the game tree

in Figure 10.12. The right-hand side branch gives the result for when the
agent provides high quality: he bears the cost of producing high quality u
and is paid the price p so his utility is p−u.
The left-hand branch shows how the game proceeds if he produces low

quality. There are two outcomes that might occur if he chooses not to
produce high quality:

• Agent’s contract is terminated:With probability t Patrisia detects the low
quality, refuses to pay Armin, and he gets his fallback price pz selling the
good to some alternative buyer and so has utility pz −u.

Figure 10.12 The quality game, with the agent’s payoffs. The game tree (like the
one for the Ultimatum Game in Chapter 2) gives the order of play (from the top
down), the actions taken at each node (branching point) in the tree, and the
agent’s payoffs that will result from each path through the tree. Here the agent
moves first. But on the left branch of the tree it is not the principal who moves
second: it is chance, namely the probability that low quality is detected. The
principal has already committed to terminate him if his low quality is detected.
When the branch that is followed is determined by chance it is conventional to
say that “nature” moved (think back to our examples of expected payoffs when
the contingency was “it rains”).

uuu

High quality
(disutility = u)

Agent

Low quality
(disutility = u)

Chance

Terminated
(t)

Not terminated
(1  t)

pz p p
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• Agent’s contract is not terminated: With probability (1− t) Patrisia does not
detect the low quality, so she pays him p and his utility is p−u.

His expected income is the income he receives in these two events,
multiplied by the probability of each of them occurring. This is the right-
hand side of Equation 10.21.

ICC: p−u ≥
Not terminated

⏞⎴⎴⎴⏞⎴⎴⎴⏞(1− t)(p−u)+
Terminated

⏞⎴⏞⎴⏞t(pz −u) (10.21)

To find the lowest price Patrisia can offer that will induce Armin to
provide high quality, we rearrange Equation 10.21 to isolate p (as shown in
M-Note 10.8) and find the Nash equilibrium price, pN:

Nash equilibrium price: pN = u−u
t

+pz (10.22)

Patrisia will set the price pN and Armin will provide high quality.
This is a Nash equilibrium because at the price pN Armin would not

do better by providing low quality, and given the incentive compatibility
constraint based onwhat she knows about Armin’s behavior, Patrisia cannot
do better than to offer pN. If she offered a higher price than pN, she would
be throwing away money. If she paid less than pN, then he would produce
low quality.

M-CHECK So that we could
express Equation 10.23 as an
equality rather than an
inequality, we have assumed
that as long as the expected
income from providing low
quality is not higher than the
expected income from
providing high quality, Armin
will provide high quality.

From Equation 10.22 for the equilibrium price, the lowest price that
Patrisia can offer compatible with Armin supplying high quality will be
higher:

• the greater is the difference in cost to the agent (u−u) to provide high
rather than low quality;

• the greater is the agent’s fallback price, pz; and

• lower: the more difficult it is for the principal to detect low quality, that
is, the lower is t.

M-NOTE 10.8 From the ICC to the Nash equilibrium price

We find the Nash equilibrium price, by rearranging the incentive compatibility
constraint, Equation 10.21.

ICC: p−u ≥ (1− t)(p−u) + t(pz −u)

We express this as an equality because the principal would never pay the
agent more than necessary to secure high quality (as before we assume he
will do what the principal intends as long as he cannot do strictly better doing
otherwise):

p−u = (1− t)(p−u) + t(pz −u) (10.23)

Rearranging: p−u = t(pz −p) +p−u continued
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Add u−p to both sides and solve for pN :

u−u = t(pz −p)
u−u
t

= pz −p

pN = pz + u−u
t

(10.24)

The agent’s rent is the value of his transaction producing high quality, that
is, pN −u minus what he would get if he produced low quality and was
terminated, that is, pz −u. Or:

Agent’s enforcement rent = (pN −u) − (pz −u)

Replacing pN by Equation 10.24 = (pz + u−u
t

−u)− (pz −u)

= u−u
t

−u+u (10.25)

= u−u
t

− t(u−u)
t

(10.26)

= 1− t
t

(u−u) (10.27)

This is equal to the difference between the costs of providing high and low
quality u−umultiplied by 1−t

t
, which is the ratio of the probability of escaping

termination to the probability of being terminated, if providing low quality.

Incomplete contracts, enforcement rents, and profits
These results replicate some of the economics you have already learned
about exchange with incomplete contracts. But in one respect this model
goes further: it provides us with a measure of how incomplete a contract is,
and to see why this matters. It gives us a measure of how asymmetric the
relevant information is.
Armin knows if he has produced a low-quality good; but Patrisia will

discover this only with probability t. So if we denote the quality of Armin’s
knowledge as 1 (100 percent), then the difference between this and the
quality of Patrisia’s knowledge (t) or (1− t) is an indicator of the extent of
information asymmetry. The accuracy of her information compared to his—
t itself—is a measure of how complete the contract is.
We now can see the effect of contractual incompleteness on the dis-

tribution of income between the principal and the agent. To do this, let’s
assume that Patrisia can sell a high-quality shirt for some given price pB (for
Benetton). Then her maximum willingness to pay Armin for a good shirt is
pB. If shewere to sell at that price, her profits would be zero.We do not need
to consider the case in which she ends up with a low-quality good and has
to (attempt to) sell that. If she pays Armin pN he will not deliver low-quality
goods.
Armin’s minimum willingness to sell is the price at which he could have

sold a low-quality good, plus compensation for the extra cost of producing
high quality, or u−u+pz. The difference between her willingness to pay
pB and his willingness to sell u−u+pz is the total rent to be gained from
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Figure 10.13 Contractual incompleteness and the distribution of the economic
surplus. The total rent made possible is the transaction difference between the
principal’s willingness to pay for a high-quality good and the agent’s willingness
to sell a high-quality good, or pB minus u−u+pz . We set pB = 1 so that we can
interpret the quantities shown as percentage shares of the price sold. Accounting
profit and economic profit are identical because the buyer sells the good
immediately following having purchased it from the supplier. So for the buyer
(Benetton), there is virtually no opportunity cost of funds tied up in advance.

u

0

+ (pz u)

pB
= 1

t 1

pN
(t) =

u u
t + pz

Agent's rent

Principal's profit

Total
economic
surplus

P's Willingness
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e,
 p

exchange of one unit. This is the quantity that will be divided up between
them in the form of her profits and his rent. How it is divided upwill depend
on how complete the contract is.
Figure 10.13 plots Equation 10.22, showing that the Nash equilibrium

price differs for different degrees of contractual completeness. It illustrates
how the distribution of the gains from exchange depend on the extent
of information asymmetry and contractual incompleteness. The vertical
distance between the agent’s willingness to sell and principal’s willingness
to pay is the “pie” that is to be divided up into the two “slices”: the principal’s
profit and the agent’s rent.
Equation 10.22 shows that if the contract were complete (t = 1 so that

low quality could be detected with certainty), Patrisia need do nothing
more than to meet Armin’s participation constraint paying his minimum
willingness to sell price:

Complete contract price pC = u−u+pz (10.28)
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Even at this low price he would provide high quality because in this case
his best response to that price is to produce high quality. To see this, think
about Armin’s options. He could produce high quality and get pN −u for
sure, or produce low quality and get pz −u for sure.
If the contract is incomplete, meaning t < 1, however, Figure 10.13 shows

that Patricia will offer Armin a price greater than his willingness to sell.
You can also see that the size of the resulting rent is greater, the more
incomplete the contract is (going from right to left in the figure).
As expected, the more complete the contract, the larger is the share

of the principal’s profits. Do not conclude, however, that from the agent’s
standpoint the more asymmetric the information the better. There is some
level of information asymmetry (t in the figure) beyond which the best the
principal can dowould be to pay the agentmore than the price at which she
can sell the trademarked good to a consumer. In this case there is no way
for the transaction to satisfy the principal’s participation constraint. So she
will stop purchasing shirts from suppliers, trademarking them, and selling
them to consumers. With no exchange taking place there are no gains from
trade to be shared.
We can use this simplemodel of the quality problem to better understand

a fast-growing kind of work in many countries: the gig economy.

CHECKPOINT 10.15 Quality testing

a. Explain why having a perfect test of the quality of the goods that Armin
produced accomplishes the same result as being able to enforce a
complete contract.

b. What would happen to the curve pN(t) in Figure 10.13 if the price of
Armin’s fallback, pZ increased?

c. How does an increase in pZ change the distribution of rents between the
principal and agent if t and pB are held constant?

d. Why is an incomplete contract where t < t undesirable from the per-
spective of the agent?

10.14 APPLICATION: COMPLETE CONTRACTS IN
THE GIG ECONOMY
A ‘gig’ for a musician or comedian is a single appearance for which they will
be paid not by the hour, but an agreed sum for the performance. The gig
economy is not about jokes and tunes, however, it refers to the combined
activities of Uber or Lyft drivers, TaskRabbits, UpWorkers, Mechanical
Turkers, and others who transport people and goods, home-assemble
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online purchased furniture, and perform other well-defined tasks for which
they are paid a fixed rate.

✓ FACT CHECK App-based
urban transportation services
like Uber use network-based
software of the type used by
eBay to profit from the
massive expansion of
smartphones with GPS
capabilities. In New York City,
three major app-based
companies provide
point-to-point service, in
addition to Uber: Lyft, Juno,
and Via. There are now twice
as many Uber cars serving
New York than there are
licensed taxis. In 2017, these
companies provided 160
million rides, and by February
2018, they were making twice
as many trips as were
conventional taxis. There are
six times as many app-based
vehicles providing service as
there are taxis. Most
app-based drivers work
full-time. New York City is
unusual in the number of
“ride hail” companies
operating there, but both
Uber and Lyft operate in most
US cities.10

In many legal jurisdictions, gig workers are considered private contrac-
tors and not employees. They provide their own cars or tools and gain
access to their gigs by means of a two-sided platform that connects those
who will pay for the gig, and those who perform it. The company—Uber,
for example—sets the prices and determines the number of people who are
allowed to use their app.
The gig economy is a small portion (in the US not more than 2 percent of

employment) even of those high-income economies where, for example,
ride services like Uber and Lyft have made significant inroads against
conventional taxi firms. The gig economy is growing because modern
information technology makes it easier both:

• to match buyers and sellers—drivers and those needing a ride, or those
needing a task done in their home—and others with the time and skill to
do the job; and

• to define tasks sufficiently precisely—the exact time taken for a delivery
for example—that gig workers can be paid by the task and not by the hour.

The second bullet means that app-based ride–hail, delivery, and other
parts of the gig economy provide an illuminating contrast with themodel of
hidden actions with variable quality studied in this unit. The key difference
is that in some cases the tasks performed are sufficiently well defined and
easily measured so that a virtually complete contract is possible: if the
person is not delivered from the hotel to the airport, the Lyft driver does not
get paid; if the Ikea shelves purchased online are not assembled properly,
the TaskRabbit does not make a penny.
This is equivalent to the simple model of the quality problem in which the

principal is the person who has engaged the gig worker (the agent) to do a
job. We can illustrate what this means with the simple ‘two levels of quality’
model just introduced. Think about some task, for example, assembling a
bicycle that a person has just purchased in a kit. A Rabbit tasker might take
on this job for an agreed-upon fee. If the task is not performed—the bicycle
does not work properly when assembled, for example—this information will
be available to the purchaser and the tasker will not be paid.
In terms of the model, the probability that low quality (a nonfunctioning

bike) will be detected, t, is much closer to 1 than in conventional jobs. Figure
10.13 shows that if t = 1, then the agent—that is the gig worker—is paid her
minimum willingness to sell and the principal—so that the owner of the
platform—TaskRabbit or Uber—receives the entire economic rent.
A result is that gig performers in this economy face extraordinary eco-

nomic insecurity: they are not guaranteed a fixed schedule of hours and
pay, nor do they receive health insurance benefits, maternity leave, holiday
pay, or pension contributions through their employer. Working full-time,
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the hourly earnings of the vast majority of app-based drivers for ride–hail
services in New York City would place them below the official poverty level
for New York.
The reason, also clear from the model and Figure 10.13, is that gig

companies do not need to pay substantially more than the gig worker’s
next-best alternative. Beyond compensating the tasker for her time and
trouble, they do not need to motivate the tasker to do the job as specified:
if it is not done, the tasker will not be paid. A result is that the gig economy
can often produce services at a lower cost and price than are available
from conventional firms that, as we will see in the next chapter, pay their
employees substantially more than their next-best alternative.
The structure of the gig economy not only reduces the pay that workers

receive, it also depresses their fallback option. An important feature of the
gig economy is that the only way that drivers or taskers can get gigs is
through the platforms owned by a few firms such as Uber, Lyft, TaskRabbit,
Mechanical Turk, and others. This is equivalent to Patrisia being the only
buyer or just one of few buyers to whom Armin could sell his goods. This
means that those performing the gigs have no real bargaining power. If a
Rabbit tasker objects to the terms, there will always be another tasker to
take her place, but few if any other ways that the disgruntled tasker could

✓ FACT CHECK In reality,
gig workers are often paid
considerably more than their
next-best alternative, as is
evident from the rapid
increase in the number of
people ready to become Uber,
Lyft, and other gig drivers.

find a gig.
The computer platform that allows those who need a gig performed to

connect to those performing the gigs makes possible substantial mutual
benefits in putting together gig workers who have free time and the skills,
a vehicle, or other equipment required with those willing to pay for a
completed gig. But the distribution of these gains among those who hire
the gig worker, the platform owners, and gig workers is highly unequal.
The gig work illustrates an important truth about the modern economy:

the nature of our social interactions at work—whether they be personal or
anonymous, long-lasting or ephemeral, for example—is strongly affected
by whether the contract governing our transactions is complete or not.
You have already seen a hint of this: the complete contracting game was
a one shot, while incomplete contracts were modeled by a repeated game.
Experiments confirm that the nature of the contracts influences the kinds
of social interactions and social norms that are part of the exchange
process.

HISTORY The gig economy
resembles what was called
“putting out” in
eighteenth-century Great
Britain. In this system, women
spun on home-spinning
wheels using cotton fibers
provided by a “putting out”
company. They were paid by
the amount produced, just as
gig workers are paid by the
task completed. With many
households ready and able to
take up spinning, and in most
cases just a single putting-out
company, the spinners had
little bargaining power, and
were paid low prices for their
products. CHECKPOINT 10.16 The gig economy

a. How do platforms such as Uber and Lyft make contracts between the
principal and agent more complete?

b. Explain why platforms such as Uber, Lyft, and Mechanical Turk are on the
short side of the market
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10.15 APPLICATION: NORMS IN MARKETS WITH
INCOMPLETE CONTRACTS

❯ EXAMPLE According to
Lisa Bernstein, in the
diamond industry: “disputes
are resolved not through the
courts and not by the
application of legal rules
announced and enforced by
the state . . . [but rather by] an
elaborate, internal set of rules
complete with distinctive
institutions and sanctions.”11

Bernstein explains how
diamond traders address the
fact that quality is not easily
determined by relying on an
“internal set of rules,” rules
that have informally emerged
from within the diamond
industry.

When contracts are complete, you get what you pay for. So, for a given
price, there is little economic reason to be concerned about one’s exchange
partner’s psychological makeup or moral commitments. If you do not get
what you paid for, you get your money back at no cost to yourself. This
is what a complete contract means: its terms are enforced—if necessary—
by the courts, not by the parties to the exchange. And this is also why we
care about who we interact with a lot more in cases where contracts are
incomplete.
To see this, put all of the people with whom you have any economic

interactions into two groups: those whose names you know and those
whose names you do not know. You probably do know the names of your
employer, your doctor, the person you consult with for legal advice, and
perhaps your car mechanic. These are all exchanges in which the contract
is substantially incomplete. Do you also know the name of the gas station
attendant or the checker at the supermarket?
When contracts are incomplete, parties to an exchange—whether buyers

or sellers—will favor social interactions where exchange is personal and
durable. Exchange is personal, rather than anonymous, when the parties to
exchange have personal knowledge of each other, such as personal histories
and knowledge of whether the other party is trustworthy or untrustworthy.
Exchange is durable, rather than one shot, when it results in long-term
repeated interactions between the parties to exchange, such as when you
regularly go to a hair stylist you like, or you trust a car mechanic or a
babysitter you’ve known for a long time.
The relationship between contractual incompleteness and market struc-

ture can be seen in the contrasting structures of the rice and raw rubber
trade in Thailand. Buying and selling in the wholesale rice market—where
the quality of the product is easily determined by the buyer—buyers and
sellers hardly know one another. This contrasts with the personalized
exchange based on trust in the raw rubbermarket. In the raw rubbermarket
quality is impossible to determine at the moment of purchase. As a result,
buyers purchased rubber repeatedly from the same sellers rather than
shopping around, a strategy that gave them the kind of short-side power
that Patrisia has over Armin as a way of controlling the quality.

HISTORY The economic
historian Avner Greif (1994)
analyzed the divergent
cultural and institutional
trajectories of the traders
from Genova, Italy, and North
African Maghrebi traders in
the late-medieval
Mediterranean from this
perspective. The Maghrebi
traders had what Greif terms a
“collectivist” system of
contractual enforcement
whereby none of them would
ever deal with anyone who
had ever failed to fulfill their
contractual obligations. The
individualism of the Genovese
traders, on the other hand,
precluded the high levels of
cooperation and loyalty to
one another on which the
Maghrebi system depended.
But the limits of Genovese
individualism also provided
an impetus for their
development and perfection
of an ultimately more
successful system of state and
other third-party enforcement
of contract terms.

Similarly, in villages like Palanpur (in India), wheat and rice as well as
seeds and fertilizer are standardized, easily measured commodities and are
subject to relatively complete contracting. These inputs are bought and
sold in region-wide markets in which transactions are governed by little
more than the going price and the budget constraints of the participants.
The markets are impersonal and anonymous.
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By contrast, exchanges concerning labor, credit, the use of land, and the
services of farm assets such as bullocks take place almost entirely within
the village, and often within the same caste. Moneylenders in villages rarely
extend loans to people they don’t know or who don’t live in the same
village. The village markets in goods or services with incomplete contracts
are personalized.

Experimental evidence
A number of experiments also show differences in behavior depending on
the possibility of complete contracting.
Economists have investigated a variety of experimental markets to

understand the decisions people make when buying and selling goods.12

Experimental researchers can change the “institutions” under which
participants interact. Remember, institutions are rules of the game, so
in an experimental game, changing institutions just means changing the
rules. For example, one experiment could have the institutional structure
of complete contracts, and another incomplete contracts.
Economists Martin Brown, Armin Falk, and Ernst Fehr designed a mar-

ket experiment to explore the effects of contractual incompleteness on
patterns of trading. The good exchanged varied in quality, with higher
quality more costly to provide. In the complete contracting condition, the
experimenter enforced the level of quality promised by the supplier, while
in the incomplete contracting condition the supplier could provide any level
of quality (irrespective of any promise or agreement with the buyer).13

Buyers and sellers knew the identification numbers of those they were
interacting with, so they could use information they had acquired in previ-
ous rounds as a guide to whom they would like to have as trading partners,
and the prices and quality to offer. Buyers had the opportunity to make a
private offer (rather than broadcasting a public offer) to the same seller in
the next period, therefore attempting to initiate an ongoing relationship
with the seller.

✓ FACT CHECK The
sociologist Peter Kollock
investigated ”the structural
origins of trust in a system of
exchange, rather than treating
trust as an individual
personality variable” with
similar results. Using an
experimental design based on
the exchange of goods of
variable quality, Kollock found
that trust in and commitment
to trading partners as well as
a concern for one’s own and
others’ reputations emerges
when product quality is
variable and non-contractible
but not when quality is
subject to complete
contracts.14

Very different patterns of trading emerged under the complete and
incomplete contracting conditions. In the complete contract condition,
90 percent of the trading relationships lasted less than three periods (and
most of themwere one shot). By contrast, under the incomplete contracting
condition only 40 percent of the relationships were fewer than three
periods, andmost traders formed trusting relationshipswith their partners.
Buyers in the incomplete contracting condition offered prices consid-

erably higher than the cost of providing quality (just as in the principal-
agent shirt quality model). When buyers were disappointed by the qual-
ity supplied, they terminated the relationship, withdrawing the implied
enforcement rent from the supplier. Other differences are summarized in
Table 10.4. The behavioral differences in complete and incomplete con-
tracting treatments were particularly pronounced in later rounds of the
game, suggesting that the subjects updated their behaviors according to
experience.
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Table 10.4 Contractual incompleteness and market social structure:
experimental evidence. Experimental subjects interacted very differently when
the quality of the “good” they were exchanging was certified (and enforced) by
the experimenter (complete contracts) and when the quality was not known and
was determined by the seller (incomplete contracts).
Source: Brown et al. (2004).

Structure of interactions Complete contracts Incomplete contracts

Duration one shot repeated
Offers public private
Price determination haggling, price setting by

offers rejected short-sider
Traders anonymous trust, retaliation

relationship for cheating
Market networks many thin bilateral trading

connections islands

These experimental results suggest that there may be a two-way rela-
tionship between trust, reciprocity, and other social preferences, on the
one hand, and the degree of contractual completeness on the other.

• Long-standing relationships: Where contracts are incomplete—as in the
above experiment—economic interactions may endure over long periods
during which people develop trusting and reciprocal relationships; while
this is unlikely to be the case where contracts are complete.

• Social preferences and contracts are substitutes:Where people are trusting
and reciprocal, making the contract “as complete as possible” may not be
worth the legal costs and possible offense to one’s trading partners. But if
people are entirely self-interested, trying to complete the contract may
be the only way to do business.

10.16 CONCLUSION
The most important organizations governing exchanges in modern
economies are firms, whose managers in order to produce and market
goods and services combine other people’s labor and (what Adam Smith
called) “other people’s money,” neither of which are subject to complete
contracting. Labor and credit markets are typical of the many important
exchanges in which what is transacted are not well-defined and easily
measured objects, like the nuts and apples in Ronald Coase’s example in
the head quote for this chapter. In these markets the transaction involves
something quite different and much more difficult to enforce (the promise
to repay the loan, for example) or to measure (e.g. the promise to work
hard on the job). Coase put it this way: “what are traded on the market are
not, as is often supposed by economists, physical entities, but the rights
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to perform certain actions . . . the objects of exchange are complex bundles
of obligations and claims concerning who should do what under what
conditions.”15

In the next two chapters we use the principal–agent model you have just
learned to study how the owners andmanagers of firms—as both employers
of workers and borrowers from banks and other lenders—structure the
rights to perform actions concerning other people’s labor and other peo-
ple’s money, respectively.

MAKING CONNECTIONS
Limited information: Asymmetric and/or non-verifiable information about
the quality of goods or other aspects of an exchange results in contracts that
are incomplete (that do not cover all that matters to one of the parties to an
exchange and/or they are unenforceable by the court), a common feature of
modern economies that will be important in the remaining chapters.

Rules of the game: Incomplete contracts, external effects, and coordina-
tion failures: Because contracts are incomplete one or more actors will not
take appropriate account of the effect of their actions on others; these external
effects are similar to the environmental external effects (e.g. overfishing) in
earlier chapters in that they result in coordination failures, that is, Pareto-
inefficient outcomes.

Optimization limited by incentive compatibility and participation con-
straints: In principal–agent interactions the fact that contracts are in-
complete means that the relevant constraint is not the agent’s participation
constraint but instead her incentive compatibility constraint. This means that
the Nash equilibrium cannot be Pareto efficient because when the principal
implements themrt =mrs rule as the solution of her constrained optimization
problem the result is not a tangency between the indifference curves (or
isovalue and isocost curves) of the two.

Mutual benefit and conflict over distribution: Like other economic actors,
when principals and agents interact they each do so in order to gain something
they value, so exchanges voluntarily entered into are mutually beneficial; but
there is also a conflict about the distribution of these mutual benefits.

Rules of the game: Rents, contractual incompleteness, and inequality: The
institutions governing exchange, including the extent to which contracts are
incomplete, affect the distribution of the gains from exchange.
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Price making: Principals are price-makers, not price-takers (and as we will
see, other principals (employers and bankers) are also “wage-makers” and
“interest-rate-makers”). They act as price-makers because contracts are
incomplete, not because limited competition gives them market power, as was
the case with monopolies, duopolies, and other settings with few competitors.

Non-clearing markets: In the Nash equilibrium of the market for the variable
quality good there is excess supply (some agents are quantity constrained
and unable to sell their products). Competitive markets that do not clear in
equilibrium—including, as we will see, those with excess demand such as the
credit market—are a feature of principal–agent models.

Power and social norms: When contracts are incomplete, the private exer-
cise of power and social preferences such as trust and reciprocity (along with
contracts) provide the basis for mutually beneficial exchange and also affect
the distribution of these benefits between principals and agents.

Experimental evidence: Behavioral experiments clarify how the nature of
contracts—complete or incomplete—affects the social structure of exchange.

IMPORTANT IDEAS
(in)complete contract endogenous distribution of gains verifiability

duration of contracts measurability termination

fallback repeated games strategic (a)symmetry

non-clearing market power social norms, trust, and fairness

information (a)asymmetry agent conflict of interest

principal hidden actions hidden attributes

adverse selection moral hazard lemons problem

insurance contingent renewal contract isocost ray

indifference curve iso-value curve endogenous claim enforcement

best-response function (BRF) marginal rate of substitution long side of the market

enforcement rent price-making short-side power

quantity constraints durable transaction mrs =mrt rule

Pareto Nash mrsP =mrsA rule

(in)efficiency equilibrium

disutility (of quality) nforcement rent
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MATHEMATICAL NOTATION

Notation Definition

q agent’s level of quality provided

p price of the good offered by the principal

pB price at which the principal will sell the good

u( ) agent’s utility function

u disutility of providing quality (parameter in A’s utility function)

u (also) agent’s disutility of providing low quality

u agent’s disutility of providing high quality

v(p,q) agent’s expected value of the ongoing relationship with
the principal

t termination probability

t(q) principal’s termination schedule

T expected duration of the agent’s relationship with the principal

(= 1

t(q)
)

Note on superscripts and subscripts: N: Nash equilibrium; C: complete
contract; z: fallback position.



CHAPTER

11WORK, WAGES, AND
UNEMPLOYMENT

If a workman moves from department Y to department X, he does not go because of
a change in prices but because he is ordered to do so . . . for certain remuneration [the
worker] agrees to obey the directions of the entrepreneur . . . the distinguishing mark of
the firm is the suppression of the price mechanism.

Ronald Coase,
“The Nature of the Firm” (1937)1

DOING ECONOMICS

This chapter will enable you to:

• Explain why the employment contract is incomplete and how the labor market differs
from markets in which contracts are complete.

• Understand how, when an employer hires a worker, both may be better off as a result,
why there will be a conflict over the distribution of these mutual benefits, and how a
more complete contract favors the employer in this conflict.

• Show how the employer chooses a wage to maximize profits and explain how, along with
the threat of termination, the employment rents that workers receive motivate them to
work hard and well.

• Show that in a competitive Nash equilibrium: (i) the employer exercises power over
the worker; (ii) the wage and effort level are Pareto-inefficient; and (iii) involuntary
unemployment will exist.

• Analyze wages, markups, unemployment, and profits using a model of firms’ price- and
wage-making in the whole economy.

• Understand the effect on a firm’s hiring of the imposition of a minimum wage, including
the conditions under which this will induce a firm to hire more workers rather than fewer.
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11.1 INTRODUCTION: HENRY FORD’S SHOCKER
On the morning of January 5, 1914, a little-known mechanic-turned-
automobile producer named Henry Ford shocked his colleagues and
competitors by announcing that he would pay his workers a minimum
of $5 for an eight-hour day, at once shortening the work day and more
than doubling the hourly rate of pay for the vast majority of his workers.
Ford was not responding to insufficient labor supply: a reporter arriving
that morning for the press conference at which the announcement would
be made noticed a line of several hundred workers seeking employment.
In the weeks following the announcement, the queue outside the gates

swelled to over 12,000, almost as many as were working inside. Remarkably,
profits rose, supported by a more than doubled increase in output per hour
of production labor. Ford would become a household name around the
world and the combination of high wages and assembly-line work came
to be called “Fordism.”

Figure 11.1 Workers at the
Ford plant in River Rouge,
near Detroit, USA. The mural
is one of many that Henry
Ford’s son and successor,
Edsel, paid Diego Rivera, a
member of the Central
Committee of the Communist
Party of Mexico, to create.
Detroit Institute of Arts, USA/Gift of
Edsel B. Ford/Bridgeman Images.

Figure 11.2 Made by happy
(or at least well-paid)
workers: a Ford Model T. The
guiding idea was simplicity.
Ford once said that the buyer
of the Model T can have “any
color that he wants so long as
it is black.” And he wrote: “It
will be constructed of the best
materials, by the best men to
be hired, after the simplest
designs that modern
engineering can devise. But it
will be so low in price that no
man making a good salary will
be unable to own one.”
Photo used by permission, Utah
State Historical Society.

For the lucky workers who had been in the right place at the right time,
the basic facts ofwork life inside the plant changed beyond recognition. The
previous year Ford’s labor force had averaged 13,623. During the course of
that year 50,448 had walked out the door; most had quit.2

There had been 8,490 fired. The year following the announcement,
employment had grown by one-third, but the number quitting had fallen
to one-tenth of its earlier level, and only 27 employees had been fired.
Changes of thismagnitude clearly cannot be explained by cyclical variations
in supply and demand in the local labor market. It seems unlikely that Ford
doubled the wage to attract better workers or to retain those workers in
whom the company had invested expensive training. A Ford superintendent
boasted that “two days is . . . ample time to make a first-class core molder
of a man who has never seen a core-molding bench in his life.”
Exactly why Ford raised wages and shortened the work day remains

a mystery. More important, the success of his gamble is a puzzle, for it
contradicts the view that profit maximization entails paying employees a
wage as low as possible consistent with their showing up, that is to say,
satisfying their participation constraint and nothing more. Ford’s $5 day
would not make sense in this model because $5 a day was much better than
most workers’ fallback option. The fact that people were lining up for jobs
at Ford even before the wage increase tells us that even then they were paid
much more than was required by their participation constraint.

11.2 EMPLOYMENT AS A PRINCIPAL-AGENT
RELATIONSHIP
The most likely reason why Ford doubled the wage is that he understood
that raising the wage can reduce the cost of labor. A principal–agent model
explains how this seemingly paradoxical statement could be true. The key
idea is that labor—the activity that produces cars—is not something you can



OUP CORRECTED PROOF – FINAL, 11/9/2021, SPi

Employment as a Principal-Agent Relationship 607

measure in hours on the job. Instead it consists of tasks done and, like the
quality of goods in the Benetton model, these tasks cannot be written into
a complete contract. Getting the job done may require paying workers a lot

! reminder So far, in
Chapters 6 and 8, we have
treated labor—measured in
hours of employment—as an
input into the production
process. Employers, in our
models of those chapters,
could simply purchase this
input much as they purchase
kilowatt hours of electric
power. But it is not hours on
the job that produce output; it
is tasks completed and the
other dimensions of work
actually done. This is not
something that can be readily
purchased because work is
done by people who, having
their own ideas about how
they would like to spend their
day, need to be motivated by
some combination of carrots
or sticks to do the work on
which the employer’s profits
depend.

more than their fallback option.

Incomplete employment contracts
To see how a principal-agent model might explain why Ford’s radical
move worked, recall that a principal-agent relationship arises when two
conditions hold:

HISTORY Herbert Simon
(1916–2001) who won a Nobel
Prize in economics, provided
the first model of the firm
along these lines. In a 1951
article, he represented the
employment contract as an
exchange in which the
workers transfer authority
over their work tasks to the
employer in return for a wage.
Simon stressed the advantage
to the employer of this
arrangement given the
unavoidable uncertainty
about the tasks that would be
required over the course of
the contract, and therefore
the high cost of agreeing to a
complete contractual
specification of the activities
to be performed.3

• Conflict of interest: the actions or attributes of the agent affect the payoffs
of the principal in such a way that there is a conflict of interest between
the principal and the agent.

• Incomplete contract: the agent’s actions or attributes are not subject to an
enforceable contract either because they are not known to the principal,
or, if known, are not verifiable for some other reason.

The aspect of the exchange between Ford and his workers that fits these
two conditions is the workers’ effort on the job, completing the tasks
required to produce Model Ts (the only car Ford produced at the time).

• The conflict arises because Ford profits if his employees work harder or
faster, while the workers preferred to work at a slower pace both for their
safety and in order to go home a bit less exhausted at the end of the day.

• But the workers’ effort, manifested in literally hundreds of tasks per-
formed per day, many as part of teams of workers, was not something
that Ford could measure and write into an enforceable contract.

To see why the employment contract is necessarily incomplete, think
back to three of the reasons why this is the norm rather than the exception
in a modern economy given in Chapter 10:

• Asymmetric or non-verifiable information: Think about cyber-loafing:
texting with friends and web surfing at work. The extent of this may be
unknown to the employer, and even if it is known, the evidence of it may
not be something that could be used to enforce a contract.

• Time: The worker takes a job today and the employer would like to renew
her employment over a period of months or even years. The employer
has no way to determine the tasks he would like her to do under all of the
possible conditions that might arise over this period.

• Measurement: For most work tasks there are no measures of work done—
e.g. quantity and quality of task completion—that are precise enough to
be the basis of an enforceable contract. This is the case both because

LABOR (EFFORT) The amount of actual work devoted to production. Labor is
measured in units of effort, not in hours.
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the tasks are difficult to measure and because their completion typically
depends on the efforts of more than a single worker.

Evidence that the amount of work done in an hour can vary significantly,
and that it depends on incentives come from some rare examples of what
is called piece-rate compensation where the amount of work done can be
written into a contract:

• When a pay system for auto glass installers in the US shifted from hourly
wages to paying piece rates, output per worker rose by one-fifth.4

❯ EXAMPLE Tunisians
farmers who worked for
others some of the time for a
fixed wage were half as
productive as when the same
person worked their own farm
and owned the output of their
own work.5

• When British Columbia tree planters were randomly assigned to piece-
rate compensation—they were paid by the number of trees planted—they
outperformed by 20 percent other planters randomly assigned to a fixed
wage.6

But even with the substantial growth of the gig economy—where some of
the contracts approximate piece rates—the number of piece-rate workers
as a fraction of all workers in the US economy is not more than 5 percent.
This is in part due to the fact that industries that once extensively used
piece rates—clothing and shoe production, for example—now employ very
few people. And sectors in which “work done” is almost impossible to
measure—caring for others, personal security, knowledge production and
distribution—have grown significantly.
We use the term “labor” (and the subscript l) to meanwork done or effort;

whenwe refer to the workers’ time hired, we refer to “employment” and use
the symbol h for hours.

A model of employment as a principal-agent relationship
Based on the key idea that work effort is not subject to contract, here is
the principal–agent game between the employer and worker. The agent’s

❯ EXAMPLE What it means
for a contract to be
incomplete is illustrated by
the difference between hiring
someone to care for your child
for an afternoon, and hiring
an Uber driver to take you
somewhere. If the Uber driver
does not show up, or shows
up half an hour late, he will
not get paid. If you get home
and your child is miserable,
you may wonder if the
babysitter cared well for her,
but you will pay her anyway.
Complete contract case: you
were prepared to purchase a
particular service from the
Uber driver, and it was not
delivered. Incomplete contract
case: you hired the babysitter
for a block of time, and hoped
she would do a good job.

action is now work effort per hour of employment e rather than product
quality q (as in the previous chapter) and the principal will pay the agent a
wage w rather than a price p. But the structure of the game is very similar
to the Benetton model, as is clear from Table 11.1.

1. The employer, the principal, is first mover. He announces to the worker a
wage w and the offer to renew the contract at the end of each period
unless the worker is terminated for insufficient effort, which occurs
with a probability that is inversely related to the effort provided by the
worker, t(e). We call the wage rate and termination schedule introduced
in this step the employer’s labor discipline strategy.

PIECE RATE Under a piece-rate contract, a worker is paid a fixed amount for
each unit (“piece”) of the product made.
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Table 11.1 A comparison of two principal-agent models: quality and effort. What we have
labeled the Ford model is also called the “labor discipline model” and sometimes the
“efficiency wage model.” We do not use the latter term because (as is the case with the
Benetton model) the Nash equilibrium of the Ford model is not Pareto efficient. In both
cases the interaction is a repeated game and the principal maximizes profits and the
agent maximizes the value of the transaction.

Benetton model Ford model

Principal Buyer (e.g. Benetton) Employer (e.g. Ford Motor Company)
Agent Producer and seller Worker
Non-contracted
action by agent

Quality of the good
provided, q

Effort and care by the worker, e

Contingent
renewal

Termination of subcontract,
t(q)

Termination of employment, t(e)

Agent’s fallback
option

Another buyer after
searching

Unemployment insurance then
another job after job search

Principal sets Price and termination, p,
t(q)

Wage and termination, w, t(e)

Short side of
the market

Demand (excess supply of
goods)

Demand (excess supply of labor)

2. The worker, one of a group of identical workers who may be employed
by the principal, responds to the employer’s offer by selecting a level of
effort to expend per hour of employment, e.

3. The principal then chooses the total hours of workers’ time to employ, h,
the agent is employed, and production takes place.

❯ EXAMPLE Another piece of
evidence that employment
contracts do not cover
everything that the employer
expects to get by hiring a
worker: “work to rule” is a
trade union strategy in which
workers perform those tasks
that are specifically required
in the contract, and nothing
more. Very little production
takes place under these
conditions.

4. Termination probability: At the end of the period the worker is renewed
with probability 1− t(e) or terminated with probability t(e). If terminated
the worker receives her fallback option, which for now we assume to be
zero. If the worker is terminated this ends the game.

5. Non-termination: Conditional on the worker’s not being terminated,
repeat steps 1-4 above with the values of w, e, and the termination
schedule unchanged.

6. Repeat the previous step until the worker is terminated, which ends the
game.

We call this the labor discipline model (or the Ford model in recognition
of the car maker’s $5 day). To understand the game we need to ask about
each of the above steps: What is each actor attempting to accomplish and
what do they know at that particular stage?

LABOR DISCIPLINE MODEL A model that explains how employers set wages so
that workers receive an economic rent (called an employment rent), which
provides workers an incentive to work hard and well in order to avoid job
termination.
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1. The employer selects the labor discipline strategy e, and t(e) tomaximize
his profits (which requires minimizing the average cost of a unit of
effort w/e), knowing the worker’s best-response function e(w).

2. When selecting a level of effort to perform the worker ismaximizing the
expected value of her employment v(w,e), knowing the employer’s labor
discipline strategy as well as her fallback option.

3. When selecting the level of employment to hire (h) the employer is
maximizing his profits and knows the cost of a unit of effort (which is the
result of the labor discipline strategy he has implemented), how worker
effort contributes to output, and the demand for the firm’s product.

We take up these three steps in the next section. But because the
employer has to know the worker’s best-response function before deciding
on a labor discipline strategy, we take up step 2 before turning to step 1 and
finally step 3.

CHECKPOINT 11.1 Time and toil What is the conflict of interest between
the employer (principal) and worker (agent)? List three primary reasons for
why the contract between an employer and worker might be incomplete.

11.3 NASH EQUILIBRIUM WAGES, EFFORT, AND
HIRING
Because the Ford model is very similar to the Benetton model and uses the
same mathematical functions, you can quickly learn to use the model by
studying the comparison in Table 11.1 and the representation of the model
in Figure 11.3. (The overview of the Ford model in M-Note 11.1 will also help.)

The workers’ iso-value curves and best-response function
The two panels in Figure 11.3 contrast a case where complete contracting
is possible and where the contract is incomplete. Shown on the left,
the contract could be complete if workers are paid by the amount they
produce—piece rates—so that the employer is effectively purchasing their
effort. On the right we show the general case in which the workers’ care
and effort on the job are not enforceable in a contract. We will contrast the
results in these two cases in table 11.2.
The figure shows how the Benetton model introduced in Chapter 10

can be adapted to represent the relationship between an employer and a
worker. The horizontal axis in both panels is the payment to the worker
whether it be in the form of a wage or a price (for example if piece-rate pay-
ment is possible). (Ignore for the moment the rays from the origin labeled
c1 and c2.) In Figure 11.3 (a), we show indifference curves representing the
per-period utility function of the worker. Included is the curve labeled u0
which gives the combinations of e and p such that the worker’s utility is
zero, that is equal to her next-best alternative or fallback option.

! reminder Similar to
Figure 10.4 showing the
subcontractor’s per-period
utility based indifference
curves for price and quality,
because to the worker the
wage is a good and effort is a
“bad,” the indifference curves
are upward-sloping. This
means that starting at any
point on one of the curves, to
compensate for a small
increase in effort (a move up
in the figure) the level of pay
must increase (a move to the
right) in order for the two
changes taken together to
leave the level of utility
unchanged.
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Figure 11.3 Comparison of complete and incomplete labor contracts. The
per-period utility-based indifference curves in the panel (a) along with the
employer’s termination function are the basis for the multi-period iso-value
curves in panel (b). The point of maximum value for a given price (like point n)
gives us the worker’s best-response function e(w). The rays from the origin show
the best the employer can do under the incomplete contract (point n in panel (b))
and the complete contract (point c in panel (a)). The yellow-shaded area is the
Pareto-improving lens showing all of the pairs of wages (w) and effort (e) that are
preferred by both employer and worker over the Nash equilibrium, (wN,eN). We
explain this lens and the complete contracting case in Section 11.5.
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In the panel (b) we show two of theworkers’ iso-value curves. Points b and
n of the curve vN for example show combinations of the wage and effort by
theworker that have the same expected value to theworker, taking account
of both the per-period utility of those two combinations of effort and pay
but also the effect of working harder (at point b), namely extending the
expected duration of the job (by reducing the probability of termination).
The worker expects the same value from point n as point b, even though

she is working harder at point n for a lower wage, because she expects that
she will be terminated sooner if she is working less hard, i.e. at point b.
The point where the iso-value curve is vertical (for example point n) gives

the effort level (the vertical axis coordinate of the point) that is the worker’s
best response to the wage (the horizontal axis coordinate of the point).

! reminder Similar to the
Benetton model (see Figures
10.4 and 10.5) in contrast to
the per-period utility-based
indifference curves, the
iso-value curves are not
entirely upward-sloping. This
is because the iso-value
curves take account of the
long-term consequences of
supplying more of what the
principal would like, and
avoiding being terminated. In
this longer-term perspective,
effort can be both a bad or a
good.

The best-response function is composed of points like n where the iso-
value curves (not shown) are vertical. The worker’s best-response function
is the incentive compatibility constraint (ICC) on the employer’s profit-
maximizing strategy.

Worker’s best-response function (ICC) e = e(w) (11.1)
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In Figure 11.3 (b) the iso-value curve labeled v0 gives the combination of
effort levels and wages such that the worker receives a value of zero, which
is the same as his fallback option. This curve is identical to the curve labeled
u0 in panel (a) because in order for the job to be worth zero to the worker,
it must be that the utility of having the job for a single period (shown by the
iso-value curves in panel (b)) is also zero.

! reminder For the
Benetton model in the
previous chapter we showed
that the points at which the
iso-value curves are vertical
are also points on the agent’s
best-response function (see
M-Notes 10.3 and 10.4).

M-NOTE 11.1 Review of model setup and solution with specific utility
and profit functions

The functions and solutions for this labor discipline model are set up and
solved almost identically in Chapter 10. Here is a brief review of the setup and
solutions. Make sure you are able to reproduce these results yourself. You can
check the M-Notes in Chapter 10 especially 10.3 and 10.4 for guidance.
Complete contract model: We represent the worker’s pay by p because with
the complete contract the worker is paid by the number of pieces produced,
not by the hour.

• Employer chooses price p and verifiable effort level e to maximize e

p
subject

to the worker’s participation constraint (PC)

• Worker’s utility function: u(p,e) = p− u
1−e

• Worker’s participation constraint: u(p,e) ≥ 0

• Nash equilibrium effort level ec = 1

2
, price pc = 2u

Incomplete contract model: Here the worker’s pay is an hourly wage, w.

• Employer announces the termination schedule t(e) = 1− e showing how the
termination probability is less when greater effort is provided

• Employer chooses wage w and hours h to maximize profits subject to the
worker’s best-response function

• Given w, t(e), and her fallback option (= 0), the worker chooses effort level
e to maximize expected utility
v(w,e) = u(w,e) 1

t(e)
= (w− u

1−e
)× 1

1−e

• Worker’s first-order condition (varying e to maximize v): ue = tev

• Worker’s best-response function: e(w) = 1− 2u
w
(see M-Note 10.4)

• Employer varies p to maximize e

w
, subject to e(w), the worker’s best-

response function (the employer’s ICC)

• Effect of wage change on effort: de

dw
= 2u

w2

• Employer’s first-order condition (Solow condition): de
dw

= e

w

• Nash equilibrium wage wN = 4u, effort level eN = 1

2

• Letting u = 5, we have wN = 20 and cNl ≡ wN

eN
= 40

We solve for equilibrium hours hired hN later in the chapter.
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An employer’s labor discipline strategy: The Solow condition
We turn now from what the worker wants to what the employer cares
about, the amount of effort he gets from a worker for every euro of pay
that he gives, that is, e/w. This is the slope of a ray from the origin: along
any such ray the effort per euro paid is constant. Two are shown: labeled c1
in panel (a) and c2 in panel (b). These are identical to the isocost rays from
the Benetton model, the slope of which is q/p or the amount of quality that
the supplier provides per euro of price paid to him.
In each figure, not shown, is an entire map of these isocost rays. Think

of each ray as a representation of the objectives of the employer, like
an indifference curve or an iso-profit curve. As was the case with these
other maps of a decision maker’s objectives, the negative of slope of an
iso-cost line is the marginal rate of substitution between workers’ effort
and workers’ pay.
The employer would like to be on a steeper isocost ray, meaning higher

e/w or what is the same thing lower cost of a unit of effort w/e. But points
above the worker’s best-response function are not incentive compatible:
there is no way that the wage and effort combination given by these points
could come about because they require the worker to choose a level of
effort that they would not choose at the wage in question.
Taking account of the incentive compatibility constraint, the employer

would like to minimize the cost of a unit of effort (cl) as follows:

Minimize the cost of effort cl =
w
e

(11.2)

Subject to the ICC e = e(w) (11.3)

HISTORY The version of the
labor discipline model
presented here was
developed by one of us
(Bowles) to try to make sense
of the movements of wages
and labor productivity—called
the great productivity
slowdown—during the late
1960s and 1970s. Its initial
purpose was not academic at
all but instead was the basis
of advice requested by a
number of trade unions and
public interest bodies seeking
to understand the end of “the
golden age of capitalism.”
Other variants of the
model—that developed by
Shapiro and Stiglitz for
example—were motivated by
the desire to provide
Keynesian ideas about
unemployment with a
microeconomic foundation
without making ad hoc
assumptions such as “wage
stickiness” (the tendency of
wages to maintain their levels
despite recessions).7

In Figure 11.3 (b) this means finding a point on the worker’s best-response
function (the employer’s incentive compatibility constraint or ICC), that is,
on the steepest possible isocost ray. This will be point n, where the isocost
ray is tangent to the best-response function, that is, where the slopes of
the two lines are equal:

Slope of isocost ray = e
w

= Δe
Δw = Slope of ICC (11.4)

or, what is the same thing mrs = mrt

where the mrt is the marginal rate of transformation of wages paid by
the employer into effort performed by the worker. Equation 11.4 (which
is derived in M-Note 11.5) gives us the solution to the constrained cost
minimization optimization problem shown in Equations 11.2 and 11.3. It is
the rule that tells the employer the wage that will minimize his cost of a
unit of effort, called the Solow condition after the macroeconomist Robert
Solow, who first demonstrated it.
The condition can be restated as: choose the wage such that themarginal

effect of raising the wage is equal to the average level of quality per euro
of wage spent. This is point n in Figure 11.3 (b). In M-Note 11.1 we use a
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specific utility function with numerical parameters to show how the Solow
condition gives us the profit-maximizing wage that the employer will offer.
You can confirm that the wage and effort level given by the Solow con-

dition are the Nash equilibrium of the labor discipline and effort provision
part of the game, so we now give them the N superscripts.

• Wage: Given that the worker has adopted the strategy described by her
best-response function e(w), the best the employer can do to minimize
the cost of effort is to select the wage wN.

• Effort: Given that the employer has offered wN, the best the worker can
do to maximize the value of her job is to provide eN.

This completes the first step of the employer’s profit-maximizing process:
finding the labor discipline strategy that minimizes the cost of effort. Now,
knowing the cost of a unit of effort wN/eN the employer will choose how
much effort to allocate to producing the firm’s output. To do this the
employer must determine the number of hours of workers’ time to hire hN.

CHECKPOINT 11.2 Nash equilibrium work and wages Explain why point
n in panel (b) of Figure 11.3 is a Nash equilibrium.

! reminder The hours
worked in a day makes a big
difference to individual
workers and their families,
and as you know from
Chapter 7, the hours worked
during the course of a year
differs substantially among
countries and changed
markedly over the course of
the twentieth century.

11.4 THE EMPLOYER’S PROFIT-MAXIMIZING
LEVEL OF HIRING
An employer would normally face two questions concerning hours: how
many hours a day will each worker work, and what is the total number of
hours to be hired (this will determine the number of workers to hire, given
the length of the working day). For simplicity we address only the second
question, so h is just total hours hired by the employer.

Hiring hours, and employing effort
But hours of workers’ time is not what produces the goods the employer
wishes to sell; that is done by workers’ effort. So we distinguish between:

• the number of hours of workers’ time hired by the employer h called hours
hired; and

• the total amount of actual work devoted to producing goods, which will
be the effort provided by each worker in an hour times the hours hired,
or heN = l called labor employed. Labor is measured in units of effort
(sometimes called “efficiency units” which is why thismodel is sometimes
called efficiency wage theory), not in hours.

To determine the hours hired the employer makes use of two analytical
tools about which you already know:
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• the demand function for the firm’s product, showing the maximum num-
ber of units of the good x that can be sold at price p or x(p); and

• the production function, showing the combinations of the amount of cap-
ital goods k and labor l that can produce each level of output x, or x(k, l).

As is the case in selecting the level of output that you studied in Chapters
8 and 9, the owners of the firm maximize profits by producing a level of
output such that marginal revenue equals marginal cost. To see what this
implies for the employer’s hiring, we introduce a new term, the marginal
revenue product of labor, which is the change in total revenue associated
with a small change in labor hours hired. As is shown in M-Note 11.2 this
is the marginal product of labor (derived from the production function)
multiplied by the marginal revenue (derived from the demand function).
When deciding on how much labor to employ, therefore, the employer

weighs two things:

• marginal cost of labor: the effect on total costs of using more labor, that
is, effort in production, which is the cost of effort per unit employed or
cl =wN/eN, against

• marginal revenue product: the benefits of hiring that worker.

Here the marginal cost of labor does not depend on the amount of labor
hired, so the average and marginal cost are the same. In section 11.12
we introduce what is in some cases the more realistic case—termed
monopsony—in which the cost of employing labor increases the more
the employer hires. But for now cl is fixed by the cost-minimizing labor
discipline strategy of the employer.
If the marginal revenue product of hiring more exceeds the marginal

cost of hiring more, the employer will hire more. He will continue hiring
more until it reaches the level of employment so that the marginal revenue
product of labor equals the marginal cost of labor (mcl).
We illustrate this case in Figure 11.4 (a). The horizontal line labeled

cNl =wN/eN is the cost of effort determined by the employer’s choice of
a cost-minimizing labor discipline strategy. The downward-sloping solid
curve shows the effect of employing more labor (by hiring more hours,
given eN) on the marginal revenue product of labor.

MARGINAL REVENUE PRODUCT OF LABOR The marginal revenue product of
labor is the change in total revenue associated with a small change in labor
employed.

MARGINAL COST OF LABOR The marginal cost of labor is the change in total
wages paid associated with employing (a small amount) more labor, that is, effort.
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Figure 11.4 Employer’s hiring decision. We drew these figures using the
parameter values and results from M-Note 11.1. In panel (a) we show the firm’s
decision about how much labor (that is, the total amount of effort which is equal
to the amount of effort per hour multiplied by the number of hours hired) to
employ as an input into the production process, given that the employer’s
decision on the wage rate wN and the resulting amount of effort eN per worker
hour hN has determined the cost of a unit of effort cN . In panel (b) we show the
same profit-maximizing problem in terms of the hours of workers’ time hired. The
marginal revenue product of hours is the marginal revenue product of labor times
the amount of effort per hour eN . The cost of an hour of a worker’s time is just the
wage wN .
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(b) Employer’s profit-maximizing level of hours hired

If the employer employs less labor than lN1 , then the marginal revenue
product of labor is greater than the marginal cost, so the employer would
make greater profits by employing more labor. Similarly if the employer
were employing more than lN1 then he would see that the marginal cost of
labor is greater than the marginal revenue product of labor, so it would
profit by cutting back on employment. So the profit-maximizing level of
employment is lN1 .
In Figure 11.4 (b) we translate the decision on how much labor (total

effort or eh) the employer will employ into how many hours of workers’
time he will hire. Panels (a) and (b) provide different presentations of the
same information: in panel (a) we see the employer’s decision on howmuch
of the input—labor—to use (lN1 ), while in panel (b) we see the way that he
implements that decision (given the Nash equilibrium level of effort eN = 1

2
)

by hiring some number of hours of workers’ time hN1 . (M-Note 11.4 provides
a numerical example.)
The level of hiring, hN1 is a Nash equilibrium because wN,eN and hence

cN1 are all Nash equilibria. Hiring hN1 is the best the employer can do, given



OUP CORRECTED PROOF – FINAL, 11/9/2021, SPi

The Employer’s Profit-Maximizing Level of Hiring 617

those values and the employer’s production function and demand function
(which determine the marginal revenue product of labor curve).

M-NOTE 11.2 The marginal revenue product of labor (effort)

With k and l being, respectively, the amount of capital goods and labor used
to produce a level of output x, the information relevant to the problem is:

• the production function x = x(k, l)
• the inverse demand curve for the firm’s product p = p (x(k, l)), and
• the firm’s total revenue r(k, l) = p (x(k, l))x(k, l)

In doing the differentiation below, keep in mind the two places where the
labor variable l appears as an argument in a function: the inverse demand
function and the production function.
The marginal revenue product of labor is defined as the change in total

revenue associated with a small change in labor devoted to production, that
is, the derivative of the revenue function with respect to l:

MRP of Labor = 𝜕r
𝜕l =

Revenue lost due
to lower price

⏞⎴⏞⎴⏞𝜕p
𝜕x

𝜕x
𝜕l x +

Revenue gained due
to increased sales

⏞
p
𝜕x
𝜕l⏟⎵⎵⎵⎵⎵⎵⎵⎵⏟⎵⎵⎵⎵⎵⎵⎵⎵⏟

Marginal revenue
product of labor

The marginal revenue product can be decomposed into two terms, one
negative and the other positive. The first term on the right-hand side is
the negative effect of employing more labor (and producing more) on the
price of the product at a given level of sales (because the demand curve is
downward-sloping). The second term on the right-hand side is the positive
effect of employing more labor and producing more revenues (at a given
price). Together these two terms constitute the marginal revenue product of
labor.
We can rearrange this equation so that it reads:

MRP of Labor = 𝜕r
𝜕l =

Marginal revenue
(increase in x)
⏞⎴⎴⏞⎴⎴⏞
(
𝜕p
𝜕xx+p)

MPL
⏞𝜕x
𝜕l⏟⎵⎵⎵⎵⏟⎵⎵⎵⎵⏟

Marginal revenue
product of labor

from which we see that the marginal revenue product of labor is the product
of two terms:

• the marginal product of labor
• the marginal revenue associated with an increase in x

The marginal product of labor time and the wage
From Figure 11.4 (b) we can see that the wage given by the Solow condition
determines the level of hiring by the firm. As a result it also determines
the marginal revenue product of labor hours. If the cost-minimizing
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wage rate for the firm had been higher, the marginal revenue product
would have been higher at the employer’s profit-maximizing level of
hiring.
The dashed lines in Figure 11.4 show the effect of an increase in the

marginal product of labor (which also increases the marginal revenue
product of labor in panel (a) and the marginal product of worker hours in
panel (b)). The effect is to increase the level of hiring, so as to depress the
(shifted up) marginal revenue product of labor now to the level of the wage.
The wage does not change. The wage was determined by the cost-

minimizing labor discipline strategy (the Solow condition), and that is not
affected by the productivity of labor.

M-NOTE 11.3 Profit-maximizing employment of labor, given the cost of
a unit of effort cl ≡

wN

eN

The relevant information here is the same as in the previous M-Note except
that we now introduce the following:

• the Nash equilibrium (average and marginal) cost of a unit of labor (effort)
is cNl = wN

eN
given by the Solow condition

• the cost of a capital good is ck and
• the employer’s total cost is cll+ ckk

• the employer’s profit is its total revenue − total cost: π = p (x(k, l))x(k, l) −
ckk− cll

To find the level of labor to use in production that maximizes profits, we
differentiate the profit function with respect to l, and set the result equal to
zero. So, using the chain rule for differentiation we have:

𝜕π
𝜕l =

Revenue lost due
to lower price

⏞⎴⏞⎴⏞𝜕p
𝜕x

𝜕x
𝜕l x +

Revenue gained due
to increased sales

⏞
p
𝜕x
𝜕l⏟⎵⎵⎵⎵⎵⎵⎵⎵⏟⎵⎵⎵⎵⎵⎵⎵⎵⏟

Marginal revenue product of labor

− cl⏟
Marginal cost
of labor

= 0 (11.5)

If this condition (Equation 11.5) is not satisfied it means that either:

• the marginal revenue product of labor exceeds the marginal cost of labor
in which case the employer should employ more labor; or

• the opposite, in which case the employer should employ less labor.

We can also rearrange Equation 11.5 to find the following:

𝜕π
𝜕l =

Marginal revenue
(increase in x)
⏞⎴⎴⏞⎴⎴⏞
(
𝜕p
𝜕xx+p)

Marginal product
of labor
⏞𝜕x
𝜕l⏟⎵⎵⎵⎵⎵⎵⎵⏟⎵⎵⎵⎵⎵⎵⎵⏟

Marginal revenue product of labor

− cl⏟
Marginal cost
of labor

= 0
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M-NOTE 11.4 Finding the profit-maximizing hours of labor
(effort) used, with specific functions

Here we use a specific revenue function to determine the profit-maximizing
number of hours to hire. To do this we first determine how much total effort
the owner would like to devote to production, lN . Assume that the employer
is using some given level of capital stock, k. Holding constant k and varying
the amount of labor, the revenue function is:

r(l) = 20,000ln(l)

As was shown in Equation 11.5, the employer’s profit-maximizing level of
employment is such that the marginal revenue product equals the marginal
cost of labor. Thus, the employer’s first-order condition is:

Marginal revenue product of labor = 𝜕r
𝜕l = wN

eN
=marginal cost of labor

We—and the employer—already know (from M-Note 11.1) the Nash equilibrium
values: wN = 20 and eN = 1

2
. Thus, recalling that 𝜕ln(x)

𝜕x
= 1

x
we can solve for lN ,

the Nash equilibrium level of labor (effort) to use:

𝜕20000ln(l)
𝜕l = wN

eN
20000

l
= 20

( 1

2
)

lN = 500

Knowing that l = eh, we can use lN and eN to solve for equilibrium hours hired:

lN = eNh

500 = 1
2
h

hN = 1,000

CHECKPOINT 11.3 Effects on the level of labor used and hours hired
Now think about what happens if we change some of the parameters in
the model:

a. How does an increase in the cost of a unit of effort affect the amount of
labor that the employer devotes to production?

b. Redraw Figure 11.4 to illustrate the change in labor used and the hours
of workers’ time that the employer hires.

M-NOTE 11.5 Employer’s first-order conditions: the general case

We’ve presented the employer’s choice of labor discipline strategy and work
hours as separate problems. But, in reality, the profit-maximizing employer
solves both simultaneously. To see this, we will work with a general model.
As before, the employer chooses the wagew and hours h, given the worker’s

best-response function e(w), and gets profit π. We will assume that the

continued
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employer is using some given level of capital stock, k. Holding constant k
and varying the amount of labor, the profit function of each employer is:

π = total revenue - total cost
π = r (e(w) ⋅h) −wh− ckk

As we have defined l ≡ he, we can rewrite the profit function as:

π = r(l) −wh− ckk

Because the cost of the capital goods used (ckk) is a constant it will not affect
the profit-maximizing labor discipline strategy and level of hiring. Given the
worker’s best-response function e(w), employers will now choose w and h to
maximize profits. Differentiating profits with respect to wages and hours and
setting the results equal to zero, and denoting rl =

𝜕r
𝜕l
, we have two first-order

conditions:

πh = rle−w = 0 (11.6)

πw = rlhew −h = 0 (11.7)

In Equation 11.6 the term rle is the marginal revenue product of hours of labor,
so the equation requires that the level of hiring be such as to equate this to
the wage, as is shown in Figure 11.4(b). We can use both equations to derive
the Solow condition:

πh = rle−w = 0 ⟹ rl =
w
e

πw = rlhew −h = 0 ⟹ rl =
h

hew
= 1

ew
(11.8)

Combining these two expressions

for rl we get: πh = 0 ⟹ w
e
= 1

ew

Giving the Solow condition: e
w

= ew (11.9)

Equation 11.6 (πh = rleN −wN = 0) can be rearranged to determine the profit-
maximizing level labor effort used, shown in Figure 11.4 (a):

rl =
wN

eN
= cNl

marginal revenue product of labor = cost of a unit of labor

11.5 COMPARING THE INCOMPLETE AND
COMPLETE CONTRACTS CASES
To understand better the Ford model of employment under incomplete
contracts, we now provide a contrast with a hypothetical case of complete
contracting in which the employer can effectively purchase the worker’s
work, not just her time.

Complete contracting
A complete contract would require that the worker deliver some specified
level of effort. This would be approximated by cases in which piece-rate
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compensation—mentioned earlier—is possible for a few very routine tasks
such as data entry in which a person could be paid by the keystroke.

Figure 11.5 The complete
contracting case from
Figure 11.3.
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We show the complete contracting case in Figure 11.3 (a) (reproduced in
the margin for reference). As in the case of the incomplete contract, the
employer would seek to minimize the cost of a unit of effort. So, just as in
Figure 11.3 (b), he would seek to be on the steepest isocost ray. But now he
would just offer a price for some quantity of effort, rather than hiring the
worker by the hour, and he will offer the lowest price consistent with her
willingness to sell.
The employer’s cost minimization would be constrained by the worker’s

minimum price at which she is willing to sell effort. To determine this
remember that the worker’s next-best alternative if not interacting with
this employer is to get nothing. So for each level of e provided, the worker’s
minimumwillingness to sell is given by the indifference curve u0. This is the
participation constraint limiting the employer’s cost-minimizing attempts.
The point on that participation constraint that is on the steepest possible
isocost ray is indicated by point c, that is, where the isocost ray is tangent
to the participation constraint.

!reminder Point c in Figure
11.3 is derived in exactly the
same way as that we derived
the Nash equilibrium in the
Benetton model, that is point
c in Figure 10.11.

Table 11.2 summarizes the contrast between the hypothetical case of
complete contracting and the more realistic incomplete contracting case.
Concerning the model setup in the first four rows, in both cases the
principal maximizes profits, is free to set any price or wage that it wishes,
and is competing with other firms.
The major difference in the model setup is that the constraint on profit

maximization differs: as you have just seen, it is the participation constraint
if the contract is complete and the incentive compatibility constraint (the
worker’s best-response function) when the contract is incomplete. A major
difference between the two models follows from this.

With incomplete contracts workers receive
employment rents
The employer offers theworker awage high enough that theworker prefers
to keep the job rather than lose it, given her fallback option. The reason is

M-CHECK The fact that the
level of effort provided in the
Nash equilibrium of the
complete contracting case, ec ,
is the same as in the
incomplete contracting case is
a coincidence due to the
functional forms we are using.
In alternative formulations we
model, we could have ec > eN

or ec < eN .
that if the principal offered a transaction that was no better than the agent’s
next best alternative (i.e. a transaction on the participation constraint),
then the agent would receive no rent and would not care if the transaction
ended. The result would be that the effort supplied by the worker would
be whatever she pleased (maybe zero) for there would be no fear of
job loss.
The existence and themagnitude of the rent can be seen in Figure 11.3: it is

the distance cn. To see this, we ask: Howmuch is she better off at the Nash
equilibrium than in her reservation position, namely v = 0? By comparing
the iso-value curve at the Nash equilibrium with her iso-value curve at her
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Table 11.2 Complete and incomplete contracts: a summary of model structure and
characteristics of the Nash equilibrium. The first four lines refer to model structure
while the remaining four refer to results. Remember ICC means incentive
compatibility constraint and PC means participation constraint. Notice that the
worker is better off (receiving a rent) in the Pareto-inefficient incomplete
contract case.

Model characteristics and results Incomplete Complete

Employer maximizes Profits Profits
Subject to (employer’s constraint) ICC PC
Competition among firms and workers? yes yes
Flexible wages and prices? yes yes
Employment rent for worker? yes no
Market clearing (no unemployment)? no yes
Pareto-efficient Nash equilibrium? no yes
Employer’s short-side power? yes no

participation constraint, we can see that the answer is yes, she does get
a rent.
To determine the size of the rent we ask: Supposing hypothetically that

she is somehow constrained to work in the Nash equilibrium eN, no matter
how much or little she is paid, how much less could she be paid and still be
no worse off than at her participation constraint? The answer is given by
the distance cn in Figure 11.3.

CHECKPOINT 11.4 Employment rent in two dimensions The distance cn
is a money measure of the employment rent, but it can also be measured
in effort. If the worker is being paid wN, how much more effort could she
provide and still be no worse off than her fallback option? Use Figure 11.3
to show this quantity.

The labor market does not clear: There is excess labor supply
The existence of the employment rent means that the labor market does
not clear: there are identical workers who are without a job and for whom
v = 0whowould prefer to be employed receiving vN, but are unable tomake
a transaction with an employer.
Those workers unable to make a transaction are quantity-constrained,

that is, they are unable to purchase or sell as much as they want—as many
hours of labor—at the going terms of exchange. The hours supplied bywork-
ers at the equilibrium wage exceeds the hours demanded by employers,
which means there is excess supply of labor hours or unemployment.
We explained in Chapter 10 that the rent is evidence that themarket does

not clear, not the reason why it does not clear. We will explain why later in
the chapter.
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CHECKPOINT 11.5 Undercutting To check that point n in Figure 11.3 (b)
is really a Nash equilibrium we need to consider the unemployed, and
whether they—like the employer and the worker—are doing the best they
can. Suppose an unemployed worker went to an employer and promised
to work as hard as a member of his current workforce but at a slightly
lower wage. How would the employer respond? Why would this unemployed
worker not get the job?

Pareto inefficiency
The Nash equilibrium exchange (eN,wN) is Pareto inefficient. This is true for
exactly the same reason that the outcome in the Benettonmodel of Chapter
10 is Pareto inefficient: the principal in both cases is maximizing profits
subject to a best-response function (incentive compatibility constraint), not
a participation constraint. Given that the contract is incomplete in both
cases, the participation constraint is not the relevant limit on the principal’s
cost minimization.
This is another case of the principal implementing the mrs =mrt rule

so as to maximize profits. But you already know that a Pareto-efficient
outcome requires the tangency of the isocost lines (representing the prin-
cipal’s objectives) and the iso-value curves (the worker’s objectives), so that
mrsP =mrsA (using superscripts P for principal and A for agent rather than
A and B for two actors).
We can see from Figure 11.3 (b) that the Nash equilibrium allocation

(eN,wN) is not Pareto efficient. The yellow Pareto-improving lens shows
possible allocations that like point f are both preferred by the employer,
who would get more effort for a lower wage, and also preferred by the
worker, who would be on a higher iso-value curve. This Pareto-improving
lens must exist as long as the isocost ray and the iso-value curve are not
tangent: and they cannot be tangent, as the worker’s iso-value curve must
be vertical if it is on her best-response function and forw > 0 the employer’s
isocost ray cannot be vertical. (We show the mathematics of this statement
in M-Note 11.6.)
Exactly the same reasoning applies to aspects of the job other than the

wage and the effort level, including workplace amenities such as flexible
work hours, or a respectful and safe work environment. The employer will
take some account of workers’ preferences with respect to these amenities,
because labor discipline depends on the worker having a lot to lose if she
is dismissed. For example, if there is an inexpensive way to make the job
more valuable to the worker—like installing air-conditioning, preventing
managers from sexually harassing workers, or providing paid parental
leave—then the employer will see this as a possible cost-cutting measure.
The employer could introduce the inexpensive amenity and as a result
be able to reduce the wage without reducing the worker’s employment
rent. But, the extent of “worker-friendliness” of the job dictated by profit
maximization is not Pareto efficient.
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To see why, remember that the participation constraint is the worker’s
willingness-to-pay curve, and its slope—the marginal rate of substitution—
is the worker’s own evaluation of how much she values working less hard
and being paid more. Because at point c —the complete contract case—the

! reminder The principal is
using the mrt = mrs rule. The
participation constraint that
limits his optimization is an
indifference curve of the
worker. The mrt—the negative
of its slope—is also the
worker’s relative valuation of
effort and pay, that is, her mrs.
So because the constraint is
an indifference curve of the
agent, not a best response
function, by implementing the
mrs = mrt rule the employer
unintentionally also
implements the mrsP =mrsA
rule

employer’s isocost ray is tangent to the workers’ participation constraint, it
follows that the price of effort to the employer p/e is exactly the cost to the
worker of providing that effort, the workers’ marginal rate of substitution.
This is why the Nash equilibrium is Pareto efficient if the contract is
complete.
If the employment contract were complete, the employer would maxi-

mize profits by evaluating the importance of workplace amenities (relative
to the wage or other things that the worker cares about) exactly as the
worker does. The participating constraint thus requires the principal to take
appropriate account of the effect of his decisions on the worker, thereby
avoiding a coordination failure.
But this result does not hold when effort is not subject to contract. The

reason is that in this case it is not the participation constraint that limits the
employer’s optimization process, but instead the worker’s best-response
function.
Workplace amenities are no different fromwages in this respect.We have

already seen that the profit-maximizing employer’s offer (eN,wN) will be
Pareto inferior to some other combination of e and w characterized by
small increases in effort andwages (the points in the yellow-shaded Pareto-
improving lens). The same reasoning applies to working conditions: a small
improvement in workplace amenities accompanied by a small increase in
effort would be Pareto improving.

M-NOTE 11.6 The Nash equilibrium is not Pareto efficient

We can show that the Nash equilibrium is Pareto inefficient using what we
know from the first-order conditions of the employer and the worker, both
of which must be satisfied for the outcome to be a Nash equilibrium. At the
equilibrium, you can see in M-Notes 11.1 and 11.5 that the first-order conditions
of the employer and the worker require:

Employer sets the wage such that: πw = 0 (11.10)

Worker sets the effort level such that: ve = 0 (11.11)

But it is also the case that:

vw > 0 (11.12)

πe > 0 (11.13)

These equations mean that at the Nash equilibrium values of w and e:

• the employer is indifferent to small variations in the wage (because he set
the wage) but the worker strictly prefers a wage increase (Equations 11.10
and 11.12); and continued
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• the worker is indifferent to small variations in the effort level (because she
set the effort level), but the employer’s profits increase if the worker works
harder (Equations 11.11 and 11.13).

Because both statements must be true at the Nash equilibrium, there exists
some (sufficiently small) values denoted Δe and Δw (where Δ means a “small
change”) such that:

• v(eN +Δe,wN +Δw) > v(eN,wN); and
• π(eN +Δe,wN +Δw) > π(eN,wN),

where Δe > 0 and Δw > 0. So if the two could agree to a small increase in effort
accompanied by a small increase in the wage, then both would be better off.
But, they cannot realize this Pareto improvement because effort levels are not
contractually enforceable.

The employer exercises short-side power over the worker
Recall two things from previous chapters.

• From Chapter 9 recall that when a market does not clear, the short
side of the market—it can be either supply or demand—is the side on
which the desired number of transactions is least. So in the labor market
where there is excess supply (unemployment) it is the demanders—the
employers—who are on the short side.

! reminder If, by imposing
or threatening to impose
sanctions on A, B is capable
of affecting A’s actions in
ways that further B’s interests,
while A lacks this capacity
with respect to B, then B has
short-side power over A.
Short-side power is the power
exercised by principals when
they are on the short side of a
non-clearing market.

• From Chapter 10 recall that principals on the short side of a market can
exercise power over those on the long side with whom they transact by
threatening to terminate the transaction if the agent does not act in ways
consistent with the principal’s interest.

In the Ford model, the worker works harder than she would in the
absence of the threat to take away her enforcement rent. By exerting more
effort than she otherwise would, she contributes to the profits of the firm.
To see this go back to Figure 11.3 and suppose the employer set a wage

of 5, which is equal to the disutility the worker experiences if she shows up
at work and does nothing. The employer also threatens to terminate her
employment if he is not satisfied with her level of effort. How hard would
she work?
She would not work at all because she would be as well off without a job

as with one if the wage is 5. When, instead, he pays her wN she does work
and contributes to the employer’s profits. We can conclude then that:

• by threatening to impose a sanction on her (deprive her of her rent)

• the employer induced the worker to do something she would not other-
wise have done (work) that
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• furthered the employer’s interests (raised his profits), and that

• the worker lacked the capacity to advance her interests by threatening
the employer.

The last point holds because were she to threaten to terminate her
relationship with the employer, he could find an identical worker among
those looking for work, so this would inflict no cost on him. This confirms
that the employer’s relationship to the worker included the exercise of
power, as defined.

CHECKPOINT 11.6 A comparison Use Figure 11.3 to show that the Nash
equilibrium is Pareto inefficient in the incomplete contracting case and that
the worker receives a rent, while neither of these is true in the complete
contract case.

11.6 EMPLOYMENT RENTS AND THE WORKERS’
FALLBACK OPTION
We have so far assumed that the worker’s next-best alternative to having
her current job is to have utility zero. We now turn to what the worker’s
fallback option really is.

Employment rents
Peoplewithout work can expect to receive assistance both from friends and
family and from the government. We call this assistance the unemployment
benefit. Those out of work also search for jobs, and most find employment
after some period of time. We are interested in employment rents primarily
because they explain the behavior of the employed (not the unemployed).
But to do this, think what would happen if you were terminated for insuffi-
cient effort.
Imagine that you have a job paying wN in which you are working at effort

level eN and you think hypothetically about what you would experience
were you to lose your job. How would your life be different? A great many
thingswould change, including that youmight lose your friendships at work
and perhaps be less respected by others; in the US you would most likely
lose your health insurance. Here we focus on two important changes:

• Lost income: You would no longer have your wage wN; instead you would
have some kind of unemployment benefit B, but this would be less than
your wage.

• More free time and reduced disutility of work effort: You would no longer
be working harder than you would like.

The difference between how much you value what you have as an
employed worker and what you would have if you lost your job is your rent.
It is the maximum amount you would be willing to pay not to lose your job.
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Figure 11.6 The opportunity cost of working and the employment rent. The blue
arrows show the actual course of events of the person who has her job. The green
arrows across are her hypothetical trajectory that she imagines would occur were
she to lose her job. These two courses of events are identical before week 2 and
after week 28, so the employment rent is the difference between the two over the
period from week 2 to week 28.
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The situation of the worker is depicted in Figure 11.6, which shows:

• the wage that the worker will receive if she remains employed;

• the disutility of effort that she will expend on the job at that wage; and

• the unemployment benefit per week that she would receive if her job
were terminated.

We track over time both the employed worker and the hypothetical same
worker were she to lose her job, considering the case in which her job is
terminated at the end of week 2, and she experiences a spell of unemploy-
ment of 26 weeks, after which she finds another job on terms identical to
the job she lost.
To calculate her rent per week on the job we compare two terms:

• the value of her jobwhich iswN if this is paid weekly minus u the disutility
of effort when working at the level eN for a week; and

• her fallback option, which is the weekly unemployment benefit B; also
termed her reservation wage, as it is the least wage at which she would
agree to take a job (meaning, to show up but not work). The difference
between the two is her:

✓ FACT CHECK The average
length of a spell of
employment in the US in
September 2020 (half a year
into the COVID-19 pandemic)
was a little over five months.
The expected length of a spell
of unemployment varies over
the business cycle. In the US
just prior to the recession
associated with the global
financial crisis of 2008, for
example, about one in six of
the unemployed had been
jobless for 27 weeks or more;
two years later almost half of
those without work had been
unemployed that long.8

Per week employment rent =wN −u−B (11.14)
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If she anticipates being out of work for a spell of s weeks, then her rent is:

Worker’s rent = s(wN −u−B) (11.15)

Losing your employment rent can provide strong motivation to act in
accordance with your employer’s wishes.

Employment rents are substantial
Estimating the size of the employment rent is a challenge. To do this
we cannot simply compare the economic situation of workers currently
employed with the unemployed because the unemployed are different
people who, if employed, on average would earn less than those currently
with jobs.
An entire firm closing or a mass layoff of workers provides a natural

experiment that can help. When a factory closes because the owners or
managers have decided to relocate production to some other part of the
world, for example, virtually all workers lose their jobs not just those who
might be particularly “unemployment prone.”
Louis Jacobson and his coauthors exploited a natural experiment to

estimate the magnitude of employment rents.9 They studied experienced,
full-time workers hit by mass job losses in the US state of Pennsylvania in
1982. In 2014 dollars, those displaced had been averaging about $55,000 in
earnings in the year prior to losing their jobs. Workers who were fortunate
enough to find another job less than three months after they lost their
job took worse-paying jobs, averaging only $35,000: a loss of $20,000 in
the first year after the firings. So our hypothetical story about the worker
imagining a spell of unemployment followed by a return to an equally good
job does not reflect what these workers experienced.
Four years later they were still making $12,000 less than other workers

who had been making the same initial wage, but whose firms did not
have mass firings. In the five years that followed their layoff they lost the
equivalent of an entire year’s earnings.10

Another challenge in measuring employment rents is that taking account
of howpeople feel about losing a job and being unemployed, rather than just
the monetary losses, the rents may be considerably larger. The reason is
the social stigma, indignity, and unhappiness resulting from being without
work. One study using a data set allowing comparisons of the same

! reminder in Chapter 3 we
looked at studies measuring
subjective well-being or
“happiness.” The studies here
use the same measures to
show loss of happiness,
depression, and more from
losing a job.

individual when she is with and also without work, found that the amount
of income that would compensate typical individuals for the social esteem
and other costs of being out of work is actually greater than the income loss
itself. So the true cost was more than twice the income loss.11

It is no surprise, then, that as the expected duration of a spell of unem-
ployment increases reducing workers’ fallback option and boosting job
rents, workers work harder.
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Evidence on job rents, unemployment, and work effort
Edward Lazear, chief economic adviser to former US President George W.
Bush, investigated a single firm during the global financial crisis of 2008, to
see how the workers reacted to the sharp increase in unemployment. The
firm specializes in technology-based services, such as insurance-claims
processing, computer-based test grading, and technical call centers, and
operates in 12 US states.
The nature of the work made it possible for the management of the

firm to track the productivity of workers, which is a measure of worker
effort. It also allowed Lazear and his colleagues to use the firm’s data from
2006–2010 to analyze the effect on worker productivity of the sharp rise in
unemployment during the global financial crisis starting in 2007.
Figure 11.7 shows the results. Productivity increased markedly as the

duration of spells of unemployment rose during the financial crisis. This
was particularly the case for branches of the firm located in places that
experienced an especially large increase in unemployment.
This raises a question: As the expected spell of a bout of unemployment

rose during 2008, employers could have cut wages and still maintained
sufficient employment rents to motivate workers to work as hard as before.
Productivity would not have risen but labor costs would have fallen due to
the decrease in wages. Why did they not cut wages?

Figure 11.7 Labor productivity before, during, and after the global financial
crisis. Monthly data are from a single firm in technology-based services during
the period 2006–2010 where productivity can be measured by completion of
computerized tasks. Productivity is measured as the log of mean worker output
per hour. For workers with a job, productivity increases after the start of the
recession and starts to decrease again after the recession ends.
Source: Fig 2. from: Lazear, E. P., Shaw, K. L, and Stanton, C., (2016) “Making Do with Less: Working
Harder during Recessions,” Journal of Labor Economics 34:S1, S333–S360. DOI: 10.1086/682406.
Reproduced with permission.
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Another economist, Truman Bewley wanted to know why employers
typically do not cut wages even during recessions. He interviewed more
than 300 business people, labour leaders, business consultants, and careers
advisers in the northeast of the US. He found that employers chose not to
cut wages because they thought it would induce an angry push back from
workers, who would then work less hard, raising the cost of labor (meaning
actual work done). The employers thought it would ultimately cost the firms
more than the money they would save from lower wages.

CHECKPOINT 11.7 Theworker’s fallback option Why (in Equation 11.15) is
the disutility of effort u subtracted from the difference between the weekly
wage w and the weekly unemployment benefit B to get the employment
rent?

11.7 CONNECTING MICRO TO
MACROECONOMICS: A NO-SHIRKING
CONDITION
The work speedup in response to the recession of 2007-2009makes it clear
thatmacroeconomic factors alter the environment inwhich the firm selects
a labor discipline strategy and workers respond. This occurs because the
macroeconomy affects the fallback option of workers.
We now introduce amodel in which the worker’s fallback option depends

on the level of employment in the economy as a whole, and the unemploy-
ment benefit. The microeconomic problem of labor discipline—from the
employer’s perspective, getting workers to work hard and well—provides
the basis for a model that connects wage-setting, work effort (and resulting
productivity), and profits to the level of unemployment, unemployment
insurance, and other aspects of public policy.

Incentive compatibility in the “no-shirking game”
The setup is as follows. The employer, who as before is the principal and
first mover sets a “no-shirking” level of effort e, and announces that he
will terminate the worker without pay if she is detected providing less. The
employer then figures out what wage is necessary to motivate the worker
to work at the no-shirking level.
If there was a complete contract in effort, then the least “price” the

employer could offer for e would be the unemployment benefit the worker
would have received when not working (B) plus just enough more to com-
pensate the worker for the disutility of providing the effort u(e) required by
the employer. This is the worker’s willingness to work.

Willingness to work: = B+u(e) (11.16)

SHIRKING When a worker does not work as hard as the employer requires,
economists call this “shirking.”
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This is the least the employer could pay such that if the worker worked at ! reminder Earlier you
studied incentive
compatibility constraints
expressed as a best-response
function which gave for each
level of effort the least wage
that would motivate the
worker sufficiently to provide
it. Here there is just one level
of effort—e—so the ICC is an
equation giving us just a
single value, the least wage
sufficient to motivate the
worker to provide the
no-shirking effort level when
it cannot be enforced by a
complete contract.

the specified level of effort, she would be no worse off than if she had not
accepted the job (not “participated”). So we have:

Participation constraint: w ≥ B+u(e) (11.17)

But because effort cannot be purchased under a complete contract and the
employer cannot cost-effectively monitor all of the workers all of the time,
the worker may be able to exert no effort at all and nonetheless get paid.
So the employer has to provide incentives for the worker to work. Here is
the game (as described by the game tree in Figure 11.8).

• The employer announces a wage, a “no-shirking” level of effort e, and
a system of monitoring her work that results in a probability t that the
worker will be terminated if she does not provide e.

Figure 11.8 The sequence of moves in a one-shot game determining the payoffs
to shirking. In response to the employer’s statement of the no-shirking level of
effort e, the termination probability t and the wage w, she decides whether to
exert e = 0 or e = e. If she exerts effort e = e, she obtains the payoff for working
and incurring disutility of effort, w−u. If she exerts no effort, e = 0, then there is a
probability t she will be terminated and a probability 1− t she will not. If she is
not terminated, she gets the wage w (and incurs no disutility of effort). If
terminated, she will remain jobless (be unemployed) with the probability j and get
unemployment benefit, B, or she will be re-employed with the probability 1− j and
receive the same value of the job that she would have experienced had she not
been terminated, w−u.
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• The worker decides to provide e or not (in which case she does not work
at all, that is e = 0).

• If she provides e then with certainty she will not be terminated and will
receive the wage w and experience the disutility u(e).

• If she provides less than e, then one of two things may occur: with
probability t, she is detected and terminated, or with probability (1− t)
she escapes detection and is paid w.

• If she is terminated, one of two things may occur: with probability j she
does not find another job and receives the unemployment benefit B; or
she finds another job with probability 1− j.

This gives us the four possible paths through the game tree resulting
in the four outcomes at the ends of the branches. In the last case (she
is terminated but immediately is re-employed), the job that she gets is
identical to the job fromwhich she was terminated (workers and employers
are identical). To see what this payoff is, we need to know the wage offered
by the employer.

The no-shirking wage
This is called the no-shirking wage, that is, the smallest wage the employer
can pay that will motivate the worker to supply effort of e = e. To determine
the no-shirking wage, the employer considers two numbers:

• the worker’s payoff if she does not shirk: the wage she gets minus the
disutility of effort w−u; and

• the worker’s expected payoff if she does shirk: this depends on the prob-
ability she gets fired (t), if fired, the likelihood she will remain jobless (j),
and her unemployment benefit (B) if she remains without work.

To motivate the worker to work, the employer therefore needs to offer a
wage high enough so that the payoff from working is not less than the
expected payoff from not working, that is:

Payoff to working at e = e ≥ Expected payoff to shirking at e = 0

ICC: w−u ≥ (1− t)w+ t(1− j)(w−u) + tjB (11.18)

Equation 11.18 is the incentive compatibility constraint ICC for the employer.
As we have done in other models, we assume that the worker will provide
the no-shirking level of effort if it is as good as shirking, so Equation 11.18
will be satisfied as an equality (not an inequality).
This means that w−u is the value of the job to the worker whether she

decides to work at the level required by the employer (the left-hand side of

NO-SHIRKING WAGE The no-shirking wage is the wage that is just sufficient to
motivate a worker to provide effort at the level specified by their employer.
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the equation) or not (the right-hand side). So if a terminated worker finds
another job, this is its value, as is shown in Figure 11.8 at the end of the
did-not-work, terminated, found-another-job branch of the tree.
The right-hand side of Equation 11.18 is from the left hand (“shirking”)

branches of the game tree in Figure 11.8 and comprises the following
probabilities, all given the fact that she has shirked:

M-CHECK If the fact that
one of two possible events
occurs does not influence
whether the other occurs (the
events are independent), then
the probability that both will
occur—called their joint
probability— is P1 ×P2 if the
two events will occur with
probability P1 and P2 . So the
probability that both of these
two events occur—she is
terminated with probability t
and she remains unemployed
with probability j—is the
product of the two
probabilities, tj. This is called
the joint probability of the
two events.

• (1− t)w: Not terminated: She is paid the wage (w), weighted by the prob-
ability that she will not be terminated (1− t) even though she did not
work; plus

• t(1− j)(w−u): Terminated, immediately finds another job: She is both fired
and also gets a new job the value of which is (w−u); this occurs with
probability t(1− j); plus

• tjB: Terminated, remains jobless with unemployment benefit: This is the
unemployment benefit she will get (B) multiplied by the probability that
she gets terminated and remains unemployed.

We can rearrange Equation 11.18 as a restatement of the incentive compati-
bility condition (ICC) called the no-shirking condition. To do this we isolate
all the w terms (shown in M-Note 11.7) to find the no-shirking wage:

Worker’s ICC: wN = B + u + 1− t
tj

u (11.19)

No-shirking wage = Willingness to work+Employment rent

Equation 11.19 tells us that the no-shirking wage will be higher:

• the greater is the unemployment benefit B;

• the greater is the disutility of effort u;

• the smaller is the probability that shirking will be detected t; and

• the smaller is the probability that a terminated worker will remain
jobless j.

We use the N superscript (for Nash equilibrium), because given:

• the worker’s disutility of providing effort u,

• her chance of being detected and fired if she does not work t,

• her chance of remaining without work if she is terminated, j

• and her unemployment benefit if she remains jobless, B

the employer setting the wage wN and the worker providing effort eN is a
Nash equilibrium because:

• wN is the least wage the employer can offer consistent with the worker
working (it minimizes the cost of effort)

• given the wage offer the worker cannot do better than to provide
effort eN.
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Because both worker and employer are doing the best they can given
the strategy adopted by the other, the no-shirking wage (wN) and the
employer’s non-shirking standard (eN) are a Nash equilibrium.

M-NOTE 11.7 Rearranging the ICC to find the no-shirking condition

To find the no-shirking condition, we can rearrange the incentive compatibility
constraint for the employer, Equation 11.18:

ICC: w−u ≥ (1− t)w+ t(1− j)(w−u) + tjB

The employer will pay the worker just enough for the worker to exert effort
rather than shirk, and no more. So we will express the ICC as an equality:

w−u = (1− t)w+ t(1− j)(w−u) + tjB

Collect all terms with w on one side:

w− (1− t)w− t(1− j)w = t(1− j)(−u) + tjB+u

Factor out w: w(1− (1− t) − t(1− j)) = t(1− j)(−u) + tjB+u

Simplify: w(1− 1+ t− t+ tj) = −tu(1− j) + tjB+u

wtj = −tu+ tuj+ tjB+u

wtj = tj(B+u) +u(1− t)

Solve for w:

wN =
tj(B+u) +u(1− t)

tj

wN = B+u+ 1− t
tj

u

This is the no-shirking condition shown in the text (Equation 11.19).

CHECKPOINT 11.8 No-shirking wage Consider Equation 11.19. What will
happen to the no-shirking wage if the following changes occur?

a. The probability of getting caught and terminated (t) decreases?

b. The probability (j) that a worker will remain unemployed increases?

c. The unemployment benefit (B) increases?

d. The disutility of effort (u) increases?

11.8 INCOMPLETE CONTRACTS AND THE
DISTRIBUTION OF GAINS FROM EXCHANGE
We can now see how the extent of contractual completeness affects the
distribution of rents between the employer and the worker.
A measure of contractual completeness is the likelihood that a worker

who does not work (sets e = 0) will be detected and terminated. To see
how the completeness of the contract affects the extent of the worker’s
rent, return to Equation 11.19. Suppose hypothetically that the contract
were complete, so t = 1: the worker would receive no employment rent. The

! reminder In Chapter 10
(section 10.13) we did a similar
analysis on the distribution of
gains between the agent (the
seller) and the principal (the
buyer, Benetton in the
example). We extend that
model here by taking account
of how differing
macroeconomic conditions
affect the agent’s fallback
options. employer would pay a wage just sufficient to satisfy the worker’s participa-
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tion constraint, given by Equation 11.17. This is because if the contract is
complete the worker is not renting her time but instead effectively selling
her effort, so the employer can pay the worker her minimumwillingness to
sell her effort. This is another illustration of the fact that when contracts
are complete the participation constraint and the incentive compatibility
constraint coincide.
To study the distribution of rents between the employer and the worker

suppose that the per-period output produced by the worker providing the
no-shirking level of effort is γ which can be sold for a price of 1 Euro.
We assume there is no other input than labor effort, so wages paid is the
employer’s only cost. Then the wage divides the average revenue from one
period of “no shirking effort” into the worker’s per-period wage and the
employer’s per-period economic profit.
The total gains from the interaction between the employer and the

worker are the worker’s employment rent and the employer’s profit. Both
are rents, that is payments in excess of the actor’s next-best alternative,
which, in the case of the employer, we assume, is to receive zero profits.
To compare the two rents we can rearrange the no-shirking condition to
isolate the worker’s employment rent:

wN −u−B = 1− t
tj

u = u
j
( (1− t)

t
) = Employment rent (11.20)

Figure 11.9 shows how mutual gains generated by the worker’s effort is
divided. We can see that the more incomplete is the contract the larger
will be the share of the revenue that goes to the wage (composed of the
worker’s willingness to work plus the employment rent).
We can also see that there is some low level of contractual completeness

t below which no mutually beneficial interaction between the worker and
the employer is possible. The reason is that for t < t the no-shirking wage
would exceed employer’s revenuemade possible by theworkers’ effort, that
is wN > γp. As a result, there would be no way that the employer could pay
a wage sufficient to get the worker to work and then to sell the resulting
product at a profit. As a result, no workers would be hired.
Comparing the two curves in panel (b), we can also see the effect of labor

market conditions on the distribution of rents to the employer and the
worker. If there is substantial unemployment so that the probability that
the terminated worker remains without a job is 0.5 (as in panel (a), for the
lower curve in the panel (b)) the employer gets most of the rent.
When that probability of remaining jobless falls to j = 0.2, the worker is

less concerned about finding work if she is terminated, so the employer
must pay her more to ensure that she works at the no-shirking level. In this
case most of the rents go to the worker, not the employer.

CHECKPOINT 11.9 Incomplete contracts and the distribution of gains
from employment Why is t a measure of how complete the contract is,
and why does the worker’s rent become larger as t falls? Why would the
worker not prefer a situation in which t < t?
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Figure 11.9 Degree of contractual completeness and employment rents. The
worker’s minimum willingness to sell (provide the no-shirking effort level) is B+u.
The employer’s maximum willingness to pay is pγ. Remember from Equation 11.20
that the worker’s rent is u

j
( (1−t)

t
). In panel (a) the likelihood that the worker will

remain jobless if they are terminated is j = 0.5. The figure shows for a given
termination probability (t = 0.5) what the distribution of the surplus between the
worker and employer will be given those values. Panel (b) shows what happens if
the probability of remaining jobless is instead j = 0.2. Economic and accounting
profits are the same in this case because labor is the only input into production
and it is paid at the same time that the goods produced are sold, so the employer
does not commit any funds in advance (as would be the case if the worker used
some kind of capital goods).

0 t = 0.5

(j = 0.5)

1
0

B + u

γp = 1

t

wN = B + u +
u
j

1 – t
t

Worker's rent

Employer's profit

Total
economic
surplus

Willingness
to pay

Willingness
to work

Degree of contractual completeness, t

W
ag

e 
an

d 
 p

ric
e 

($
), 

w
,p

(a) The distribution of total economic rent

0 t = 0.5 1
0

B + u

w1
N

w2
N

γp = 1
Willingness

to pay

Willingness
to work

Worker's
rent

when j = 0.2

Employer's
profits

when j = 0.2

Degree of contractual completeness, t

W
ag

e 
an

d 
 p

ric
e 

($
), 

w
,p

More unemployment
w1

N(j2 = 0.5)
Less unemployment

w2
N(j1 = 0.2)

n1

n2

(b) A decrease in the chances of not finding a job increases worker rents

11.9 APPLICATION: CONTRACT ENFORCEMENT
TECHNOLOGIES
Charlie Chaplin’s Great Depression filmModern Times ridiculed the efforts
of “time and motion” men with stopwatches and clipboards trying to speed
up the pace of factory work. Today, it is getting easier for employers to
monitor how much effort a worker is putting in, at least in some jobs.
The “items per minute” of checkout staff can be checked in real time by
supervisors just by looking at their computer monitor (17 items per minute
is the minimum to keep your job at one outlet).
Software called a ‘keylogger’ can record the keystrokes of data-entry

personnel. In Chapter 12 you will read about the device installed in cars
financed by an auto that allows the lender to remotely disable the starter
of the car if loan repayments fall behind. These devices can make a con-
tract more complete either by covering more of what the employer wants
(keystrokes, items checked out) or by making the contract more enforce-
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able (the remote ignition disabler). You know from Figures 10.13 and 11.9
that improving the contract in these ways will increase the share of the
gains from exchange that will go to the principal—the buyer in the Benetton
model or the employer in the Ford model. Correspondingly, as a result, a
lesser share of the rents go to the supplier or the worker.12

A similar device has been in use now for decades—trip recorders on
trucks. Trip recorders vastly improved the ability of employers to monitor
the actions of the truck drivers.13 The devices provided the company with
verifiable information on the speed, idle time, and other details of the
operation of the truck about which there was a conflict of interest between
the driver and the company. For example, the cost of operating the trucks
(paid by the company) is higher the faster the trucks are driven. Drivers
preferred to drive faster than the cost-minimizing speed, and to take longer
breaks. Drivers who owned their trucks—called owner-operators—were
residual claimants on their revenues minus costs and so they internalized
the costs of fuel and depreciation, driving at the cost-minimizing speeds
and realizing significant savings as a result. Based on their lower costs,
prior to the innovation of trip recorders, owner-operators successfully
competed with company fleets, whose drivers were employees not owners.
When the trip recorders came in, companies were able to write contracts

based on the speed at which the truck was driven, and to provide drivers
other incentives to act in the companies’ interests. By improving the com-
panies’ contractual opportunities the use of trip recorders induced drivers
in trucks with recorders to drive slower and reduced the costs of operation
of the company owned trucks. The result was a substantial decline in the
market share of owner-operators.
The innovation of trip recorders therefore resulted in:

• Less competition: There was greater market concentration in the truck-
ing industry, fewer firms and fewer owner-operators, and so less com-
petition.

• Inequality Many owner-operators could previously make a good living,
constituting a kind of ‘middle class’ of the trucking industry with incomes
greater than the drivers employed by the large companies, but much less
than the incomes of the owners and managers of those companies. By
making possible a more complete contract between the companies and
the drivers, the trip recorders contributed to inequality in the industry.

RESIDUAL CLAIMANT The residual claimant is whoever gets what is left over
(the residual) from the revenue (or other benefit) of a project when all of the
costs that have been contracted for are paid.
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Unlike other on-board computers (the electronic vehicle managements
systems, or EVMSs), the trip recorders provided no improvement in coordi-
nation between truckers and dispatchers, as the information was available
to the company only on the completion of the trip. The sole purpose of
the trip recorders was to make the contract more complete with respect
to drivers’ behaviors in which there was a conflict of interest between the
drivers and the companies.

Monitoring knowledge work
Employers now use a vast array of software to monitor the work activities
of employees: ActivTrak, InterGuard, Veriato 360, Teramind, WorkSmart,
Prodoscore, andWork Examiner are all software packages used to track the
activities of workers on-site in company buildings or at homewhen they log
in to company servers.14

The software may monitor your use of email, messaging, browsing, and
access to social media. Or, it may take a screenshot of your workstation
and use your webcam to ensure you’re at your workstation. The software
will continue to take photographs every ten minutes to ensure you’re on
task, keep track of your keystrokes as you type, andmonitor themovements
of your mouse. When many white-collar workers were isolated at home
during the COVID-19 pandemic Veriato advertised that its devices could
provide their employer with information on “What hours employees are
working, how much they’re working, what they’re spending their time on.”
Though none of these technologies can provide verifiable information on

all of the dimensions of effort, they provide data that employers can use to
assesswhat kinds of worker activities correspond toworker productivity. In
so doing, theymake the employment contractmore complete, re-allocating
rents from the worker to the employer.

Monitoring and trust: When monitoring backfires
Another challenging facet of this problem is that workers respond differ-
ently when they are monitored relative to when they are allowed to remain
autonomous and make their own decisions about their productive tasks.
For example, a survey of German citizens during the COVID pandemic in
2020 found that more were willing to support government advice about
social distancing, getting a vaccination, and installing a tracing phone app
if compliance was voluntary than if it was enforced by law. The “control-
averse” Germans tended to be those who did not trust the government or
believe its scientific reports.
Economists have researched the choice of monitoring methods, some-

thing we have not explored here (as we just assume that termination is
lower if you work hard or provide high-quality goods, without exploring
how the employer acquires the relevant information). The research shows
thatwhen principalsmonitor agents closely and imposeminimumquotas of
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work the principals tend to activate workers’ negatively reciprocal feelings
and sow distrust among their workers. As a result, close or intrusive mon-
itoring may backfire. Workers value their autonomy in nonmonetary ways,
and so taking away that value reduces the value of the job to theworker and,
as a result, diminishes the force of the employer’s labor discipline strategy.

✓ FACT CHECK Evidence
reviewed in Chapter 16
suggests, furthermore, that
workers especially value
knowing that their employer
could have monitored them or
penalized them in some way,
but then refrained from doing
so. In this way, workers
reciprocate trust with effort,
and distrust with shirking.15

CHECKPOINT 11.10 Contract enforcement technologies Other than trip
recorders, think of other technologies that allow employers greater infor-
mation on the effort levels of their workers (whether or not the information
is verifiable).

11.10 EQUILIBRIUM UNEMPLOYMENT AND THE
WAGE CURVE
We developed the no-shirking version of the Ford model by looking at the
relationship between a single employer and a single worker. But that single
worker is amember of a teamof identical workersworking for the employer.
Andwe can extend themodel further to represent the economy–wide labor
market.
The no-shirking variant of the Ford model is connected to the macroe-

conomy because the likelihood of remaining unemployed if fired (j) depends
on the level of unemployment in the economy–wide labormarket. Themore
unemployed people there are looking for work, the less is the chance that
any one worker finds a job.

The economy-wide wage curve
To represent this in our model we can write the probability of remaining
jobless, j, as a decreasing function of the fraction of the labor force that is
employed orH. If labor supply is 1 andH = 1 this means that everyone seek-
ing work has a job, and H = 0 means that nobody is employed. Therefore,
we write the probability of remaining jobless as j = j(H) and we simplify by
letting j = (1−H) so if everyone looking for a job is employed H = 1 then the
terminated worker will immediately get a job with certainty (j = 0). (In M-
Note 11.11 we show how a relationship between j and H (j decreasing as H
increases) can be derived using information of how frequently people quit
their jobs and how employers find new workers.)
To apply the no-shirking wage to an entire economy, we substitute the

expression j = (1−H) into the no-shirking wage equation (Equation 11.19) to
get:

wN = B+u+ 1− t
t(1−H)u (11.21)

We show the resulting economy-wide no-shirking wage in Figure 11.10. This
is called the wage curve.
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Figure 11.10 The economy-wide wage curve. The no-shirking wage wN(H) is the
workers’ willingness to work B+u plus the workers’ employment rent. Notice that
as unemployment falls (H rises) the rent required to motivate workers to provide
effort increases. For a given fraction of employment, Ha , the corresponding wage
will be wN

a (Ha) as shown by point a. Remember from Equation 11.19 that the
worker’s rent is: u

j
( (1−t)

t
) from which you can see that when H = 0 (so j = 1) we

have the Nash equilibrium wage: wN(0) = B+u+ u(1−t)
t

, which is greater than the
workers’ willingness to work, unless the probability that shirking will be detected,
t, is equal to 1.
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The wage curve exists
By using data on unemployment rates and wages in local areas and over
different periods of time, economists can estimate and plot the wage curve
for an economy. Real wages tend to vary with the level of employment as
the labor discipline model predicts.16 An example is shown in Figure 11.11, a
wage curve estimated from data for the US.
As the labor discipline model predicts, Figure 11.11 shows that workers

do better when more workers are employed—the wage curve is upward-
sloping—and the effect of limited unemployment in pushing up wages
is stronger, the less unemployment there is—the curve is steeper closer
to H = 1.
Workers do better when unemployment is low not only because fewer

workers experience unemployment, but also because those who are
employed (the vast majority) are receiving higher wages. The level of
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Figure 11.11 An economy-wide wage curve estimated for the US economy:
1979–2013. The sample of 2.34 million workers are males aged 26–64 over the
years 1979–2013. Earnings are in 2013 dollars.
Source: CORE. The Economy.17
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employment in the economy as a whole therefore affects the distribution
of income between workers and employers.

Equilibrium unemployment: There is no market-clearing wage
Recall that in section 11.5 we said that the existence of rents in the labor
market is evidence that the labor market does not clear. It does not explain
why in the Nash equilibrium there will be excess supply—people seeking
work at the going wage and not finding it. Here we explain why.
Equation 11.21 and Figure 11.10 give us the informationweneed to consider

the question: In this model can there be an equilibrium in which the labor
market clears?
The answer is no. The reason is not any of the following:

• “Sticky” or inflexible wages, so that workers’ pay cannot adjust to excess
supply of labor, that is, unemployment. Wages do adjust, which is what
the wage curve shows.

• Lack of competition so that the unemployed cannot compete for jobs with
the employed. They can, but as we saw, their offers to work as hard as the
current workers for less pay will not be accepted by employers. (Review
your response to Checkpoint 11.5.)
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• Trade unions that sustain high wages making it unprofitable for firms to
hire the unemployed. There are no trade unions in this model.

The reason why there will be unemployment in the equilibrium of this
model is that a market clearing wage does not exist.
It appears from Figure 11.10 that as H approaches 1—market clearing,

that is, no unemployment—the wage curve becomes nearly vertical. We
can confirm that this is the case by evaluating the no-shirking wage when
unemployment (1−H) is zero, that is, j = 0:

wN = B+u+ 1− t
t ⋅0 u (11.22)

Equation 11.22 shows us that if H = 1 we would have to evaluate the wage,
wN(1), with division by zero. So the wage would have to be infinite to
motivate workers to supply effort if everyone who wants a job had one.
This is impossible and so full employment is impossible in our model.
Equation 11.22 also allows us to understand why in the labor disci-

pline model labor markets cannot clear in equilibrium, that is, why supply
of labor cannot equal demand for labor in a market with incomplete
contracts.
To see why this is the case let’s imagine that in an economy composed of

many identical workers and employers, labor supply equaled labor demand,
so the markets cleared and there is no unemployment. The reasoning
progresses as follows:

• No unemployment: If the labor market clears, supply of labor equals
demand for labor and there would be no involuntary unemployment.

• Immediate re-hiring: Without unemployment, anyone who is terminated
for insufficient work could immediately find a new job so j = 0.

• Impossible infinite wage: But, from Equation 11.19 or Equation 11.22 with
no joblessness, j = 0, the lowest wage that would deter shirking would be
wN =∞, that is, an infinite wage.

• Firms shut down and create unemployment: Firms cannot afford an infi-
nite wage, so firms, shut down, put people out of work, so there would
be unemployment.

• Contradiction: The existence of unemployment contradicts the initial
premise that labor markets cleared.

The contradiction at the end of the chain of reasoning shows that labor
markets cannot clear in the labor discipline model.

CHECKPOINT 11.11 The impossibility of full employment Use Equation
11.22 to explain why employment cannot be equal to labor supply in the
Nash equilibrium of this model. In other words, why will there be an excess
supply of workers?
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11.11 THE WHOLE-ECONOMY MODEL: PROFITS,
WAGES, AND EMPLOYMENT
If labor market clearing is not what determines the wage wN and employ-
ment level H, what does? To answer the question we need to clarify some
terms. In this chapter we use w or “the wage” to mean the real wage, or
wn/p, the nominal wage (wn) divided by the price level (p). When we say
that employers “set the real wage” we mean that they set the nominal wage
for some given level of prices, giving the real wage w.
But to determine the level of the real wage and employment of the entire

economy—not just a single firm—we use a model of product markets and
goods prices as well as labor markets. The reason is that the real wage
depends on the output and pricing decisions of the firm’s owners, as well
as their decisions setting the money wage. The Nash equilibrium real wage
and employment level must be the result of best responses not only for
workers and their owners as employers, but also for the owners as sellers
of the products produced.

M-CHECK We want to
determine two outcomes, the
real wage w and the
equilibrium level of
employment HN . But so far we
have just a single equation,
the wage curve. To determine
the values of two variables we
need two equations. The
competition condition
provides the second equation.

The wage curve gives us all of the possible Nash equilibria in the labor
market. But the wage curve—by itself—cannot determine which of these
combinations of w and H will occur.
To do this, we need one more piece of information. Think of this as

another line in the wage curve figure, as shown in the margin as Figure 11.12
whose intersection with the wage curve will tell us which of the possible
combinations ofwages and hours of employmentwill be aNash equilibrium.
To find this addition to the figure, we need an answer to the following

question: Given the level of labor productivity and the extent of competition
in product markets, what is the wage that will result in the number of
firms neither increasing nor decreasing? This is the wage such that total
employment in the economy is constant.

Figure 11.12 Looking for a
second equation in the wage
curve figure.
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We will discover that there is only one such wage.

Barriers to entry and the competition condition
We use the model of competition in Chapter 9 to study a long-run equi-
librium in which the number of firms is neither increasing nor decreasing.
Because some firms relocate or cease to exist for reasons unrelated to the
model, new firms must enter for the numbers of firms to remain constant.
As you saw in Chapter 9, attempting to enter a market is a gamble: it
requires investment that may not pay off if the entry attempt fails.
Whether the owners of a firm will attempt to enter depends on two

things:

• the economic profit (π̂E) that the owners can expect to receive if they are
successful, and

• the probability b that they will fail, not receiving that profit, but instead
losing their investment.
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If there are few firms in the market there will be little competition among
firms and prices will be high relative to costs. So expected profits will be
sufficient to motivate owners to attempt entry. If there are more firms and
competition is greater, prices will be lower so firms will not enter.
The competition condition tells us the unique relationship of prices to

wages—that is the real wage rate wc—that ensures the number of firms
will neither increase nor increase. This wage provides us with the extra
information that, along with the wage curve determines the total level of
employment in the economy.

!reminder In Chapter 9 you
saw that firms will attempt
entry as long as the expected
(accounting) profit rate of an
entering firm is not less than
the opportunity cost of capital
or π̂A ≥ ρ, or, what is the same
thing, that the expected rate
of economic profit
π̂E ≡ π̂A −ρ ≥ 0. Recall from Chapter 9 that a firm considering entering the market will

compare the costs of enteringwith the expected price atwhich they can sell
their output if they avoid failure. We use the same notation: p is the price at
which the good sells if the firm does not fail, wn is the money (or nominal)
wage, b (for barriers to entry) is the probability that a firm attempting to
enter the market will not be able to sell its product and fail, and γ is the
amount of output produced by a worker in an hour when working at the
no-shirking level.
The owner pays the workers at the beginning of the period and sells the

resulting product at the end of the period. So the opportunity cost of paying
the workers is the wage plus the opportunity cost of devoting the owner’s
resources to thewage rather than some alternative investment, orwn(1+ρ).
To simplify we assume that there are no inputs other than labor. So the

wage bill is both the only cost and the level of investment the owner must
devote to the firm. This is called “working capital” to distinguish it from
the value of the capital goods used in production which here we abstract
from. Because there is only one good in this economy—the firm’s output—
the real wage is the nominal wage divided by the price of the firm’s output
or w =wn/p.
The cost of producing a single unit of output is the hours of labor

required to produce one unit times the nominal hourly wage or al⋅wn, and
the opportunity cost of paying this amount to hire the labor necessary to
produce the good is (1+ρ)alwn.
The firm will attempt entry if:

Expected price = p(1− b) ≥ (1+ρ)wnal = opp. cost of attempted entry

The labor time it takes to produce one unit is (by definition) the inverse
of the productivity of labor or al = 1/γ.

COMPETITION CONDITION The competition condition is an equation giving the
unique relationship of prices to wages—that is, the real wage rate wc—such that
the number of firms will neither increase nor decrease given the productivity of
labor and the opportunity cost of capital.
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Using this fact, expressing this as an equality and rearranging we have
the result that real wage consistent with the competition condition, wc is:

wn

p
= (1− b)γ

(1+ρ) =wc (11.23)

The real wage will be higher:

• the more competitive the economy is, that is, the lesser are the barriers
to entry (b);

• the greater is the productivity of labor (γ), and

• the lower is the opportunity cost of capital (ρ).

Figure 11.13 shows the competition condition. If the wage is higher than
wc, then the expected (accounting) profit rate of a firm considering entering
the industry will fall short of the opportunity cost of attempting to enter
and so no firms will enter. Even if incumbent firms’ profit rates allow
them some economic profits on average, as in Chapter 8, some incumbent
firms will fail for chance reasons unrelated to our model: a bad managerial

Figure 11.13 The competition condition and the real wage. Given the extent of
barriers to entry, output per worker hour, and the opportunity cost of capital, the
real wage indicated by the competition condition divides the output per worker
between wages and profits in such a way that the number of firms does not
change. It is called the competition condition because its level depends on the
extent of competition, which is greater the lower are the barriers to entry so that
the number of firms competing is greater. Greater competition (lower barriers to
entry, more firms) allows a higher wage, shifting up the blue line.
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decision, becoming a target of some other firm’s predatory pricing, or the
death or departure of some critical personnel. With some firms leaving and
none entering, the number of firms will fall, and output and employment
will decline. If the wage is lower thanwc the opposite process occurs. Firms
will enter, producing more and hiring more labor.

M-NOTE 11.8 Barriers to entry and the competition condition

We can derive the competition condition expressing it as the requirement that
the expected rate of economic profit of the firm attempting entry is equal to
zero (π̂E ≡ π̂A −ρ = 0). Using the notation introduced in the text, we can write
the expected accounting profit rate as the ratio of expected net revenues to
the capital invested both expressed in per-unit terms. The amount of labor
time (working at the no-shirking effort level) required to produce a unit of
output is al. So:

The accounting rate of profit = p(1− b) −wnal
wnal

The numerator is accounting profits and the denominator is the investment
by the entering firm, both expressed per unit of output. We equate this
expression to the opportunity cost of capital ρ and rearrange the equation
to get an expression for the real wage:

p(1− b) −wnal
wnal

= ρ

p(1− b) −wnal = ρwnal
p(1− b) = wnal(1+ρ)

wn

p
= (1− b)

(1+ρ)al
Taking account of the fact that the inverse of the labor input requirement

for a unit of output, a−1l = γ, is the productivity of labor, we have the following:

wn

p
= (1− b)γ

(1+ρ) ≡wc = the real wage that meets the competition condition

which is the same equation as in the text, derived somewhat differently.

M-NOTE 11.9 A special case: unlimited competition and zero profits

If the economy were to be characterized by what Cournot called “unlimited
competition,” namely the complete absence of barriers to entry so that
b = 0, then (continuing from M-Note 11.8) we have the following relationship
between wages and the opportunity cost of capital, ρ:

wc = γ
(1+ρ)

Raise to the power (−1) ∶ γ
wc = 1+ρ

Isolate ρ ∶ (γ−wc)
wc = ρ (11.24)

The left-hand side Equation 11.24 is the accounting rate of profit, expressed
in terms of one hour of labor, or hourly productivity minus the wage (that is

continued
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profits per hour) divided by the capital invested per hour of labor (that is, the
wage itself). So this is equivalent to:

πE = πA −ρ = 0

This expression is the competition condition for an economy with unlimited
competition so that economic profits are eliminated. It is also called the
zero-profit condition. We consider this to be a special case because as b
approaches zero the number of firms in the industry (n) grows without limit,
as can be seen from Equation 9.36 repeated here:

nN = p(1− b) − c
bc

Prices, profits, wages, and employment

❯ EXAMPLE The economic
effects of immigration are
widely debated among the
public. This interview from
2006 with Christian Dustmann
(tinyurl.com/y3umsl4c), an
economic historian who
specializes in the effects of
migration, captures this
debate—in particular the
impact of migrant workers in
the British town of Swindon
(from the CORE project.
www.core-econ.org).

Putting the competition condition together with the wage curve in Figure
11.14 we have a model of the economy-wide labor and product market. But
this is not a conventional model of demand and supply. It is true that:

• at wages above the competition condition employment contracts, below
the competition condition employment expands; and

• on or above the wage curve workers supply the effort required by their
employer, below the wage curve they do not.

Be careful not to confuse the wage curve with a supply curve. The wage

M-CHECK The wage curve
can also seen as an answer to
the question: At any given real
wage, what is the largest
fraction of the labor supply
employed consistent with
workers being motivated to
work at the effort levels
dictated by their employers?

curve is not the “supply of labor.” The wage curve is not the answer to
the question: For each possible real wage, what is the amount of hours of
labor supplied? Instead, the wage curve is the answer to the question: At
each level of employment, what is the lowest wage consistent with workers
providing effort on the job, that is, working? The wage curve divides the
space in the figure into two regions.

• No production: At wages below the wage curve no production can take
place because workers are providing no effort.

• Feasible production: At wages on or above the wage curve workers are
working, so production is feasible (though firms may be leaving the
industry if the wage is too high).

Similarly, the competition condition is not a demand curve. The competi-
tion condition does not provide the answer to the question: if the wage isw

ZERO-PROFIT CONDITION This condition requires that when barriers to entry
are absent—the case of unlimited competition—expected economic profits are
zero in a Nash equilibrium.

https://tinyurl.com/y3umsl4c
https://www.core-econ.org
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how many hours of labor will be hired? Instead, the competition condition
divides the figure into two regions:

• At wages below the competition condition employment is expanding
because firms are entering, as long as the wage is on or above the wage
curve.

• At wages above the competition condition employment is contracting
because firms are exiting.

We now bring together the competition condition and the wage curve.
These two curves depict outcomes that satisfy two of the biggest challenges
for a modern capitalist economy:

• Investment: In the real economy production requires more than the
working capital to hire workers. The wage must be such that owners of
firms have the incentive to invest—constructing machinery and buildings
necessary to employ people (represented by the competition condition):
this is ensured by being on or below the competition condition.

• Work: The wage and level of employment must be such that workers have
the incentive to work hard and well. This is ensured by being on or above
the wage curve.

These requirements cannot be ensured by government order: firms can-
not be ordered to invest, and workers cannot be ordered to work. Because
thousands—even millions—of people—each independently pursuing their
own objectives—must act in ways consistent with these objectives, the
incentives have to be right.
In Figure 11.14 the wage curve and the competition condition divide

the space shown into four regions. In only one of them—on or below
the competition condition and on or above the wage curve—are the
conditions for both investment and work met. We call this the feasible
production region. In the other three regions it is the case that
either:

• firms are dis-investing, that is leaving so in the long run none will be
hiring; or

• workers are not working, so firms will not be employing anyone; or

• both.

Narrowing down our attention to the feasible production region, are any
allocations within it Nash equilibria? Recall that a Nash equilibrium is a
situation in which, given the strategies adopted by others, one cannot do
better by changing one’s own strategy. In the economy as a whole, this

! reminder Equilibrium
sounds like a good thing,
better than disequilibrium.
But, this model can explain
conditions under which in
equilibrium, wages would be
extraordinarily low,
unemployment substantial,
and inequality unacceptably
high. Here and in general,
equilibrium means nothing
more than that there are no
forces that will change the
situation other than
exogenous changes, that is,
from outside (external to) the
model.

means that at the equilibrium level of employment and real wage:
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Figure 11.14 Equilibrium in the product and labor markets of the whole economy.
Point n indicates the Nash equilibrium wage and employment levels, from which
the level of profits and unemployment (that is 1−HN) can be calculated.
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• owners of firms could not make more profit by changing prices or nominal
wages and thus altering the real wage: they are paying the least wage
consistent with workers working;

• workers could not do better by working harder or less hard: they are
working at the level required by the employer, and this is the best they
can do;

• firms leaving the economy are exactly offset by firms entering; and no firm
can benefit by expanding or shrinking its capital stock and hence their
demand for labor.

The first two points mean that the Nash equilibriummust be a point on the
wage curve. The last point means that the Nash equilibriummust be on the
competition condition. Therefore the Nash equilibrium is the intersection
of the two curves.
Figure 11.14 shows that the labor market does not clear: the total level of

employment, H, is less than the total hours of those seeking work H = 1.
When the proportion of the labor market HN is employed there remains
a proportion of workers represented by the complementary proportion
1−HN who remain involuntarily unemployed. Those workers would like a
job, but cannot get one.
We term this a long-run model because the process underlying the

competition condition—the expansion or contraction in the size or number
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of firms—requires building or scrapping equipment and buildings, a process
that takes months or even years to complete.
Starting from the point n in the figure, shifts in aggregate demand in the

economy associated with an export boom, or a collapse in investment, for
example, will not shift the wage curve or the competition condition; but
they can displace the economy away from the Nash equilibrium to higher
or lower levels (respectively) of total employment than HN.

! reminder You might recall
from an introductory
macroeconomics course that
aggregate demand is the
economy-wide demand for
goods and services rather
than just demand in one
industry or market. The unemployment that exists at the Nash equilibrium is termed

structural unemployment—meaning unemployment that results from
the fundamental structure of the economy including its technology and
institutions as represented by the two equations of ourmodel. On any given
day or year the level of unemploymentmay exceed or fall short of structural
unemployment as a result of the business cycle or anything else that results
in the actual unemployment rate being different from the structural rate.
The difference between structural and realized unemployment is called
cyclical unemployment.

CHECKPOINT 11.12 Total employment Explain the effect in the long run
on total employment of the following:

a. A change in technology making it easier to detect a shirking worker.

b. An increase in the unemployment benefit.

c. An increase in labor productivity.

d. An improvement in the expected profits to be earned by investing in
some other economy.

e. An increase in the supply of labor (for example by immigration).

11.12 MONOPSONY, THE COST OF INPUTS, AND
THE LEVEL OF HIRING
In amonopsonistic labormarket one or just a few firms hire a large fraction
of theworkers and themoreworkers they hire, themore they have to pay to
retain and motivate workers to work. The owners of the firm are interested
not simply in getting workers to show up (meeting their participation
constraint): theywant to provide incentives for theworker towork (meeting
their incentive compatibility constraint). And because there are costs of

STRUCTURAL UNEMPLOYMENT Structural unemployment is the unemployment
that results from the fundamental structure of the economy.

MONOPSONY A firm is a monopsony if it is the only buyer (or just one of a small
number of buyers) in a particular market for some good or service.



OUP CORRECTED PROOF – FINAL, 11/9/2021, SPi

Monopsony, the Cost of Inputs, and the Level of Hiring 651

finding and training new workers, the owners of the firm want to set wages
so that few workers will quit their jobs.
You have already seen that employers are wage makers. Firms set wages

so as to minimize the cost of acquiring the labor effort that is an input into
their production. In the case presented in panel (b) of Figure 11.3 this labor-
cost-minimizing wage is independent of how many hours of labor the firm
hires, as can be seen in Figure 11.4. But for monopsonistic employers there
is another dimension of wage-making: they know that their hiring decisions
make the wage what it is.

A monopsonistic labor market: Wage-making
The distinguishing characteristic of the monopsonistic employer is that,
taking the employer’s eye view of the labor market, he can pay less if
he hires fewer workers. This makes the monopsonistic firm similar to a
monopoly, duopoly, or other firm selling on a market with a limited number
of competitors: selling less is a profitable strategy, because it allows sales
at higher prices.
The difference is that in the case of monopsony it is in the market for

inputs that competition is limited and the objective of restricting output is
to limit buying, and hence reduce the prices of inputs. Of course a firm can
be both a monopoly and a monopsony, with limited competition in both the
market for its output and the market for its inputs.
Why does restricting the amount of hiring lower the labor costs of a firm?

Here are two major reasons.

• Company town or neighborhood labor market: A large fast-food chain may
find that it employs a significant proportion of the available low-wage
workers in the neighborhoods where it operates, particularly if the lack
of low-cost public transport makes it difficult for workers who live in one
neighborhood to work for firms located some distance away. In this case
if a firm employs more in a neighborhood it may have to pay more.

• Balancing quits and new hires: Owners and managers face the following
problem: they would like to maintain a level of employment that is just
enough to produce the profit-maximizing level of output. But in any given
period, say, a month, some fraction of workers will quit or retire. These
workers will have to be replaced by new hires from among those applying
for work. The firm will set the wage to balance the number of workers
leaving and new hires to sustain the desired level of employment. But

WAGE MAKER Employers are called wage makers because they typically decide
on (“make”) the wage to offer to particular workers either unilaterally, or through
bargaining with a trade union. The term is intended to contrast with what would
be a wage-taking firm (like a price-taking firm) that cannot alter the wage or price
to its advantage.
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because a larger firm will lose a greater number of workers in a month,
in order to attract a sufficient number of replacements, a firm that seeks
to maintain a higher level of employment will have to pay a higher wage.

! reminder In the previous
section and in Figure 11.14, we
used H to denote the total
hours of labor hired in the
economy as a whole. Here we
talk about a single firm and
therefore use h.

For these two reasons, the lowest wage at which a monopsonistic
employer can pay to motivate and retain workers is greater if he wishes
to hire more, so the wage depends on the amount of hours hired or
w =w(h). The average cost of labor is the wage: in this model the workers
are identical and they all are paid the same wage. This means that the firms
do not practice price discrimination, that in this case would be termed
wage discrimination (studied in Chapter 9). So the wage that all workers
receive is the average wage.
But for a monopsonist, the wage is higher if he hires more. This means

that the effect on total costs of hiring additional hours of workers’ time
M-CHECK The marginal cost
of labor is: Δw(h)h

Δh
(marginal cost of labor) is greater than the average cost of labor (the wage).
This is because hiring an additional hour adds to the total labor costs in two
ways:

• the age paid to the particular worker for the additional hour; plus

• the effect of this additional hiring on the wages of all of the otherworkers
currently employed by the firm.

These two bullets appear in M-Note 11.10 as the two terms in Equation 11.25
labeled marginal cost of hours.
We illustrate thismonopsony case in Figure 11.15. To facilitate the contrast

with the no-monopsony case we also show the outcome of where monop-
sony is absent studied in Figure 11.4. In this case the employer had used the
Solow condition to set a wagewN, and was hiring under conditions in which
the least-cost wage did not vary with its employment level. Equating wN to
the marginal revenue product of hours of labor at point n the employer
hired hN.
When monopsony is present, as in Figure 11.15, the employer will max-

imize profits by employing the number of hours such that the marginal
revenue product of worker hours is equal to the marginal cost. Figure
11.15 differs from Figure 11.4 in that the marginal cost of labor is no longer
the wage set by the Solow condition: it is now higher than the wage
because the average cost of labor function w(h) is rising with more hiring.
Figure 11.15 shows that the monopsonistic firm hires up to the point that
marginal revenue product equals the marginal cost of labor, that is, up to
point a, where the firm hires hM. From the figure you can see that the effects
of monopsony are:

• The firm hires fewer hours: Relative to a labor market in which the firm is
not a monopsonist, a monopsonistic employer will restrict employment,
hiring hM < hN as can be seen comparing points a and n in Figure 11.15.
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Figure 11.15 The monopsonist’s profit-maximizing level of hiring. Employment as
a fraction of labor supply, h, is plotted on the horizontal axis, and marginal
revenue product of hours hired, the wage per hour, and marginal cost of hours of
labor on the vertical axis. For the firm without monopsony power the wage is
determined by the Solow condition and is wN and in that case the
profit-maximizing level of employment (hN) is given by the intersection of
marginal revenue product (the downward-sloping blue line) and the horizontal
blue average and marginal cost line wN at point n. In the monopsony case, the
marginal cost of hiring exceeds the average cost; therefore the condition for profit
maximization (mrph =mch) is satisfied at point a with a profit-maximizing level of
hiring of hM . The employer pays a wage given by the point on the ach curve that
corresponds to the level of hiring hM , shown at the intersection at point m with
the wage wM . The monopsony therefore hires fewer hours of work (hM < hN) and
pays a lower wage (wM <wN).
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• Lower wages paid to workers: Because the monopsonistic employer hires
fewer hours, workers who are hired are paid less than they would be if
the cost of motivating and retaining labor were independent of the level
of hours hired and if, as a result, the employer had hiredmore. Remember,
the employer’s hiring decision was given by point a—where the marginal
revenue product of hours equals themarginal cost of hours. But the wage
paid is determined by the average cost of hours, that is, point m. So
wM(hM), is less than wN.

The model of the monopsonistic employer’s hiring provides a lens with
which to study a controversial topic: the effects of minimum wages.
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M-NOTE 11.10 Labor hours hired by a monopsonistic employer

Here we study the number of hours of workers’ time the employer will
hire, assuming that the amount of effort per hour is given (equal to eN as
determined by the Solow condition). So the marginal product of an hour is
just the marginal product of effort divided by a constant, namely eN .
All of the information is the same as in M-Note 11.3, except that the total

cost of hiring labor is no longer just wh because the wage rate, w, depends
on how many hours of labor is hired.
So, the profit function is now:

π = p (x(h))x(h) −w(h)h

To find the profit-maximizing level of hiring, as in M-Note 11.3, we differen-
tiate the profit function with respect to the amount of hours hired, h, and set
the result equal to zero.

𝜕π
𝜕h = 𝜕p

𝜕x
𝜕x
𝜕hx(h) +p (x(h)) 𝜕x𝜕h⏟⎵⎵⎵⎵⎵⎵⏟⎵⎵⎵⎵⎵⎵⏟

Marginal revenue product of hours

− (𝜕w(h)𝜕h h+w(h))
⏟⎵⎵⎵⎵⏟⎵⎵⎵⎵⏟
Marginal cost of hours

= 0 (11.25)

The marginal revenue product of hours is unchanged, but the marginal cost
of hours is now the average cost of hours—the wage itself—plus a term that
captures the effect of hiring more on the wage. Because the marginal cost of
hiring is higher than the average cost in the monopsonistic firm, but not in
the case of the fixed wage, the profit-maximizing monopsonistic firm will hire
fewer hours of labor.

CHECKPOINT 11.13 Monopsonistic hiring

a. What is monopsony? How is it different from or similar to monopoly?

b. Give examples of forms of monopsony other than in labor markets (think
of Walmart or Alibaba).

c. Explain why the monopsonistic firm will hire fewer workers, or purchase
fewer of other inputs, than an otherwise identical firm that is not a
monopsonist.

11.13 MONOPSONY AND THE COST OF HIRING
(NON-SHIRKING) LABOR
In January 1987, a headline in the New York Times read, “The right mini-
mum wage: $0.00.”18 The minimum wage at the time was $3.35 ($ 7.79 in
2020 dollars). The Times editors wrote: “there’s a virtual consensus among
economists that the minimum wage is an idea whose time has passed.
Raising the minimum wage by a substantial amount would price working
poor people out of the job market.”
They were not wrong about the consensus among economists at the

time: economists generally opposed minimum wages. The demonstration
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of how minimum wages were a misguided policy appeared in introductory
textbooks using a standard intersecting supply and demand graph. That
conventional figure showed that in the absence of any government inter-
vention the market would clear, with the quantity of labor supplied equal to
the quantity of labor demanded and anyone not working was doing so “vol-
untarily” as they would rather have leisure than work at the going market
wage.

✓ FACT CHECK We have
modeled monopsony—a
market for inputs with a single
dominant buyer—but the
results are similar for an
oligopsony, that is, a few wage
making firms. Alan Krueger
and Orley Ashenfelter found
that many service-oriented US
firms, such as H & R Block,
McDonald’s, Burger King, and
Jiffy Lube, had “no-poaching”
agreements that meant that
the firms would not try to hire
workers from other firms. By
limiting workers’ alternative
employment opportunities,
no-poaching agreements
reduce workers’ fallback
option and allow the firms to
pay lower wages without
violating the no-shirking
condition.19

With a minimum wage imposed at a level above the “market-clearing
wage,” the thinkingwent, the supply of laborwould exceed demand for labor
and unemployment would result. We used a figure of exactly this type to
teach what happens when prices are greater than market-clearing prices
in Chapter 9. But, as we have shown in this chapter and in Chapter 10,
labor markets and other markets with incomplete contracts generally do
not clear in equilibrium.
Since the early 1990s economists specializing in the labor market have

studied the effect of increases in the minimum wage on the level of
employment, primarily in the US. One of the pioneering studies by David
Card and Alan Krueger examined the 1992 increase in the minimum wage
from $4.25 to $5.05 in the US state of New Jersey by comparing firms on
either side of the border of New Jersey and Pennsylvania (which did not
have an increase in the minimum wage). They found that the increase in
the wage by almost 20 percent did not increase the rate of unemployment
nor did it decrease the number of hours hired.20

Their method was to look at hiring before and after the wage increase in
establishments in neighboring states, cities, or counties where a minimum
wage increase was either present or absent. This approach became the
standard way of evaluating these policies (making use of sophisticated
statistical methods). To the surprise of many economists, the estimated job
losses associated with a minimum wage increase have been either small
or even nonexistent. In some cases, the data suggest even a small positive
effect of the minimum wage on hiring.
As the evidence accumulated, economists began to reconsider their

conclusions about the adverse employment effects of the minimum wage.
In 2015 an elite panel of distinguished economists brought together by the
Booth School of Business at the University of Chicago were asked whether
they thought that raising the minimum wage to $15 (more than double the
national minimum wage then in force) would result in a substantially lower
employment rate for low-wage US workers relative to that under the status
quo. Only 26 percent thought that it would.21

HISTORY Paul Samuelson,
the first American to win the
Nobel Prize in economics,
wrote a path-breaking
introductory economics
textbook in the aftermath of
the Great Depression and
World War II. In his chapter
introducing the model of
supply and demand among
competitive price-taking
buyers and sellers, he warns:
“the demand for labor in the
United States cannot be
analysed by the methods of
this chapter.”22

While the size (and even the existence) of the adverse employment effects
of the minimum wage continue to be debated, many economists are now
skeptical about the adequacy of the simple supply and demandmodel when



OUP CORRECTED PROOF – FINAL, 11/9/2021, SPi

656 Work, Wages, and Unemployment

Figure 11.16 A research design to determine the employment effects of the
minimum wage. This map of the US shows (in blue) the paired counties that were
compared in one study, in most cases those located on the boundary of two
states with different levels and changes in the levels of the minimum wage.
Source: Dube et al. (2016).

Other counties
Contiguous border county pairs (with minimum wage difference)

applied to the labor market. We would like to see if the models you have
learned so far provide any clues about why in response to the minimum
wage the substantial hiring cutbacks expected by many economists have
failed to materialize in the data. There are two.

• The labor discipline model (Ford model) shows that a wage increase will
motivate workers to work harder, and this could partially offset the
additional costs associated with a minimum wage increase.

• The model of the monopsonistic firm’s hiring shows that the firm will
restrict its hiring if employing more workers raises the wage. But, if the
minimumwage is higher than themonopsonistic wagewM over the range
of hiring that it might want to do, then the minimum wage becomes the
newmarginal and average cost of hiring. This removes themonopsonistic
motive to hire fewer workers, because hiring fewer workers would not
allow the firm to pay a lower wage (because that would violate the
minimum wage law).



OUP CORRECTED PROOF – FINAL, 11/9/2021, SPi

Monopsony and the Cost of Hiring (Non-Shirking) Labor 657

Monopsony, labor discipline, and the no-shirking wage
The worker’s best-response function (for example, in Figure 11.3 (b)) shows
that paying higher wages will increase the effort workers provide; and this
could partially offset the costs of a wage increase imposed by law. The same
model also provides a reason why many employers are monopsonists, that
is to say, why the cost of hiring labor would be less if the employer hires
fewer hours.
The reason provided by the Ford model is similar to the “company town”

logic above. The firm’s own hiring:

• reduces the pool of unemployed workers in the local labor market
and this

• decreases the probability j that a fired worker will remain unemployed,
which

• raises the fallback option of employed workers (what they get if they are
fired) which therefore

• raises the least wage consistent with the worker providing the no-
shirking effort level.

✓ FACT CHECK Decio
Coviello and coauthors
studied the effect of minimum
wages on the earnings and
individual productivity of
workers in a large US retailer
that employs a substantial
fraction of all department
store workers. The (unnamed)
firm operates in all 50 states
and the researchers could
study more than 10,000
workers in over 300 stores.
The data allowed them to
contrast wages and
productivity in nearby stores
which differed along two
dimensions:

• one or more of the
locations before and after a
minimum wage increase;
and

• locations in which the
minimum wage increased
or stayed the same.

The researchers found that an
increase in the minimum
wage of 65 cents caused
individual productivity
measured by sales to increase
by 2 percent, consistent with
the idea that higher wages
provide incentives for workers
to provide more effort.23

This is why the average cost of labor, which in this model is just the
no-shirking wage, increases with the level of hiring. If the average cost
of labor is rising, then the marginal cost of hiring a non-shirking worker
must exceed the average cost. M-Note 11.11 shows how the economy-wide
wage curve can be repurposed to become the firm’s average cost of labor
curve in a local labormarket. The result is that the individualmonopsonistic
employer faces an average cost of hiring labor curve that is a city-wide or
other local version of the economy-wide wage curve (for example Figure
11.11, based on US data) introduced earlier.

M-NOTE 11.11 A monopsonist’s cost of (non-shirking) labor

The cost of (non-shirking) labor in a local labor market.
To illustrate the idea of a monopsony with the labor discipline model

mathematically, we consider the case in which there is just a single firm in
a local labor market that hires a substantial fraction h of the relevant labor
supply for this particular kind of employment in the location in question.
Similar to what we did when re-purposing the no-shirking condition for the

economy-wide labor market we write the probability of the terminated worker
remaining unemployed as a function of the level of employment, but here it is
in the local, not the national labor market: j(h). So, modifying the no-shirking
condition (Equation 11.19) to take account of the fact that the probability of
remaining unemployed depends on total employment, we have the following
no-shirking wage:

wN = B+u+ 1− t
tj(h)u

continued
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Worker quits and the probability of remaining unemployed
The no-shirking model did not take account of the fact that workers may

quit, so we now need to introduce the idea of worker quits. Let the rate of
current workers leaving the firm (quits) in any period be q, so the total number
of quits will be qh. The firm needs to hire workers to fill the positions it has
lost due to quits. The firm will therefore hire qh in every period to replace
those who have left. Let us consider the case where a terminated worker
may be rehired by his former firm perhaps in a different establishment: for
example, getting fired at one restaurant branch may not stop you from getting
a job at another branch of the same restaurant chain. We can then calculate
the probability that a terminated worker finds a job. Take the firm’s hiring qh
each period and divide it by the number of unemployed (1−h). This is the
probability a worker finds a new job: qh

1−h
. We also restrict qh < 1−h, which

means that the firm’s hiring (qh) must be less than the unemployment (1−h).
The probability a terminated worker remains unemployed, is therefore:

j = 1− qh
1−h

(11.26)

so as the firm’s own hiring h increases, the worker’s chance of not remaining
unemployed also rises.

M-NOTE 11.12 Why restricting hiring reduces labor costs

To find the effect of the firm’s hiring (a change in h) on the probability that
an unemployed worker will remain unemployed (j) we differentiate Equation
11.26 with respect to the number of workers (h), giving:

𝜕j
𝜕h = (1−h)(−q) − (−qh)(−1)

(1−h)2

= −q+ qh− qh
(1−h)2

= − q
(1−h)2 < 0 (11.27)

The fact that Equation 11.27 is negative means that if the firm hires more
(increases h), j will be less, so, the likelihood of the worker remaining
unemployed will decrease. And it also means that if the firm hires fewer
hours the likelihood that the terminated workers will be unable to find a job
increases. This illustrates the firm’s monopsonistic status in the labor market:
the fewer hours it hires, the worse will be the worker’s fallback position, and
hence the lower will be the no-shirking wage. (The case where the terminated
worker will not be rehired in her former firm can be modeled in similar
fashion. What matters is that Equation 11.27 is negative, which it will be in
this alternative treatment.)

CHECKPOINT 11.14 The monopsonist’s rising cost of (non-shirking)
labor
Give two reasons why the cost of hiring an hour of labor may increase

as the employer hires more.
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11.14 THE EFFECTS OF A MINIMUM WAGE ON
HIRING AND LABOR EARNINGS
It remains only to show that a monopsonistic firm–that is, one with a rising
cost of hiring (non-shirking) labor–may find it more profitable to increase
hiring when a minimum wage is imposed, rather than decreasing hiring.
There are two possible effects of interest:

• effects on the total wages paid to workers; and

• effects on the level of hiring.

Effects of the minimum wage on hours hired
With respect to the level of hiring, there are three cases to consider.

• No effect: the firm is already paying a wage higher than the minimum
wage, in which case we say that the mandated wage is not binding.

• Decreased hiring: the minimum wage results in the firm hiring less labor.

• Increased hiring: the minimumwage results in the firm hiring more labor.

❯ EXAMPLE In this video
(tinyurl.com/y4jgccg9) Arin
Dube describes his study that
found that, on average, raising
the minimum wage increased
the income of poor workers
(from the CORE project.
www.core-econ.org).

The first case will apply to many firms but it is not really of interest
because the minimum wage law has no effect. Figure 11.17 shows the firm’s
hiring decisions where the minimum wage is binding and it results in a
reduction in hiring. The dark-green curve—both dashed and solid portions—
is the average cost of labor defined by the no-shirking condition. The
marginal cost of an hour of labor is the light-green dashed curve. Why are
the average cost of hours andmarginal cost of hours curves at least partially
dashed? The answer is the orange horizontal line—the minimum wage. As
long as the average cost of hours—the no-shirking wage—is less than the
minimumwage, then the average-cost-of-hours curve is no longer the least
cost the employer can pay to employ (non-shirking labor). Paying wM(h)—
the average cost of hours—is sufficient to motivate the worker to work, but
it is not legal. The employer is required by law to pay more than it needs to
pay to avert shirking.
This means that the average cost of hours curve is no longer relevant.

This is why it is dashed. The solid minimumwage is now the average cost of
hours curve for levels of hiring less than hg—the amount of hiring at which
the average cost curve is equal to the minimum wage.
Because the average cost (meaning the minimum wage) is constant over

this range (0−hg) the marginal cost is equal to the average cost: hiring an
additional hour increases total costs by the amount paid for the additional
hour, wmin

d , and there is no effect on the wages paid to the other workers.
This is the reason why the marginal cost curve is also dashed.
So to the right of point g, it is the minimum wage that is irrelevant,

which is why that part of the line is dashed. Instead, we would have a solid

https://tinyurl.com/y4jgccg9
https://www.core-econ.org
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Figure 11.17 Monopsony hiring level with a minimum wage, Case I: a large wage
increase reduces hiring. In this case, a minimum wage like wmin

d that is higher
than the intersection at a results in a decrease in employment from hM to hd. The
local labor supply is assumed constant and equal to 1. For any employment level
less than hg the minimum wage is the lowest wage the firm can offer by law and it
exceeds the least wage that it would otherwise pay given by the average cost of
hours of hiring. So the average and marginal cost curves for hiring levels less than
hg are irrelevant: the average and marginal cost of an hour of a worker’s time is
the minimum wage.
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increasingmarginal cost curve for employment levels above hg (not shown).
See Figure 11.18 for a case where the solid portion of themarginal cost curve
is visible.
The effect of the minimum wage is, over some range of hiring, to break

the link between firm hiring and the cost of sustaining labor discipline and
hence the average cost of an hour. Over this range, the employer’s incentive
to restrict hiring so as to maintain lower hourly labor costs disappears.

✓ FACT CHECK The model
in which monopsony in the
labor market explains why
imposing (or increasing) a
minimum wage may have a
positive (rather than negative)
effect on firm hiring predicts
that where hiring is
dominated by just a few firms
we could see positive
employment effects, and
where monopsony is more
limited, we would find a
negative effect. This is exactly
what a study of the retail
sector of the US economy
(think Walmart) found: where
hiring was very concentrated,
the minimum wage effect on
employment was positive, and
where concentration was
limited the opposite was
observed.24

In the first case (Figure 11.17) the minimum wage results in a decreased
level of hiring, hd relative to the monopsony’s preferred hiring at hM.
In the second case, in Figure 11.18 theminimumwage results in an increase

in employment relative to the monopsony’s hiring. The difference between
the two cases is that the increase in pay over thewage that themonopsonist
would have paid in the absence of the minimumwage in Figure 11.17 is much
larger than the increase shown in Figure 11.18.
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Figure 11.18 Monopsony hiring level with a minimum wage, Case II: a smaller
wage increase increases hiring. Prior to the minimum wage, the monopsonist
hires hM as before equating mch =mrph. But the fixed wage given by the
minimum wage wmin

i becomes the marginal (and average) cost of hiring. Marginal
cost therefore intersects marginal revenue product at point i and determines the
amount of labor hired at hi. In this case, the minimum wage wmin

i is higher than
the monopsony wage wM and the amount of labor hired increases from hM to hi.
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Effects of the minimum wage on labor earnings
We have shown that the imposition of a minimum wage (or an increase in
the minimum wage) can result in either a decrease or an increase in the
amount of hiring done by a monopsonistic firm. The other question about
the effects of the minimum wage that we asked at the outset is whether
taking account of both the change in hours and the change in the wage
increases or decreases the total earnings of affected workers. There are
two cases:

• If the effect is to increase the hours hired, then the total earnings of
workers must rise (because in this case more hours are hired at a higher
wage). This is shown in Figure 11.18.

EARNINGS This term—sometimes called “labor earnings”—refers to income from
employment by a firm, government or some other employer, whether in the form
of wages or salaries.
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• If the effect is to decrease the hours hired, then the effect on total
earnings (hours times wages) could be either positive or negative. Figure
11.19 illustrates a case in which the gain in pay more than offsets the loss
in hours, so total earnings increase.

Figure 11.19 Change in worker
earnings from a minimum
wage. The minimum wage
reduces hours hired, but
those hours for which workers
are hired earn more. The total
earnings of low-wage workers
therefore increases.
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The empirical evidence from the US and the UK finds that increasing
the minimum wage raises the incomes of low-wage workers, and thereby
reduces inequality. The reduction in inequality is one of the main reasons
why many economists have come to have a more positive view of minimum
wages as a labor market policy.

Effects of the minimum wage on labor effort and turnover
Firms’ responses to an increase in the minimum wage go beyond a change
(including a possible increase) in the level of hiring.

✓ FACT CHECK When
minimum wage laws
mandated increased pay for
nursing assistants and other
poorly paid nursing home
staff in the US the health of
those in their care dramati-
cally improved. This is the
finding of a study of 7,700
nursing homes in 1,136
counties, comparing the
health of residents in nursing
homes that had experienced
wage increases that had not
been experienced by nursing
homes in neighboring
counties. The author
calculates that a 10 percent
increase in the minimum
wage nationally would lead to
approximately 15,000 fewer
nursing home deaths
annually.25

The imposition of (or increase in) a binding minimum wage will raise
worker effort level for the following reason. Prior to the imposition of
the minimum wage, the firm pays the no-shirking wage and workers are
working at the firm’s designated no-shirking level of effort. Now the firm
is required to pay a higher wage, so it will pay more than is sufficient to
motivate workers to work at the initial no-shirking level.
Faced with paying a wage that is higher than the no-shirking wage, the

owners of the firm do not have the option to lower the wage (which would
violate the law). So instead they can adjust upward the minimum (“no-
shirking”) level of effort the worker must do to avoid being terminated if
observed by the employer. Given that they must pay the minimum wage in
any case, this gains the employer greater effort per hour hired, at no cost.
The minimum wage thus inverts the logic of the no-shirking condition.

Initially the no-shirking condition told the employer the least wage (wN) it
could pay and still motivate workers to provide effort at the level e. With
a minimum wage greater than wN, the no-shirking condition, instead, tells
the employer what is the greatest amount of effort and associated disutility
u(e) that the firm could require as a condition for not being terminated
consistent with the worker working rather than shirking.
At the higher imposed minimum wage, workers will have the motivation

to conform to this new higher no-shirking level of effort. So, the cost of
paying the minimum wage will be partly offset by the effort increase by
workers.
A second effect—also favorable from the standpoint of the firm’s owners—

is that the higher wage paid by the firm will reduce the number of workers
leaving the firm. This will save the firm on the costs of recruiting and
training replacements.
But while the positive effect on effort and the reduction in turnover are

both favorable to the firm’s profit-making objective, they cannot fully offset
the cost increase imposed by the minimum wage. If this were possible, it
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✓ FACT CHECK Arin Dube
and his coauthors found that
for groups on which the
minimum wage was expected
to have a major impact (teens
and restaurants) an increase
in the minimum wage

• eliminated a substantial
number of
below-minimum-wage jobs;

• increased the number of
somewhat
above-minimum-wage jobs
by about the same number;
and

• very slightly increased jobs
paid more than the
minimum wage.

They also found that the
minimum wage increase
resulted in substantial
reductions in quits as fewer
people left their jobs, and a
resulting reduction in new
hires.

would mean that the firm had been paying a less-than-profit-maximizing
wage prior to the imposition of the minimum wage, and it would have
already raised the wage just to gain higher profits.

A broader picture: The minimum wage in context
To understand the effect of the minimumwage in an entire local labor mar-
ket or in the whole economy we would need to take account of additional
likely effects.

• Firm profits: The unavoidable negative effects on the firm’s profitability
would in the long run be expected to lead to the exit of firms, whichwould
both reduce hiring and could increase the degree of monopsony in local
labor markets.

• Changing demand: The redistribution of income from relatively high-
income profit recipients, who save a substantial portion of their income,
to low-wage workers who spend most of what they earn, could increase
aggregate demand, leading firms to hire more workers, at least in the
short run.

While the positive effects on aggregate demand might be substantial for
a minimum wage increase in an entire economy, they are unlikely to result
in any significant increase in jobs resulting from a minimum wage increase
enacted by a single city. The reason is that the increased earnings of those
benefiting from the minimum wage would, for the most part, be spent on
goods and services produced byworkers in the rest of theworld, not locally.
We return to a consideration of policies that can increase both wages and

employment and reduce inequality in Chapter 15.

Eliminating policies that restrict labor market competition
Minimum wages are not the only policy that can effectively raise the
earnings of low-wage workers. An alternative to imposing a minimumwage
is to make labor markets more competitive so as to limit the monopsonists’
ability to hold down wages by restricting hiring. Figure 11.20 shows the
comparison of the competitive labor market in which employers cannot
depress wages by hiring less, with the wagewN and the case of monopsony
with the wage wM <wN.

✓ FACT CHECK A
non-compete clause in the
contract of a $13 per hour
packer at Amazon in 2015:
“During employment and for
18 months after the
Separation Date, Employee
will not, directly or
indirectly, . . . engage
in, . . . manufacture, marketing,
or sale of any product or
service that competes or is
intended to compete with any
product or service sold,
offered, or otherwise provided
by Amazon . . . .” It’s difficult to
see how a worker fired by
Amazon could get any kind of
job at all without violating
this contract, which may be
the point.26

In Chapter 9 we described some of the rent-seeking strategies that
owners of firms adopt to reduce product market competition and as a
result increase profits. Similar competition-limiting strategies are adopted
in labor markets. Chief among these are non-compete clauses that prevent
either a current worker or a terminated worker from going to work for
a employer competing with her current employer. Non-compete clauses
were initially written into the contracts of a few scientists, top manage-
ment, and other high-level employees who might leave the firm, bringing
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Figure 11.20 Fraction of workers whose contracts have non-compete clauses.
Source: Starr et al. (2019).
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trade secrets to competitors. But in the US today roughly one in five
workers has agreed to such a restriction.
While non-competes are more common among well-paid, highly skilled

workers they are common also among workers like Amazon’s packers, who
are unlikely to have valuable trade secrets to pass on to a future employer
seeking to compete with the marketing giant. About a fifth of personal
care and services workers, for example are subject to such contractual
provisions as are one in ten food preparation and serving workers.

M-CHECK Non-compete
clauses and the probability of
remaining unemployed.
A non-compete clause means
that the terminated worker
can apply to only a fraction
μ < 1 of the job vacancies. As a
result, the probability of
finding work following
termination falls to:

Probability of finding work

= μ qh
1−h

which is less than without the
clause, because μ < 1. This is
how non-compete clauses
increase j the probability that
a terminated worker will not
find work and remain
unemployed.

These clauses prohibit, for example, a worker who was fired from or
quit a job with McDonald’s from taking any job in the fast-food business,
substantially limiting her chances of finding work.We show the effect inM-
Note 11.11. Prohibiting non-complete clauses in contracts would make labor
markets more competitive and, by improving workers’ fallback options, put
upward pressure on wages.

❯ EXAMPLE A “no-poach”
clause in the contracts of
McDonald’s franchise holders
commits them not to hire
anyone who has worked for
another McDonald’s outlet
within the past six months.27

CHECKPOINT 11.15 Non-compete clauses and work effort Suppose the
owner of a firm is considering imposing a non-compete contract on his
workers and he asks you to explain how it might affect the wage he will
have to offer to motivate his employees to work. Use the equation for the
no-shirking condition to provide a reply. Which variable (or variables) in the
equation might the imposition of the non-compete clause affect?

11.15 CONCLUSION
Developments in both theory and empirical studies have given economists
reason to think about not just the economics of labor markets, but also the
sociology and politics.
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The stimulus formuch recent theoretical research on labormarkets came
from dissatisfaction with the microeconomic aspects of macroeconomic
models of aggregate employment and unemployment. Macroeconomists
exploring themicroeconomics of Keynesianmodels of unemploymentwere
prominent among the early innovators. Models based on incomplete con-
tracting for effort or other aspects of the labor exchange explained how a
competitive equilibrium could exhibit involuntary unemployment, thereby
narrowing the gap between theory and empirical observation.
We do not knowwhat Henry Ford had inmindwhen in 1914 he announced

the $5 day wage. The fact that output per worker hour more than doubled
following the increase suggests that workers’ effort rose substantially. (Ford
increased the level of supervision along with the wage, so the likelihood
that slack work would be tolerated undoubtedly fell.) Whether the workers’
increased effort was a response to the carrot of Ford’s seeming generosity
or to the stick of closer supervision and increased employment rents, we
cannot say.

MAKING CONNECTIONS
Contracts: Between workers and employers, whether negotiated individually
or collectively (by a labor union) cover important aspects of the interaction—
hours, wages, and working conditions—but not others—how hard the person
works, whether they quit, and many aspects of the quality of the work.
Complete and incomplete contracts are contrasting institutions or rules of the
game.

Price-making and wage-making: We have studied two categories of price-
making: wage-setting by monopsonists facing limited competition in the
labor market, and the choice of a labor-cost-minimizing wage as part of the
employer’s labor discipline strategy.

Institutions, fairness, and Pareto efficiency: The Nash equilibrium for
interactions governed by incomplete contracts is Pareto inefficient, but the
worker is better off than she would be with complete contracts.

Incentive compatibility, participation constraints, and constrained opti-
mization: Because the labor contract is incomplete, the employer is constr-
ained by the incentive compatibility constraint governing how hard the worker
works, and in order to maximize profits pays the worker more than the
minimum to just satisfy her participation constraint.

Conflicts over mutual gains made possible by exchange: The labor mar-
ket is characterized by conflict over the mutual gains from employment. This
conflict is not resolved in a contract, but is determined “on the ground” in the
strategic interactions between the employer and the worker. A more complete
labor contract favors the employer in this conflict.
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Limited competition and inequality: As in Chapter 9, in this chapter, we
found that limited competition among firms—here in the market for workers’
time, not for the output of the firm—raises the profits of owners.

Non-clearing markets, rents, and power: Employers are on the short side
of a non-clearing market; workers and the unemployed are on the long side.
The employer’s threat to terminate the rents that employed workers receive is
the basis of the employer’s power and labor discipline strategy.

The whole economy: Integrating the labor discipline model with the Cour-
not model of competition among firms in product markets provides the basis
for analyzing wages, the markup, profits, and unemployment in the whole
economy and to understand why the labor market does not clear and why
limited competition on product and labor markets will result in lower wages
and greater unemployment.

Evidence: Data on job rents, on howwages, and work effort vary with the level
of employment, and on employers’ monitoring of work effort are consistent
with the predictions of the model.

IMPORTANT IDEAS
(in)complete contract employer labor discipline model
worker/employee Solow condition contingent renewal contract
self-employment reservation wage fallback
unemployment benefit Nash equilibrium short-side power
Pareto (in)efficiency no-shirking condition excess labor supply
long side of the market workplace amenities wage curve
marginal revenue product (hours) whole economy labor market opportunity cost of capital
zero-profit condition labor supply labor demand
minimum wage competition condition non-compete clause
no-poaching clause monopsony minimum wage
quit rate Ford model
disutility (of effort) employment rent
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MATHEMATICAL NOTATION
Notation Interpretation

u utility function of the worker

u disutility of effort (parameter of worker’s utility function)

y income received by the worker

e worker’s effort

e no-shirking level of effort

p price that the worker receives from a good she produces

w wage that the worker receives

w worker’s reservation wage

B unemployment benefit (government payment to jobless worker)

cp employer’s cost per unit of effort w/e

cN Nash equilibrium cost per unit of effort

t termination probability

z worker’s fallback position

s length of unemployment spell

v(w,e) value of job

H employment rate (whole economy)

h hours of labor hired by a firm

l total labor (h ⋅ e) hired by an employer

j probability of remaining unemployed/jobless

u unemployment rate

q quit rate

π( ) employer’s profit function

μ markup ratio

γ productivity per worker hour, which is a−1l

al number of labor hours required for one of output, equal to γ−1

ρ opportunity cost of capital

Note on superscripts and subscripts: N: Nash equilibrium (incomplete
contract); M: monopsony; other superscripts and subscripts refer to the
hours or effort level of the worker or to particular points in figures.



CHAPTER

12 INTEREST, CREDIT, AND
WEALTH CONSTRAINTS

[It] cannot be expected that . . .managers . . . of other people’s money than their own . . .
should watch over it . . . with vigilance.

Adam Smith,
Wealth of Nations (1776)

DOING ECONOMICS

This chapter will enable you to:

• Explain how legal institutions—the rules of the game affecting bankruptcy and limited
liability—and the nature of the information available to lenders result in incomplete credit
contracts.

• Understand why the Nash equilibrium of a lender-borrower interaction is Pareto ineffi-
cient, even with unlimited competition.

• Show that people without wealth may be excluded from the credit market, while wealthier
borrowers will pay lower interest rates and can finance larger projects of lesser quality.

• Provide empirical examples of the credit market disadvantages of those with limited
wealth.

• Explain how barriers to entry limit competition in the credit market, reduce the total rents
available to lenders and borrowers, and redistribute the rents in favor of the lenders.

• Indicate the similarities and differences between the lender-borrower relationship and
other principal-agent relationships you have studied, namely Benetton and the subcon-
tractor, and the Ford Motor Company and the worker.

• Show how the credit market provides a way of understanding both the Keynesian mul-
tiplier and the way that that monetary policy can affect aggregate demand—particularly
expenditure on housing and consumer durables.
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12.1 INTRODUCTION: WHY MARY BOLENDER’S
CAR WOULD NOT START
Her daughter’s asthma was acting up and the 10-year-old had a fever of
103.5 degrees Fahrenheit (39.7 Celsius). Mary Bolender of Las Vegas (US)
knew she had to get her to the hospital fast.
But that didn’t happen.

Figure 12.1 Interest rates on
payday loans run in the many
hundreds of percent annually.
Photo ©mikeledray/Shutterstock

Her car would not start. Therewas nothingwrongwith the 2005 Chrysler
van. Nothing except that the starter had been remotely disabled by the
lender fromwhom she had borrowed the funds to buy the car. Her monthly
check to the lender was three days late. The lender, C.A.G. Acceptance of
Mesa, Arizona had agreed to lend her the funds only after installing a device
that can be remotely activated to make it impossible to start the car.
In 2014, about two million vehicles in the US had these devices installed.1

They do more than make the car unusable if you get behind in your loan
repayment. Somedevices send out loud beeps that becomemore aggressive
as the due date for the check to the lender nears. The devices also can
track the location of the vehicle: some include a “geo-fence” that informs
the lender if the borrower is no longer driving to and from their job.
The tracking capabilities allow the lender to quickly repossess the car

if the borrower does not pay up. For the lender this is a big improvement
over the old days in which they hired ‘repo men’ (polite version: reposses-
sion agents) who would cruise neighborhoods looking for the vehicles of
borrowers in default, and then tow them away.
To get her van back on the road, Bolender had to pay $389, money that

she didn’t have that day when her daughter needed treatment. (As far as we
know, the child is fine.) “I felt absolutely helpless,” she said. John Pena, the
general manager of the company that installed the device in her van sees
it differently. Without the new technology, he said “we would be unable to
extend loans.”

❯ EXAMPLE Of course
borrowers do not lack
ingenuity, and ways of
disabling the disabler have
circulated on the Internet.
Oscar Fabela left a film with a
date only to find that his car
would not start and the
device was screeching like a
burglar alarm. The two of
them got the car going but the
date was not impressed. “It
didn’t end well,” he said. In
response to borrower
pushback, one device maker
has produced a fake disabler
(named the Decoy) that is
installed visibly along with the
hidden real device so that
people will think they have
turned the device off when it
is actually still installed. See
the following video for an
explanation
(tinyurl.com/y4gnseel).

Bolender’s experience indicates the possible misuse of the devices: on
the day she needed to go to the hospital, the lender could not legally have
repossessed her van, but they were able to disable it. But Pena, the lender,
is right in stressing that without the devices many more people would
be rejected when they need a loan, or would be charged extraordinary
interest rates.
Borrowing to buy a car is a lot easier than borrowing to buy a meal or

pay the rent. The reason? When you buy a car on borrowed money, the
loan contract generally gives the lender the right to take the car if you
do not repay on the contracted schedule. The car in this case is what is
called collateral, that is, a transfer of ownership of something of value to

COLLATERAL An asset that a borrower pledges to a lender as a security for a
loan. If the borrower is not able to make the loan payments as promised, the
lender becomes the owner of the asset.
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the lender should the loan contract be violated by the borrower. Lending
to someone to pay for food or to pay the rent is much riskier for the
lender because there is typically no collateral. These are what are termed
unsecured loans.
Where lenders find it difficult to ensure repayment or to seize the collat-

eral, they typically do not lend money. But if they do, then the probability
of not getting the money back is built into the interest charged. In New
York City people in need of cash take out short-term loans to be repaid
when their next pay cheque comes in. These payday loans bear interest
rates between 350 per cent and 650 per cent per year. The legal maximum
interest rate in New York is 25 percent.2

We know a lot about these practices in New York because in 2014 the
“payday syndicate” offering these loans was charged with criminal usury in
the first degree and the prosecution described their illegal dealings in some
detail. In Illinois, the typical short-termborrower is a low-incomewoman in
hermid thirties ($24,104 annual income), living in rental housing, borrowing
between $100 and $200 and paying an average annual rate of interest of 486
percent.3

Seemingly extraordinary aspects of modern economies such as “payday
loans” at usurious and illegal interest rates and “starter interrupt” devices
installed in cars are explained by the incomplete or unenforceable nature of
contracts. The promise to repay the loan is sometimes nomore enforceable
than an employee’s promise to work hard and well. These two examples—
payday loans and starter interrupt devices—are just a small window into the
workings of a credit market, the subject of this chapter. In a credit market
lenders (banks, payday lenders, and other financial institutions) provide
loans to borrowers (people and companies) who commit at some future
date to repay the amount borrowed plus an additional percentage of that
amount, which is called the interest on the loan. The lenders are the supply
side of the market (they are supplying the loans) while the borrowers are
the demand side.
We will see that a sizable fraction of populations for which we have data

are either unable to borrow at all or unable to borrow asmuch as theywould
like at the interest rates being charged by lenders. At the going price (the

USURY Unreasonably, unethically, or illegally high interest rates.

CREDIT MARKET In a credit market, lenders (banks, payday lenders, and other
financial institutions) provide loans to borrowers (individuals and companies)
who commit at some future date to repay the amount borrowed plus an
additional percentage of that amount, termed the interest on the loan.
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rate of interest) they are unable to borrow the quantity they would like (or
even at all): they are called quantity-constrained borrowers.
Think how odd this is. Youwould definitely find it strange if you were told

that half of all families were unable to purchase some commodity, say, milk
at all, even if they had the necessary budget, or that they could purchase
2 liters but not 3. In the next section we will see that this is exactly what
occurs in credit markets: large numbers of individuals are unable to “buy”
any credit at all or the amount they would like at the interest rates being
charged.

12.2 EVIDENCE ON CREDIT AND WEALTH
CONSTRAINTS
In the credit market, many who would like to borrow:

• are excluded from borrowing entirely (unable to borrow), or

• face limits on how much they can borrow (can’t borrow as much as they
wish), or

• pay extraordinarily high rates of interest when they do succeed in getting
a loan.

Those who cannot borrow at all are termed credit-market excluded. The
credit-market excluded, alongwith thosewho face limits on howmuch they
can borrow or face very high rates of interest are called credit constrained.
Where borrowers face these limitations due to their lack of wealth or low
income, they are termed wealth constrained.
How do we know if a family or business is credit constrained?

! reminder A person or
business is said to be credit
constrained if: (a) they are
excluded from borrowing
entirely, (b) they face limits on
how much they can borrow, or
(c) they pay extraordinarily
high rates of interest when
they do succeed in getting
a loan.

Quasi-experimental measures of credit constraints
Economists look for situations that are like experiments in which we study
the actions taken by people who are similar except that some unexpectedly
get access to funds (for example an inheritance) and somedonot. If a person
is not credit constrained, then having extra funds should not lead to any
change in business practices or behavior: if a change would have raised
profits, then funds could have been borrowed for the purpose.

CREDIT CONSTRAINTS A person or business is said to be credit constrained if:
(a) they are excluded from borrowing entirely, or (b) they face limits on how much
they can borrow, or (c) they pay extraordinarily high rates of interest when they do
succeed in getting a loan.

WEALTH CONSTRAINTS Any restriction on the kinds of contract one can engage
in due to a lack of wealth is called a wealth constraint.
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So if the surprise arrival of additional funds changes behavior, then it
means that before their good luck they were credit constrained. Here is
some evidence from the UK:

• In one study the inheritance of approximately $27,374 doubled a typical
British youth’s likelihood of setting up a business.4

• Another study found that people were much more likely to go into
self-employment shortly after inheriting wealth, and that inheritance
leads the already self-employed to increase the scale of their operations
considerably.5

• Research on homeowners found that a 10 percent rise in value of housing
assets that could be used as collateral in the UK increases the number of
startup businesses by 5 percent.6

Here is another example. In 2011 the government of Nigeria invited
aspiring entrepreneurs under the age of 40 to submit business plans for
either startup firms or improvements on existing firms, offering the most
promising proposals training in business and networking opportunities.
Among those plans judged to be superior, a random selection would be
offered an unconditional grant equivalent to almost $50,000. Twenty-four
thousand plans were submitted and 720 plans were selected by a lottery
from a group of these proposals that were judged to be well conceived.7

By comparing those randomly selected to receive the grant with those
who were not selected, this program—called YouWiN!!—provides an ideal
experiment for assessing the ways that credit-market exclusion and wealth
constraints limit businesses. If the young entrepreneurs had been able to
borrow all they wished at the going rate of interest, then the grant would
have had no effect on how they ran their business. It just would have made
them richer, allowing them to consume more, or to save and use their
$50,000 to purchase stocks in other companies or lend it to others.
But, tracking what the companies did through 2015, that is not what

happened. They had good projects that they previously could not finance
or they had projects which they had succeeded in financing, but on a scale
less theywould have been profitable. The luckywinners used their grants to
expand their businesses. They purchasedmore equipment and other capital
goods and as a result hired more labor. New firms were created, and they
were profitable and survived.
Even more dramatic evidence of credit-market exclusion comes from

an experiment in Sri Lanka. A sample of 408 very small businesses were
randomly divided into those that received a grant worth about US$100 and
the control group that received nothing. The researchers then collected
information on the subsequent investments, sales, and profits of the two
groups. The firms that received the grants earned extraordinary profits
equal to about 60 percent of their capital stock annually. If additional funds
made profits of this magnitude available, these firms surely would have
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Figure 12.2 Measures of credit market exclusion and credit constraints in the Us
in 2019. These data are from US households surveyed in the 2019 and 2020 Survey
of Household Economics and Decision making (SHED). This survey, conducted by
the US Federal Reserve Board, measures the economic well-being of US
households and identifies potential risks to their finances.
Source: https://www.federalreserve.gov/consumerscommunities/shed.htm.
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 interest rates (between 16% and 20%)

Percent of people that cannot  cover 3 months'
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borrowed if they could have (the rate of interest that banks charge in Sri
Lanka between 12 and 20 percent). But they could not.8

Who is constrained and how many are they?
Another way to measure the extent of credit constraints is simply to ask
people if they have been denied credit, or if they believe they would be
were they to attempt to borrow. This survey-based evidence along with
the quasi-experimental data provide an estimate of the extent of credit
constraints.
The US Federal Reserve Board (the nation’s central bank) surveyed US

families in 2019 and 2020, with results for 2019 shown in Figure 12.2. (The
results for 2020 may be atypical due to economic impact of the COVID-
19 pandemic.) They found, for example, that among loan applicants with
incomes less than $40,000 over half were credit constrained, that is unable
to borrow at all, or not able to borrow the amount they wished. More
than half of all families were paying rates between 16 and 20 per cent a
year on their credit card debt (four or five times the rate of interest that
homeowners were paying on their mortgages). Thirty percent reported
they would be unable to cover their expenses from any source (including
savings and borrowing) if they lost their primary source of income for three
months (as many did during the pandemic).
Further evidence that credit constraints are common, even in high-

income countries, comes from another study using a quasi-experimental
strategy. It exploited the fact that credit card borrowing limits are often
increased automatically (and from the card-holder’s viewpoint, unexpect-

https://www.federalreserve.gov/consumerscommunities/shed.htm
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edly).9 If borrowing increases in response to these exogenous changes in
the borrowing limit, we can conclude that the person was credit con-
strained.
Based on the borrowing behavior of US families, the authors found that

“increases in credit limits generate an immediate and significant rise in
debt.”10 Gross and Souleles estimate the extent of credit limits as follows:

✓ FACT CHECK In studies of
household surveys, one
person in the household is
typically designated as the
main decision maker or
household head. Differences
in the characteristics of the
household head have been
shown to be relevant for a
variety of economic outcomes,
as the study in Italy shows.

It is plausible that many of the one-third of households with-
out bankcards are [credit-]constrained . . . Of the two-thirds with
bankcards, the over 56 percent who are borrowing and are pay-
ing high interest rates (averaging around 16 percent) might also
be considered liquidity-constrained, lacking access to cheaper
credit. Combined with the households lacking bankcards, they
bring the overall fraction of potentially constrained households to
over 2/3.11

A study of Italian households found that those who did not borrow either
because they were denied credit or believed they would be refused credit,
were more likely to be larger poorer families, with an unemployed, less
well-educated, female, and younger head of household.12 Moreover, by
comparison to families unlikely to face credit constraints, poorer, younger,
families with more uncertain sources of income (self-employment rather
than pensions, for example) tended to avoid holding risky assets, consistent
with the view that credit-constrained people enjoy lower expected income
from the investments they do make.
In sum, credit constraints are common in both high- and lower-income

economies. A principal-agent model of lending and borrowing with an
incomplete credit contract will explain why this is the case, and illuminate
its consequences for how the economy works.

CHECKPOINT 12.1 Credit constraints and COVID-19 What do the data in
Figure 12.2 tell you about how U.S. families were likely affected by the 20.4
million jobs that were lost fromMarch 2020 to June 2020 due to the COVID-19
pandemic.13

12.3 THE WEALTHY OWNER-OPERATOR CASE
To build up themodel we start with two cases that do not involve borrowing
with an incomplete credit contract:

• a person wealthy enough to own and operate a risky investment project
without borrowing; and

• a person who must borrow the funds to invest in the project but (unreal-
istically) secures a loan with a complete contract.
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The project we consider is risky in the sense that it may fail or succeed,
and while the operator of the project (the borrower) can influence which
of these is more likely to happen, there is no way to ensure that the project
will with certainty yield a positive income.
We continue the analysis of risk in the next chapter, where we introduce

what is termed “risk aversion” namely a preference for the “sure thing” over
a risky bet with the same expected payoff. (A risk-averse person would
prefer $100 with certainty than a coin flip to see if she receives either
nothing or $200.) The lack of risk aversion is termed risk neutrality, which
is what we assume in this chapter.

A risky project
Antonio invests in a project that requires an amount $k to carry out. We will
call this amount $1 but it could represent $1 thousand or $1 million. Imagine
that the “project” is a machine that has a dial on it by which Antonio can
regulate its speed of operation, ranging from 0 to 1. The machine produces
goods in proportion to the “speed” at which it is run. But the faster Antonio
runs the machine, the greater is the likelihood that the machine will break
and destroy itself and all of its output. Going forth, we will use the words
“project” and “machine” interchangeably.
In the Benetton and Ford models we have represented the agent’s objec-

tives by a utility function. Here we treat his expected income as a measure
of his utility, the quantity that he will maximize.
We assume that f, the probability that the machine will break (i.e. fail),

is simply the speed at which it is run (so f represents both fail and fast). It
surely will not break if it is not operated (f = 0) and it surely will break if it
is run at top speed (f = 1). If the machine does not fail while in operation,
it becomes worthless at the end of the period. The goods produced are
available at the end of the period under the condition that the machine has
not failed.
So, increases in the speed of the machine f represents both:

• Higher potential income: Greater income from the investment (higher
output for higher f, therefore more goods sold which is the basis of
Antonio’s income).

• Greater chance of failure: Higher probability of failure when he runs the
machine faster.

How Antonio evaluates this trade-off depends on how he feels about
taking risks. Here we assume that Antonio wants to maximize his
expected income (so he does not care about the risk, he is said to be
“risk neutral”).
Machines differ in how good they are. We let q, a positive constant,

represent the quality of the project: higher-quality projects result in more
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income for any given speed at which themachine is run. The project results
in either:

• Success: income of qf if it succeeds; or

• Failure: 0 income if it fails.

M-CHECK The probability of
failure depends only on the
speed at which the machine is
run, not its quality (q). We
could represent quality as a
reduction in the probability of
failure at any given speed, so
that, for example, q varies
from 0 to 1 and the probability
of failure is (1− q)f. In this
case the top-quality machine
(that is, q = 1) even when run
at top speed would be
indestructible! But, ruling out
that case, this alternative
model would produce similar
results to what we have
assumed here.

The owner-operator’s choice of a risk level
Antonio will sell the output of the machine, so we have Antonio’s expected
revenues from operating it (remember “Pr” should be read as “the proba-
bility of”):

Expected revenues = (0×Pr. Failure) + (qf×Pr. Success)
r(̂ f ) = 0 ⋅ f+ qf(1− f )
r(̂ f ) = qf(1− f ) (12.1)

His expected income ŷ( f ) from the project must include the opportunity
cost of the $1 that he could have invested in some other project, that is,
1+ρ where ρ is the opportunity cost of capital. If the owner-operator had
not bought the machine and instead had invested the $1 it cost at the risk-
free interest rate ρ, he would have had (with certainty) $1+ρ at the end of
the period.
His expected income from investing in the project is therefore

Expected income = Expected revenues −
Opportunity cost of the investment

ŷ( f ) = qf(1− f ) − (1+ρ) (12.2)

In Figure 12.3 we show Antonio’s expected income from the project and how
it depends on how fast he runs the machine.
Antonio is the owner-operator—he owns the machine and he owns any

output that it produces—so he would vary the speed at which he runs
the machine ( f ) to maximize his expected income on the project and
set f = fa = 1/2 and (inserting this value in Equation 12.2) have expected
income of q/4− (1+ρ), as illustrated by point a in Figure 12.3, and shown in
M-Note 12.1.
Having determined how fast he will run the machine if he invests in the

project, Antonio now has to decide whether to do it. Because we have
assumed that his next-best alternative is the risk-free return 1+ρ we can
see from the figure that he makes an economic profit on the investment
(income greater than opportunity cost of capital). So he should undertake
the project.
You will see from Figure 12.3, and as is shown in M-Note 12.1 that the

opportunity cost of capital ρ affects whether Antonio will undertake the
project, but not the speed at which he runs the machine if he does.

✓ FACT CHECK Though a
probability of failure of 50
percent may seem high for
Antonio’s project, in the US
data from the Bureau of Labor
Statistics say that roughly 50
percent of new businesses fail
within their first five years of
operation. About 20 percent
fail within the first year.
Businesses seeking to
produce an innovation of
some kind—a new app or a
new pharmaceutical—are
especially likely to fail. But
our model does not attempt a
realistic picture of risks, it is
instead a way to think through
the logic of incomplete
contracting in risky
situations.14
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Figure 12.3 Risk and expected income. If the machine is not operated at all
(f = 0) then the expected income is negative, namely the opportunity cost of the
$1 project. Starting from a low level of risk, increasing the risk taken initially
increases the expected income (ŷ). Eventually adopting an even more risky
strategy leads to lower expected income. The maximum expected income,
ŷa( f ) = q/4− (1+ρ) is achieved when the operator chooses f = fa =

1

2
. Read

M-Note 12.1 to make sure you understand the calculations.
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M-NOTE 12.1 Maximum expected income: the owner-operator case

Antonio will vary f to maximize ŷ( f ). To do this he uses Equation 12.2 and the
first-order condition for a maximum, that is dy ̂

df
= 0:

Expected income ŷ = qf(1− f ) − (1+ρ) = qf− qf2 − (1+ρ)

First-order condition
dŷ
df

= q− 2qf = 0

Isolating f: f = q
2q

= 1
2

(12.3)

So Antonio maximizes expected income by running the machine at f = 1

2
.

Notice that the opportunity cost of capital ρ does not enter into his deter-
mining the speed that maximizes the income of the project.
We can now substitute f = 1

2
into the expected income, ŷ:

ŷ = q
1
2
(1− 1

2
)− (1+ρ)

= q
4
− (1+ρ)

Therefore, Antonio’s expected income is a positive function of the quality
of the project.
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CHECKPOINT 12.2 When would Antonio decide
not to invest in the project?

a. Redraw Figure 12.3 showing a case in which Antonio would decide not to
invest in the project.

b. If ρ = 0.05, what is the smallest value of q, the quality of the machine,
such that Antonio would decide to invest in the project?

12.4 COMPLETE CREDIT CONTRACTS: A
HYPOTHETICAL CASE
To introduce credit, we now consider the case in which Antonio has no
wealth and therefore he can’t self-finance his project (pay for the initial
investment himself ). Instead, he needs to borrow the funds from a lender,
Parama. To allow us later to clarify the difference that the incompleteness
of the credit contractmakes, we beginwith a hypothetical case inwhich the
lender can include in the loan contract the degree of risk that the borrower
takes. So the “speed dial” on the machine is not only visible to the lender,
but also the information it shows is verifiable and can be used to enforce a
contract.

Interest, repayment, bankruptcy, and limited liability
Parama, the lender, is in the business of making money, so she will want to
make a profit from her loan. At the end of the period for which the loan is
granted, in addition to requiring Antonio to repay the principal—the amount
of the loan, $1 in this case—she will require an additional amount, called the
interest on the principal. The interest rate i is a percentage of the principal
that is added to the amount the borrower is required to repay. At the end
of the period, Antonio is required to repay Parama the amount principal
multiplied by δ called the interest factor which is:

Amount repaid = Principal + interest

= Principal× (1 + interest rate) = Principal× (1+ i)
= Principal ⋅δ (12.4)

When the principal is $1, as in the case we model, then the amount repaid
equals δ itself, which is equal to 1+ i (one plus the interest rate). But, just
as operating the machine is risky for Antonio, lending money to him is also
risky for Parama. The reason is that in most legal systems laws concerning
bankruptcy and limited liability mean that if the project fails the lender may
not be able to recover the loan. If the project fails, then the lender may not

INTEREST FACTOR The interest factor, δ, is one plus the rate of interest.
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take the borrower’s house or other assets except those specifically pledged
as collateral for the loan. We simplify by assuming that if the project fails,
Antonio pays back nothing: an aspect of the model that is crucial to what
follows.

! reminder Unfortunately,
there are two meanings of the
word principal that we have to
use in this chapter and we
don’t want to confuse them.
First, principal is used to
describe the lender involved
in a principal-agent
relationship, such as the
lender-borrower relationship
we describe. Second, the word
principal also has a particular
meaning in finance: the
principal is the initial sum or
investment amount lent out
by a lender to a borrower,
such as the proportion of $1
that Parama lends to Antonio
in our example.

Antonio therefore has two possible incomes:

• Project does not fail: With probability 1− f the project succeeds, giving
Antonio revenue of qf. He must also repay the principal his loan plus
interest—that is, the interest factor (δ)—so his income is: qf−δ.

• Project fails: With probability f the project fails, so he receives no revenue
and, because of limited liability, he does not pay back the loan. His income
is zero.

Antonio’s expected income is the sumof these two incomes—that is, qf−δ
and zero—weighted by the probability that each occurs:

Expected income ŷ(δ, f ) = (1− f )(qf−δ)⏟⎵⎵⎵⏟⎵⎵⎵⏟
success

+ f ⋅0⏟
failure

(12.5)

The lender’s expected economic profits
Whether the project fails or succeeds, the opportunity cost of the funds
Parama lends to Antonio is (1+ρ). We assume that she, the lender, wishes
to maximize expected economic profits, meaning the expected repayment
of the loanminus the opportunity cost of the funds lent. Like Antonio there

! reminder Economic profit
of a project is its income
minus its costs including the
opportunity cost of the funds
devoted to the project. We use
the term ‘profits’ here to
mean economic profits, not
accounting profits (which
does not take account of the
opportunity cost of the funds
involved.)

are two levels of income she may receive:

• Antonio’s project does not fail. This occurs with probability 1− f, and in this
case Parama receives δ.

• Antonio’s project fails: This occurs with probability f and Parama then
receives zero.

So we have Parama’s objective, to maximize:

Expected profit π̂(δ, f ) =
success

⏞⎴⏞⎴⏞(1− f )δ+
failure

⏞f ⋅0 −
opp cost

⏞⎴⏞⎴⏞(1+ρ) (12.6)

To summarize so far, here is the complete credit contract game (we use the
C superscript to refer to the complete contracts case):

• Parama, the principal, announces both an interest factor δC and the speed
at which the machine is to be run, f C.

• Antonio, the agent, either accepts or rejects the contract.

• If he accepts, he operates the machine at the specified speed, and it fails
with probability f C.

• If the machine fails, both Parama and Antonio receive nothing.

• If it does not fail, they receive respectively δC and qf C −δC.

This ends the game.



OUP CORRECTED PROOF – FINAL, 11/9/2021, SPi

680 Interest, Credit, and Wealth Constraints

Figure 12.4 The lender’s iso-expected-profit curves. The points making up a
given iso-expected profit curve indicate combinations of risk (f) and the interest
factor (δ) that according to Equation 12.6 result in the same expected profit. The
slope of the iso-expected-profit curve is Δf

Δδ
= 1−f

δ
, as shown in M-Note 12.2. The

iso-expected profit curves are upward sloping because, in order for expected
profit to remain constant, an increase in f (the probability of failure) must be
offset by an increase in the interest factor. This is also why a decrease in the
probability of failure (e.g., a move from c to k) or an increase in the interest factor
(e.g., a move from c to j) are better for the lender (resulting in their being on a
higher iso-expected profit curve).
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Figure 12.4 shows the lender’s iso-expected-profit curves (indicated
by π̂) with higher expected profits represented by the curves that are to
the right and lower. Why is this the case?
Remember, iso-expected-profit curves give Parama’s evaluation of every

point in the space, irrespective of whether that point could occur. So, to
answer the question think hypothetically. Comparing points e, c, and j
we can see that if the borrower were to run the machine at a speed f C,
the lender would have greater expected-profits if the interest factor, δ is
higher, with π̂0 < π̂1 < π̂2 on the corresponding iso-expected-profit curves.
Similarly, comparing points i, c, and k for a given interest factor δC, the
lender would have a greater expected profit if the borrower were to take
less risk.
The iso-expected-profit curve labeled π̂0 is special because it represents

the combinations of f and δ such that the expected profit of the lender is
zero (meaning accounting profits are just sufficient to offset the opportu-
nity cost of the funds used for the project). The curve labeled π̂0 divides the
space in the figure into two regions.
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The blue-shaded area in the figure are the outcomes satisfying the
lender’s participation constraint (because for these combinations of f and
δ her expected economic profit is positive or zero). She would not be
interested in engaging in any lending on terms that lie outside the blue-
shaded area. We will see later that this explains why some prospective
borrowers are unable to secure a loan at any rate.

M-NOTE 12.2 The lender’smrs(δ, f ) and the iso-expected-profit curve’s
slope

Using Equation 12.6, we can find the slope of the lender’s iso-expected-profit
curves:

P’s expected profit π̂(δ, f ) = (1− f )δ− (1+ρ) (12.7)

To find the slope of the iso-expected profit df

dδ
, we want to find the changes in

f and δ that are consistent with no changes in the lender’s expected profits,
or staying on the same iso-expected-profit curve. To do this, we need to find
the total derivative of the lender’s expected profit function and set it equal
to zero:

dπ̂ = 𝜕π̂
𝜕δdδ+

𝜕π̂
𝜕f df = 0

Or, using more compact notation of the partial derivative of π̂ with respect to
x, namely π̂x ≡

𝜕π ̂
𝜕x
, we have:

dπ̂ = π̂δdδ+ π̂fdf = 0 (12.8)

This means that, for two points on an iso-expected, profit curve, the dif-
ference in expected profits associated with a small difference in the interest

factor ( 𝜕π ̂
𝜕δ
dδ) is exactly compensated by the opposite signed difference in

expected profits associated with the small difference in the risk level ( 𝜕π ̂
𝜕f
df),

so that the total difference in expected profits is zero.
We can use the derivatives (π̂δ and π̂f) of expected profit function (Equation

12.7) and rearrange Equation 12.8 to find df

dδ
, the slope of the iso-expected-

profit curve:

Slope of iso-expected-profit curve
df
dδ

= − π̂δ
π̂f

=
(1− f )
δ

(12.9)

Equation 12.9 says that for f < 1, the slope of the lender’s iso-expected-profit
curve is positive because δ > 0. The lender’s marginal rate of substitution
is the negative of the slope of her iso-expected-profit curve, which we can
therefore say is the following:

mrs(δ, f ) = −
(1− f )
δ

The borrower’s participation constraint and the lender’s
profit maximization
The lender will propose a contract specifying both the speed at which the
machine will be run f and the interest factor to be paid at the end of the loan
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period, δ. The lender’s offer must be sufficiently attractive to the borrower
so that he will accept. This depends on what the borrower’s other money-
making opportunities are.
For simplicity we assume that Antonio has no other opportunities so his

fallback option z is zero. So, using Equation 12.5, the participation constraint
limiting the lender’s contract is:

Borrower’s expected income ≥ Borrower’s fallback option

(1− f )(qf−δ) ≥ z = 0 (12.10)

The participation constraint divides the space of contractual terms in
Figure 12.5 into hypothetical contracts that Antonio would accept (the
green-shaded area) and that he would reject. Contracts whose terms (f
and δ) satisfy the participation constraint as an equality are on the green

Figure 12.5 The lender’s expected profit-maximizing choice of a contract (f C ,δC)
when the contract is assumed complete. The lender receives higher expected
profits at points that are lower and to the right. The figure shows that the best
that the lender can do is to offer the borrower a contract indicated by point c,
where her highest feasible iso-expected-profit curve is tangent to the borrower’s
participation constraint. At point c, the lender requires the borrower to run the
machine at half speed (f C = 1

2
), and the lender charges the borrower an interest

factor of q

2
. Points g and h both lie on the borrower’s participation constraint, so

the borrower is indifferent among them and point c. But, the single lender would
not choose points g or h as they are not profit-maximizing (lying on π̂0) as the
lender can make a take-it-or-leave-it offer to the borrower and increase their
expected profits to π̂1.
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ray from the origin. These contracts provide Antonio with the minimum
expected income (that is, zero) sufficient for him to accept the loan.

! reminder As before, for
simplicity we assume that a
contract is accepted if it is not
worse than the alternatives.

As shown in M-Note 12.3 we can rearrange Equation 12.10 as:

Participation constraint: f ≥ δ
q

(12.11)

In what follows we express Equation 12.11 as an equality, or

f = δ
q

(12.12)

We call this his willingness to sell because for any limit on Antonio’s risk-
taking (that is, f) that Parama would like to enforce in the contract, the
participation constraint tells us the greatest interest factor that Parama can
charge, given the quality level (q) of the project. Equation 12.12 tells Parama
the following. For a given quality of the machine (q in the denominator), if
she charges a higher interest factor δ, in order to continue satisfying Anto-
nio’s participation constraint, Parama must let Antonio run the machine
faster (he will have a higher f because of her higher δ in the numerator).
The negative of the slope of the participation constraint given by Equation
12.12 is the marginal rate of transformation of higher interest into faster
speeds of the machine.
The lender can now implement the expected profit-maximizing contract

by finding the point on the participation constraint (PC) that is also on the
highest iso-expected-profit curve. This is point c where:

Marginal rate of substitution = Marginal rate of transformation

− Slope of iso-expected-profit curve = − Slope of PC = −
Δf
Δδ

−
(1− f )
δ

= − 1
q

(12.13)

As shown in the M-Check, we can use Equation 12.12 to replace the δ by
fq in Equation 12.13, giving us the result that the lender will set f C = 1

2
, as

above using the C superscript to indicate the complete contract case.
Notice that the level of risk implemented when risk can be determined

by the lender in an enforceable contract is identical to the risk chosen
by the owner-operator. InM-Note 12.3we show that this is the case because
the problem solved by the owner-operator is mathematically identical
to that solved by the lender who is able to enforce a level of risk by contract.
The owner-operator’s chosen level of risk is by definition Pareto efficient
because he has maximized his expected income, so he cannot be made
better off. And there is nobody else involved.
In the interaction between the lender and the borrower, the outcome

is also Pareto efficient. This is because the lender maximized profit sub-

M-CHECK From Equation
12.13

(1− f )
δ

= 1
q

using Equation 12.12 to
replace δ

(1− f )
fq

= 1
q

(1− f )
f

= 1

(1− f ) = f

we get f C = 1
2

(12.14)

ject to a constraint given by the borrower’s utility level (his participa-
tion constraint) and therefore the lender implemented a Pareto-efficient
outcome. The lender implemented themrs =mrt rule equating the slope of
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the isoprofit curve with the slope of the participation constraint, as shown
in Equation 12.14.
But the marginal rate of transformation here is also the borrower’s

marginal rate of substitution, that is, the negative of the slope of the
participation constraint. As a result, by implementing the mrs =mrt rule
the lender also unintentionally implemented the mrsP =mrsA rule.

!reminder As we have seen
in Chapters 4, 5, and 10, when
one actor maximizes utility or
profit subject to a constraint
that the other’s utility level
not be less than a given
minimum value, the result is
by definition Pareto efficient.
The participation constraint
requires that the borrower’s
expected income (which is his
utility) not be less than zero.

The risk levels that result in the two scenarios are the same. In both cases
the decision maker—Antonio in the owner-operator case and Parama the
lender in the lender-borrower case—was in a position to capture the entire
gains—that is the total expected rents—from the transaction. In both cases
the maximum possible total expected rent was q

4
− (1+ρ). They wanted the

rent to be as large as possible.
The difference between the two cases is that in the owner-operator case

Antonio had enough wealth to carry out the project himself so he got all of
the rents. In the lender–borrower case he was without wealth and had to
borrow funds from Parama; and she got all of the rents. Antonio’s wealth
(or lack of it) is what explains the difference in the distribution of the gains
from the exchange.
Except for this important difference in who got the rent, complete con-

tracting allows the lender to implement an outcome that mirrors what the
borrower would do if he were both the owner and operator of the machine.
In this sense, complete contracting erases the distinction between lender
and borrower, and reinstates the world of the owner-operator. The results
change when we turn to real world, incomplete credit contracts.

M-NOTE 12.3 A complete credit contract mimics the owner operator

To study the case of complete contracting shown in Figure 12.5, we start with
the borrower’s participation constraint Equation 12.10 satisfied as an equality,
so:

Borrower’s expected income (qf−δ)(1− f ) = 0 (12.15)

For Equation 12.15 to be true, either (qf−δ) = 0 or (1− f ) = 0.

• (1− f ) = 0: If this is true, then it must be that f = 1, in which case themachine
will fail with certainty. So this cannot be true.

• Therefore, the participation constraint can be rewritten (qf−δ) = 0.
• Or, equivalently δ = qf

• And rearranging this we have f = δ
q
.

With respect to the lender, we need to consider her expected profit function
(see Equation 12.6):

Lender’s expected profit π̂(δ, f ) = (1− f )δ− (1+ρ) (12.16)

continued
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We can now substitute δ = qf into Equation 12.16 such that:

π̂( f ) = qf(1− f ) − (1+ρ) (12.17)

The function that wemaximize for the lender here is the same as in the owner-
operator case, namely Equation 12.2 and in M-Note 12.1. As in that case the
lender will choose f to maximize profits given by Equation 12.17 and set f = 1

2
(see Equation 12.14). Then inserting this value into Equation 12.17, we see that
the lender has an expected profit of π̂ = q

4
− (1+ρ), the same as in the case

of the owner-operator.

CHECKPOINT 12.3 An offer you could refuse Explain why Equation 12.11
is the participation constraint limiting the profits that the lender can make
in the complete contracting case. If the lender makes an offer such that
δ/q > f, what will be the borrower’s response?

12.5 THE GENERAL CASE: INCOMPLETE CREDIT
CONTRACTS
Aprincipal-agentmodel based on an incomplete credit contract can explain
why lenders use devices like car disablers for borrowers in default or why
so many families are unable to borrow the amounts they would like. We
begin with borrower—Antonio—who has no wealth; later we will show why
borrowers like Antonio are likely to be excluded from the credit market
entirely.
The credit contract will be incomplete if either or both of two critical

pieces of information are not known by (or unverifiable for) the lender.

! reminder As in the
Benneton model, the
principal’s name begins with a
P (here, Parama, the lender)
and the agent’s name begins
with an A (here, Antonio, the
borrower). We will use
“principal,” “lender,” and
“Parama” interchangeably
(and likewise “agent,”
“borrower,” and “Antonio”).

• Hidden attributes: The quality (q) of the borrower’s project—in our exam-
ple how good the machine is.

• Hidden actions: The level of risk that the borrower takes (f)—in our
example, how fast he runs the machine.

Either or both could be the case, but to focus on a concrete example (the
speed of the machine) we assume that the quality of the project is known to
the lender (no hidden attributes), but that the level of risk that the borrower
takes is a hidden action.
Information about the speed at which the machine is run is either

asymmetric (only Antonio knows it) or non-verifiable (Parama may know
it as well, but cannot use it in court to enforce a contract). So the lender
can no longer contractually set the degree of risk taken by the borrower,
and can set only the interest factor, δ.

! reminder In Chapters 10
and 11 we presented similar
games, first explaining the
agent’s best-response
function (the quality of goods
to provide, how hard to work)
and then using the
best-response function as the
incentive compatibility
constraint on the principal’s
choice of a price or a wage.
We follow the same logic here.

Here is the game:

• The lender is the principal, who knows the borrower’s best-response
choice of a risk level for each level of the interest factor (f(δ)), and as
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first mover she determines and proposes the interest factor (δ) that will
maximize her expected profits.

! reminder Recall that a
principal-agent relationship
arises when two conditions
hold:
• Conflict of interest: the
actions or attributes of the
agent affect the principal’s
objective in such a way that
there is a conflict of interest
between the two.

• Incomplete contract: the
agent’s actions or attributes
that are of interest to the
principal are not subject to
an enforceable contract.

• The borrower (the agent) then selects the level of risk to take (the speed
of the machine, f(δ)).

• Chance then intervenes: the project either fails with a probability f or does
not fail with probability 1− f.

• The borrower then repays the interest factor to the lender if the project
has not failed (the machine has not destroyed itself ) and repays nothing
if the project failed.

This ends the game.
To select her first move, the principal uses backward induction, antici-

pating what the agent, the second mover will do in response to each of the
possible interest factors that the principal might offer. Because the lender
(the principal) uses the borrower’s best-response function as the incentive
compatibility constraint for her expected profit-maximizing problem, we
begin with that.

The borrower’s best response
Given the interest factor set by the lender, δ, the borrower will choose f
to maximize his expected income (repeating a slightly rearranged Equation
(12.5)):

ŷ(δ, f )⏟
Expected
income

= qf(1− f )⏟⎵⏟⎵⏟
Expected
revenues

− δ(1− f )⏟⎵⏟⎵⏟
Expected
repayment

(12.18)

The final term in Equation 12.18 makes it clear that by taking a loan from
the principal, the agent is acquiring a kind of insurance: he is reducing the
level of risk to which he is exposed. This is because:

• the level of risk taken is not enforceable by contract; and

• bankruptcy and limited liability laws make it unlikely that loans invested
in failed projects will be repaid.

As a result, the lender bears some of the costs of the risky decisionsmade by
the borrower: if the machine fails, the borrower does not repay the loan. So
in choosing a risk level, the borrower does not ‘own’ all of the consequences
of his choice. Recall that the risk level chosen when the decision maker
bears all of the risk is one-half, as was the case with the owner-operator.
But this is not the case for the borrower: because he does not bear all the
consequences of the risk level that he chooses, he will run the machine at

❯ EXAMPLE When you insure
your car against theft or
damage, you are paying the
insurance company to
transfer these risks from you
to the company: the company,
not you, will pay for a new car
if yours is stolen or destroyed. a value of f greater than one half. How much faster depends on the interest

factor that the lender will choose.

INSURANCE Any costly action one can take that reduces the level of risk to
which one is exposed.
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The trade-off faced by the borrower is that running the machine faster
so that it produces more revenue also increases the likelihood that it will
fail and produce nothing. So running the machine faster:

! reminder The fact that
the lender bears some of the
risk resulting from decisions
made by the borrower is
another example of a negative
external effect, similar to the
positive external effects that
the worker’s hard work or the
quality of the subcontractor’s
good confers on the
principals (the employer and
the buyer) with whom they
interact. Other negative
external effects you have
studied include the downward
pressure one firm’s sales had
on the demand for another
firm’s products in the Cournot
model, and the reduction in
the fish caught by one
fisherman resulting from the
fishing of another.

• runs the risk of failure, and getting nothing instead of qf, the revenues
the borrower would get if it did not fail; but it also

• increases the borrower’s expected revenue by q(1− f ); and

• increases the probability that the amount owed to the lender, δ, will not
have to be repaid (due to the failure).

The expected income-maximizing level of risk is the value of f satisfying
the following rule (derived in M-Note 12.4), expressed in terms of marginal
benefits and marginal costs of increasing f:

Marginal benefits = q(1− f ) +δ = qf =Marginal costs (12.19)

The rule is illustrated in Figure 12.6.

Figure 12.6 Marginal benefits and marginal costs of choosing greater risk ( f )
given the interest factor (δ) determined by the lender. The marginal cost of
running the machine faster is the revenue that will be lost if the machine fails.
This is greater for higher levels of f because the machine produces more (if it
does not fail) when it is run faster. The marginal benefit is the sum of the greater
revenue made possible by running the machine faster (if it does not fail) plus the
reduction in the probability that the loan will have to be repaid (if the machine
fails). Marginal benefits are shown for three levels of the interest factor:
δ3 > δ2 > δ1. The figure shows that, for a low value of δ, the borrower will run the
machine slower than for a higher value of δ. Points b, n, and e here have
counterparts in Figure 12.7, where we look at the same problem, but from a
different vantage point.
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To see how this equation determines the expected income-maximizing
level of risk for the borrower to take, imagine that you are him. The lender
has offered δ1 and you are thinking about taking the lowest possible positive
level of risk running the machine at a speed just barely above f = 0. The
marginal cost of taking a little more risk is qf—the revenue of the project
run at the speed f conditional on it not failing—that is what you would lose
if the project failed. But this is almost nothing because you are running the
machine so slowly that the revenues it generates if it does not fail are tiny.
On the other hand, the marginal benefits of greater risk would be sub-

stantial. At a very slow speed, running the machine a little faster would
producemore revenue if it did not fail, and the probability of that occurring
is very small. So the increase in your expected revenue from running the
machine a little faster is q(1− f ). Second, by running the machine faster you
reduce the likelihood that you will have to pay back the loan, saving you an
expected value of δ. Comparing the marginal costs and benefits of taking a
little more risk, you would definitely want to increase f.
Now consider the opposite case: you are running the machine just below

the top speed f = 1. Running it even faster would increase the chance of it
failing, and this would be a substantial cost because when run at near top
speed, it produces a great amount of goods (if it does not fail). The marginal
benefit of increasing f would still include the reduced likelihood of having
to repay the loan. But the other marginal benefit, the increase in expected
revenue from running it faster would be close to zero because it is already
virtually certain to fail. Running the machine at near top speed cannot be
the expected income-maximizing strategy for the borrower.
Similar reasoning eliminates all other levels of risk-taking except for the

level of risk such that the marginal benefits for additional risk-taking equal
themarginal costs. Equation 12.19—the intersection of themarginal benefits
and costs lines in the figure—is the basis for the borrower’s best-response
function. We can rearrange it as follows:

A’s best response f(δ) = 1
2
+ δ
2q

(12.20)

Equation 12.20 says that if the lender offers the interest factor δ1 then select
the risk level fb.
Equation 12.20 shows that:

• The borrower’s best response to an interest factor of zero is to run the
machine at a speed of one half, f = 1

2
, just as did the owner-operator and

the borrower with a complete contract.

• The slope of the borrower’s best-response function is Δf
Δδ
= 1

2q
> 0, so the

borrower takes on more risk (higher f) if the lender chooses a higher
interest factor.

• The level of risk, f, chosen by the borrower is less the higher is the quality
q of the project (given the same δ).
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• The best-response function is flatter ( 1

2q
is less) the larger the quality q. In

other words, the higher the quality, the lesser is the effect of the interest
factor in raising the risk level.

M-NOTE 12.4 The borrower’s first-order condition

The borrower’s best-response function, f(δ), is derived by finding for each
interest rate that the lender may offer, the level of the borrower’s chosen level
of risk that will maximize his expected income ŷ(δ, f ). To do this, we partially
differentiate Equation 12.18 (repeated here) with respect to f and set the result
equal to zero, or

ŷ(δ, f )⏟
Expected income

= qf(1− f )⏟⎵⏟⎵⏟
Expected revenues

− δ(1− f )⏟⎵⏟⎵⏟
Expected repayment

= qf− qf2 −δ+δf

First-order condition:
𝜕ŷ
𝜕f = q(1− 2f ) +δ = 0 (12.21)

Rearranging q− 2qf+δ = 0 (12.22)

To derive the best-response function, Equation 12.22 can be rewritten to
isolate the f term:

2qf = δ+ q

Divide through by 2q f = δ+ q
2q

Borrower’s BRF f(δ) = 1
2
+ δ
2q

(12.23)

In the text we will use the fact that Equation 12.22 can be rewritten to represent
the benefits and costs of running the machine faster:

q(1− 2f ) +δ = 0

q− (qf+ qf ) +δ = 0

q− qf+δ = qf

Marginal benefits = q(1− f ) +δ = qf = Marginal costs (12.24)

CHECKPOINT 12.4 Risk and quality Use Equation 12.20 to show that the
borrower with a higher quality project chooses a lower level of risk.

! reminder Best-response
functions In developing the
Benetton model we first
derived the subcontractor’s
(the agent’s) best-response
function by finding the quality
level that equated the
marginal benefits and costs of
their action (quality of good
supplied) in Equation 10.5. We
then showed how the same
best-response function could
be derived from the agent’s
iso-expected-income curves
in Figure 10.6. We follow the
same procedure here. Having
shown how equating the
marginal costs and benefits of
running the machine faster
provides us with an
expression for the borrower’s
best-response function
(Equation 12.20), we now
represent the same ideas
using the borrower’s
iso-expected-income curves.

12.6 THE NASH EQUILIBRIUM LEVEL OF RISK
AND INTEREST
We now illustrate the borrower’s best response with the help of his iso-
expected-income curves shown in Figure 12.7. Each point in the figure
represents some hypothetical outcome of the interaction between the
principal and the agent, that is, a combination of a degree of risk f and an
interest factor δ (no matter how unlikely). An iso-expected-income curve
(as in Chapter 10) gives us all such combinations that result in the agent
having some given level of expected income.
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Figure 12.7 The borrower’s iso-expected-income curves and best response to
the lender’s choice of δ. Points n, b, and e in this figure are the same outcomes as
n, b, and e in Figure 12.6. Successively higher rates of risk (speed of the machine)
are adopted by the borrower as the interest factor goes from low, to moderate, to
high. Remember the participation constraint (from Equation 12.12) is f = δ

q
.

δb δn δe δb δn δe

fh

fb

fg

Interest factor, δ

Pr
ob

ab
ili

ty
 o

f f
ai

lu
re

 (r
is

k)
, f

n
b

e

h

g

Iso–expected-
income curves

y0̂y1̂y2^y3^ y3^ y2^ y1̂

Slope = –mrs(δ, f)

=
y

δ

yf

Better for borrower

Participation
constraint

(a) The borrower’s iso–expected-income curve

0.5

0.67
0.75
0.83

Interest factor, δ
Pr

ob
ab

ili
ty

 o
f f

ai
lu

re
 (r

is
k)

, f

n
b

e

A's best-response
function

=
1
2

+
2q

Slope =
1

2q

(b) The borrower’s best-response function

δ

In panel (a), starting with the participation constraint where the expected
income is zero, the expected income is greater for curves that are closer to
the vertical axis, as indicated by the horizontal arrow, that is 0 = ŷ0 < ŷ1 <
ŷ2 < ŷ3. This is because for a given probability of failure, that is, comparing
points on the curves horizontally, a lower interest factor raises the bor-
rower’s expected income. As we did in Chapters 1 and 4, we can think of the
iso-expected-income curves as contours in a map of a hill that is sloping
up to the left (the horizontal arrow is pointing up “hill”).
For a given interest factor, that is, for points along a vertical line, e.g. g, b,

andh, the comparison ismore complicated. These points have counterparts
in Figure 12.6 in which we compared the marginal benefits and costs of
running themachine faster. At point g in both of these figures, for example,

! reminder In Figure 12.7
the iso-expected-profit curves
are rotated u-shaped, except
for the linear participation
constraint along which the
expected income is zero (the
borrower’s fallback option).
You already encountered a
similar linear iso-curve in
Chapter 8 Figure 8.7 in which
the iso-profit curve for the
firm for zero profits is linear,
unlike the other iso-profit
curves.

at the given interest factor δb, Antonio is running the machine too fast.
In Figure 12.6 it was clear that the marginal benefits of running it faster
fell short of the marginal costs. Here you can see that by slowing down
the machine to fb Antonio reaches a higher “contour” moving from iso-
expected income of ŷ2 at point g to ŷ3 at b.
With the same interest factor δb, at point h, on the other hand, Antonio

is running the machine too slowly. He can increase his expected-income
(moving from ŷ2 to iso-expected-income curve ŷ3) by increasing the speed
from fh to fb and moving to point b. Again, return to Figure 12.6 and notice
that at h marginal costs are lower than marginal benefits and if he moves
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to b they will be equal and, as shown in Figure 12.7 (a), he will increase his
income from ŷ2 to ŷ3.
The borrower will not choose points such as g and h and will instead

choose a point like b, n, or e at which his marginal benefits equal his
marginal costs. For each of points b, n, and e, for a given level of interest
factor δe, δn, or δb, the choice of corresponding risk level that maximizes
that borrower’s expected income is that point at which the iso-expected-
income curve is tangent to the vertical line corresponding to that interest
factor.
If you think of the line gbh as a “trail” across a shoulder of the hill shown

by the contours, it rises from h to b, is flat at b, and then descends to g. So b
is the highest point on the trail. That is why b is a best response. In the right
panel of Figure 12.7, we see that the best-response function is made up of
points like b, n, and e at which the iso-expected-income curve is vertical.

CHECKPOINT 12.5 The iso-expected profit

a. Explain in your own words why the iso-expected-income curves are
upward-sloping for low values of f and downward-sloping for higher
levels of f.

b. Use the borrower’s best-response function (Equation 12.20) and what
you know about the slope of the borrower’s iso-expected-income curves
to explain why the best-response function is made up of points where
the iso-expected-income curves are vertical.

M-NOTE 12.5 The borrower’s iso-expected-income curves

Here we:

• derive the borrower’s marginal rate of substitution; and
• show why the indifference curve is vertical at any point on the borrower’s
best-response function.

The borrower’s expected income (Equation 12.18, repeated here) is:

ŷ(δ, f )⏟
Expected income

= qf(1− f )⏟⎵⏟⎵⏟
Expected revenues

− δ(1− f )⏟⎵⏟⎵⏟
Expected repayment

(12.25)

The borrower’s marginal rate of substitution.

We proceed as we have in finding the mrs in other models, e.g. in M-Note
12.2. Using the notation 𝜕y ̂

𝜕x
≡ ŷx , we take the total derivative of the borrower’s

expected income function, and set it equal to zero:

dŷ = ŷfdf+ ŷδdδ = 0

which, rearranged, is
df
dδ

= −ŷδ
ŷf

= slope of iso-exp-inc curve (12.26)

continued
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The iso-expected-income curve is vertical on the BRF.

We know that at any point on the borrower’s best-response function it
must be that ŷf = 0 which is the first-order condition defining the BRF. But
this means that the slope given by Equation 12.26 for any point on the best-
response function is some quantity divided by zero, so the slope is undefined,
which is to say the line is vertical.

!reminder We have already
(in M-Note 12.2) derived the
mrs(δ, f ), which is the
negative of the slope of the
lender’s iso-expected-profit
curves, and the slope of the
borrower’s best-response
function which is the negative
of the marginal rate of
transformation or
−mrt = Δf

Δδ
= 1

2q
.

The lender’s expected profit maximization
The lender seeks to maximize her expected profits. But now that we have
dropped the unrealistic assumption that she could enforce her chosen
level of risk-taking on the borrower, she is bound by a tighter constraint
than the participation constraint of the borrower (requiring merely that his
expected income be at least zero). Because the contract is now incomplete,
the lender will have to provide him with incentives to operate the machine
more prudently than he otherwise would.
We show the interaction of lender and borrower in Figure 12.8. The lender

is restricted to points on the borrower’s best-response function. Profit
increases as f is less and δ is greater (that is, down and to the right). She will
select the interest factor for which the borrower’s best-response function
is tangent to her highest possible iso-profit curve, point n in the figure.
This is the value of δ such that the marginal rate of substitution (from
the principal’s) iso-expected-profit curve is equal to the marginal rate of
transformation (from the borrower’s best-response function):

minus slope of iso-profit =mrs(δ, f ) =mrt(δ, f ) =minus slope of BRF

This rule for selecting the interest factor is equivalent to finding the δ such
that the marginal benefit to the lender of raising the rate of interest (more
repayment if the machine does not fail) is equal to the marginal cost to the
lender (increased probability of no repayment due to the faster pace of the
machine).
The marginal benefit of raising the interest factor for a given level of

risk is 1− f, that is, the probability that the interest factor will be paid. The
marginal cost of raising the interest factor is δ Δf

Δδ
because raising δ increases

the risk taken by the borrower by Δf
Δδ

, which results in a loss of δ to the
lender if the machine fails. So we have:

Marginal benefit = (1− f ) = δ
2q

=Marginal cost (12.27)

We show in M-Note 12.8 that we can use the borrower’s best-response
function and this rule for lender’s choice of the interest factor to determine
the Nash equilibrium interest factor that the principal will choose, and the
level of risk that the borrower will take in response.
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Figure 12.8 The Nash equilibrium of the lender-borrower interaction. The agent
(borrower) best responds to the principal (lender) by choosing a level of risk (f) on
his best-response function based on the interest factor (δ) he is offered by the
lender. The Nash equilibrium outcome is (δN, fN) at the tangency of the borrower’s
best response and the lender’s iso-expected-profit curve where the lender’s
mrs(δ, f ) =mrt(δ, f ). This figure is similar to those in the previous two chapters
showing the best-response function of the agent (the sub-contractor and the
worker) and the iso-expected-profit curves of the principal (Benetton and Ford
Motor Company). But there is a difference: here the line is the agent’s
best-response function (the incentive compatibility constraint), and the curves
(the iso-expected profits) represent the principal’s objectives.
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M-CHECK We show the
equivalence of mrs =mrt and
mb =mc for the lender this
way:

mrs(δ, f ) =mrt(δ, f )
− (1−f)

δ
= − Δf

Δδ
≡ fδ

(1− f ) = δ Δf
Δδ

And because Δf
Δδ
= 1

2q

we have (1− f ) = δ
2q

Marginal benefit =
Marginal cost

Remember, marginal here
refers to variations of the
interest factor by the
principal.

Returning to Figure 12.8, we know that the outcome indicated by point n,
namely (fN,δN) is a Nash equilibrium (hence the N superscripts) because:

• Given the interest factor that the principal has offered, namely, (δN), then
fN(δN), is the best the borrower can do (it is a point on his best-response
function); and

• Given the strategy adopted by the borrower as described by his best-
response function f(δ), then δN is the best the lender can do (it is the
solution of her constrained optimization process).

Notice in the second bullet, that the lender best responds to the strategy
of the borrower—the best-response function—not to the action of the
borrower, that is, the level of risk that he takes in the Nash equilibrium fN.
If it were the case that the borrower would choose fN whatever level of the
interest factor the lender chose, then, as we will see, she would charge a
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much higher interest factor. But this is not the case: the risk chosen by the
borrower depends on the interest factor chosen by the lender.

M-NOTE 12.6 The participation constraint as a (linear) iso-expected-
income ‘curve’

In this note we explain why the iso-expected-income curve corresponding to
the participation constraint (namely, for ŷ = ŷ0) is linear in contrast to the
other curves. We know that the participation constraint (PC) is:

Participation constraint: f = δ
q

(12.28)

So slope of PC:
df
dδ

= 1
q

This means that the PC has a constant slope: it is a line. But the participation
constraint is also an iso-expected-income curve, so we also know from
Equation 12.26 that its slope is:

df
dδ

= −ŷδ
ŷf

(12.29)

Can these two slopes be the same quantity (as they must be)?

df
dδ

= −ŷδ
ŷf

= 1
q

(12.30)

Using the values of the two derivatives from Equation 12.25:

ŷf = q(1− 2f ) +δ
ŷδ = −(1− f )

Plugging in:
df
dδ

= −ŷδ
ŷf

=
(1− f )

q(1− 2f ) +δ = −mrs (12.31)

Because our question is about points along the participation constraint we
can use Equation 12.28 to replace f by δ/q in Equation 12.31:

df
dδ

= −ŷδ
ŷf

= =
(1− δ

q
)

q(1− 2 δ
q
)+δ

= 1
q+δ− 2δ/q ⋅ (

q
q
− δ
q
)

= (q−δ)
q(q−δ)

Slope of PC:
−ŷδ
ŷf

= 1
q

CHECKPOINT 12.6 The best response and mrs=mrt Confirm that the
lender’s choice of interest factor, δN = q

2
by substituting the agent’s best-

response function: f = 1

2
+ δ

2q
into Equation 12.27.
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M-NOTE 12.7 Lender’s profit-maximizing interest factor

We used the condition for mrs =mrt in Equations 12.13 and 12.27 to find the
Nash equilibrium value of δ. Here we do the same derivation starting from
the profit maximization of the lender by differentiating the profit function of
the lender with respect to δ (the variable over which the lender has control)
and setting it equal to zero. We maximize the lender’s expected profit, π̂(δ, f ),
subject to the borrower’s best-response function. To do this, we write the
lender’s expected profits are as in (Equation 12.6), but f now depends on δ so
we write f as f(δ), giving the new expected profit function:

Lender’s expected profits π̂(δ, f(δ)) = δ(1− f(δ)) − (1+ρ)
= δ−δf(δ) − (1+ρ)

Since f depends on δ, in the form of f(δ), we use the product rule in the
first-order condition (recall that fδ ≡

𝜕f
𝜕δ
):

First-order condition dπ̂
dδ

= 1−(f(δ) +δfδ)−0 = 0

= 1− f(δ) −δfδ = 0

Rearranging
1− f(δ)
δ

= fδ (12.32)

Or, δ =
1− f(δ)

fδ
(12.33)

Equation 12.32 tells us that the lender’s profit-maximizing interest factor
is found by implementing the mrs =mrt rule or, what is the same thing,
the slope of the iso-expected-profit curve is equal to the slope of the best-
response function.

M-NOTE 12.8 Nash equilibrium risk and interest factor: numeric example

We have two equations to determine two unknowns: (δ, f ). They are:

• The borrower’s best-response function, Equation 12.20: f(δ) = 1

2
+ δ

2q

• The lender’s first-order condition for choosing the interest factor, Equation
12.32: 1−f(δ)

δ
= fδ

We can now substitute in the borrower’s best-response function f(δ) to find
the interest factor that maximizes the lender’s expected profit:

1− ( 1
2
+ δ

2q
)

δ
= fδ

( 1

2
− δ

2q
)

δ
= 1

2q
1
2
− δ
2q

= δ
2q

1
2
= δ

q

δN = q
2 continued
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This is the Nash equilibrium level of interest that the lender chooses. To
complete the analysis we need to find the borrower’s Nash equilibrium best-
response level of risk (f(δN)). We substitute δN into Equation 12.20:

Borrower BRF f(δ) = 1
2
+ δ
2q

Substitute in δN = q
2

f = 1
2
+
( q
2
)

2q

fN = 1
2
+ 1
4
= 3
4

The rules of the game matter: Total rents and their
distribution
Table 12.1 summarizes the cases addressed so far, and demonstrates how
the three different rules of the game support different results. Two points
are important:

• Distribution of the rents: Both the owner who operates the machine
without any other player involved, and the lender having a complete
contract with a borrower get all of the rents (last column, first two
rows). The borrower gets his fallback option (which is zero). But in the
incomplete contract case (the third row), the borrower receives a share
of the total rents.

• Total gains from exchange: The owner-operator case and the complete
contract maximize the total rents available to the participants, meaning
the output of the machine minus the opportunity cost of the funds used.
This is because the person making the decision about the risk taken—the
owner-operator or the lender—is the residual claimant on the income
of the project. Because they get all of the rents (the previous bullet)
they ‘own’ the consequences of their decisions. Comparing in the final
column the third row with the first two, the total income and profit from
the project are 25 percent less when the contact is incomplete. This is

Table 12.1 Nash equilibrium outcomes in the borrower–lender model depend on the rules of the game:
ownership and the nature of the contract. Remember, for the lender’s profit maximization process, the PC is the
participation constraint for the borrower and ICC is the borrower’s incentive compatibility constraint. The fact
that the interest factor is the same under a complete and an incomplete contract is an artifact of the particular
model we are using: the interest factor under the complete contract could be either higher or lower than under
the incomplete contract.

Expected rents per period
Case: Differing rules
of the game

Borrower’s
PC or ICC
f(δ,q)

Interest factor, δ Risk, f Borrower’s
expected
income (ŷ)

Lender’s
expected
profit (π̂)

Total

Owner-operator (no
loan)

— — 1
2

— — q
4
− (1+ρ)

Complete contract PC: f = δ
q

q
2

1
2

0 q
4
− (1+ρ) q

4
− (1+ρ)

Incomplete contract ICC: f = 1
2
+ δ

2q
q
2

3
4

q
16

q
8
− (1+ρ) 3q

16
− (1+ρ)
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because the borrower does not own all of the consequences of his risk-
taking, and as a result takes 50 percent more risk.

12.7 MANY LENDERS: COMPETITION AND
BARRIERS TO ENTRY
While an urban neighborhood may have a single payday lender and
many small towns just a single bank or money lender, most prospective
borrowers—whether individuals or firms—can shop around. Many people,
as we saw, use their credit cards as an alternative source of loans.
We have so far represented Parama as the sole lender fromwhomAntonio

can borrow. We now introduce additional lenders competing with Parama
in the credit market. To do this we embed the principal-agent model of the
lender and borrower in a model of the entire market.
How many competitors there will be depends on the barriers to entry in

the credit market and the opportunity cost of capital. As in Chapter 9, we
take the perspective of awealthy individual or firm considering entering the
credit market. The entrant will consider the profits that they can expect to
make if they successfully enter the market as well as the probability b that
they will fail in their attempt, due to the barriers to entry. There are two
categories of risk that the entrant faces: it may fail to transact any loans, or
it may succeed in entering the credit market and then make a loan that is
not repaid.
Suppose the entrant considers devoting some amount to their entry

attempt, say, one million euros. Then their expected profits, in millions of
euros, are:

• if they fail to enter, which occurs with probability b, they lose 1+ρ, which
is the opportunity cost of the assets they devoted to their project;

• if they succeed in entering which occurs with probability (1− b) their
expected revenues minus opportunity cost of capital is the same as the
lenders already in the market, called the incumbent firms:

Incumbents’ expected profits π̂ = δ(1− f ) − (1+ρ) (12.34)

where (1− f ) is the probability their loan is repaid.

They pay the opportunity costs of their entry attempt 1+ρ with certainty
(whether they fail or succeed), while they have the opportunity to profit
only if they do not fail. So the costs are known and the revenues are
uncertain.

✓ FACT CHECK Barriers to
entry in the credit market are
anything that makes it likely
that an attempted entry into
the market—by a new credit
card company, for example—
will fail. Getting a license to
operate as a bank, for
example, requires meeting a
set of demanding standards,
often including a substantial
level of assets. Entering the
credit card lending market
faces a challenging chicken
and egg problem: merchants
will not honor cards that few
customers have, but
customers will not have a card
that few merchants recognize.

They will decide to attempt to enter as long as their expected revenues
do not fall short of costs, so that their expected profits are not less than
zero:

Entrant’s expected profits π̂b =
successful entry

⏞⎴⎴⎴⎴⎴⎴⏞⎴⎴⎴⎴⎴⎴⏞(1− b) [δ(1− f ) − (1+ρ)]−
failure

⏞⎴⏞⎴⏞b(1+ρ) ≥ 0

π̂b = (1− b)δ(1− f ) − (1+ρ) ≥ 0
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The b superscript is a reminder that this is a possible entrant in the market
facing barriers to entry. If this condition is not satisfied, firms will not
attempt to enter the credit market. And because there is always some exit
of firms for reasons outside our model, if:

π̂b = (1− b)δ(1− f ) − (1+ρ) ≤ 0

then, no new firms will enter and the number of firms in the credit market
will fall. The competition condition ensuring that the number of firms in
the credit market will be constant is therefore:

Competition condition: π̂b = (1− b)δ(1− f ) − (1+ρ) = 0

or, rearranged δ(1− f ) = 1+ρ
1− b

(12.35)

Equation 12.35 is called the credit market competition condition. It is
analogous to the competition condition for the whole economy based on
the entry and exit of firms in the market for goods and services (in Chapter
11). In this chapter where there is no danger of confusing the two we will
call it the competition condition.
We can express this condition (Equation 12.35) in terms of the expected

M-CHECK We can derive
Equation 12.36 as follows:

π̂N = δ(1− f ) − (1+ρ)

= (1+ρ)
1− b

− (1+ρ)

= (1+ρ)( 1
1− b

− 1)

= (1+ρ)( 1
1− b

− 1− b
1− b

)

= (1+ρ)( 1− 1+ b
1− b

)

⟹ π̂N = (1+ρ)( b
1− b

)

profits that incumbent firmswill make in equilibrium (subtracting 1+ρ from
both sides):

π̂N(b) = δ(1− f ) − (1+ρ) = (1+ρ)
1− b

− (1+ρ)

= (1+ρ)( b
1− b

) (12.36)

Equation 12.36 is the expected equilibrium profit for incumbent lenders
when the degree of competition among them is given by the quantity
(1− b). We use the superscript N here because the equation is based on the
competition condition, which ensures that the number of lenders in the
loan market is constant. Equation 12.36 shows that, as was the case with
firms competing to sell the products they produced in Chapter 9, expected
economic profits will be positive if there is limited competition in the credit
market (b > 0).

! reminder The zero-profit
condition requires that when
barriers to entry are
absent—the case of unlimited
competition—expected
economic profits are zero in a
Nash equilibrium.

If there are no barriers to entry so b = 0 (the case we call unlimited
competition) the competition condition becomes δ(1− f ) − (1+ρ) = 0which
is called the zero-profit condition because in this case the expected profits
of the entering and incumbent firms are equal and both equal to π̂N(b) = π̂ =
0. You have already seen this in Figure 12.4 where the iso-expected-profits
curve labeled π̂0 is the competition condition for the case with unlimited
competition (so that expected economic profits are zero).
In Figure 12.9 we show the competition condition. This is the iso-

expected-profit curve for incumbent firms yielding sufficient profits so
that the number of firms in the market does not change. The competition
condition divides the space of credit market outcomes into:
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• outcomeswith positive expected profits for an entering firm so that firms
would enter and

• outcomes with negative expected profits for an entering firm so that
firms would not enter and the total number of firms in the market
would fall.

Credit market equilibrium with barriers to entry
An equilibrium in the credit market requires that the number of lenders (or
the total amount of lending, if lenders are differing in size) be unchanging.
So the outcome must be somewhere along the competition condition
curve in Figure 12.9. But where? To answer this question we need another

M-CHECK The competition
condition provides a single
equation giving the values of f
and δ consistent with the
amount of lending remaining
constant. To determine the
equilibrium value of these
two variables, we need two
equations, not just one. In
Chapter 11 we saw that the
wage curve alone did not
determine the equilibrium
level of wages and
employment. The additional
equation we added in that
case was the competition
condition based on barriers to
entry in the goods market.
Here we start with the credit
market competition condition
and will add a second
equation based on the
borrower’s best response
function.

condition—some additional information about the relationship between δ
and f— that we know must be true. This is provided by the borrower’s best-
response function.
The interest factor and risk level (δN, fN) in the Nash equilibrium of the

credit market as a whole—not just a single lender interacting with a single
borrower, like Parama and Antonio—requires two things:

Figure 12.9 The credit market competition condition for some given level of
barriers to entry, b. The curve is composed of values of the interest factor δ and
the level of risk f that satisfy Equation 12.35. The horizontal axis intercept shows
that lesser barriers to entry and greater competition among lenders would be
represented by a competition condition above and to the right of the one shown,
as illustrated later in this chapter in Figure 12.17. In this figure, the level of barriers
to entry is b = 0.3.
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• Incentive compatibility: As before, the level of risk taken by borrow-
ers must be incentive compatible given the interest factor charged by
lenders, that is, it must be on their best-response function.

• Competition condition: And now, we further require that the number of
firms in the credit market must be constant, so Equation 12.35 must be
satisfied.

In Figure 12.10 we show these two equations and their intersection. You
can see that this outcome satisfies both the competition condition (in blue)
and the incentive compatibility constraint (in green). But are the lenders
maximizing their expected profits?
To explore this, imagine that you are Parama or another lender, charging

an interest factor of δN0 , with Antonio the borrower taking risk f
N
0 . This out-

come is at a point where your iso-expected-profit curve (the competition
condition itself ) is not tangent to the borrower’s best-response function. So
youmight think that by charging a higher interest factor you could move to
the right of n0 on the best-response function, to point a in the figure which
is on a higher iso-expected-profit curve (not shown).
But competition in the credit market (even with barriers to entry) has

changed the game. Antonio’s fallback option is no longer to get zero as
it was in his one-on-one interaction with Parama, but instead to borrow
funds from another lender. And if Parama did raise the interest factor there
definitely would be an alternative lender ready to lend to Antonio. So she
could not charge more than δN0 andmaintain her borrowers. This is another

Figure 12.10 Equilibrium in the credit market given by the borrower’s
best-response function and a competition condition. For this illustration we used
b = 0.3,q = 10, and ρ = 0.05.
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example of the analysis in Chapter 9: competition works by changing the
players’ fallback options.

CHECKPOINT 12.7 Lenders entering and leaving the credit market
Explain why lenders will enter the credit market if the values of δ, f, and
b are as indicated in the blue shaded portions of Figure 12.9.

12.8 WEALTH MATTERS: BORROWING WITH
EQUITY
You know from the introduction to this chapter that a common prac-
tice of lenders is to require that the borrower provide some asset called
collateral, the ownership of which will be transferred to the lender if
the borrower does not repay. Collateral requirements are common when
loans are provided for purchasing a home or a car (the home or car itself
is the collateral asset). Those with limited wealth often cannot provide
collateral for anything but a house or car loan, and for this reason have
difficulty securing credit for other purposes such as starting up a business,
or retraining to gain new skills.

❯ EXAMPLE Wealth includes
the market value of a home,
car, any land, buildings,
machinery, or other capital
goods that a person owns,
and any financial assets such
as shares or bonds. Debts are
subtracted—for example, the
mortgage owed to the bank.
Debts owed to the person are
added. The flow of valued
services associated with a
home or a car include shelter
and transport. Other forms of
wealth yield incomes as with
land (rent), capital goods
(profits), and financial assets
(interest).

Equity and collateral ❯ EXAMPLE A broader
definition of wealth includes
what is termed human capital,
meaning the individual’s
skills, connections, and other
capacities that contribute to a
flow of labor income (called
earnings). We will use the
term wealth to refer to assets
that may be used as collateral
or equity, that is, excluding
human capital.

An alternative arrangement, more common when the loan is to start or
expand a business, is for the borrower to share in the risk of the project by
investing some of his ownwealth in the project. One’s own wealth invested
in a project is called equity. Lending to a borrowerwho has invested his own
wealth in a project protects the lender to some degree from the borrower
recklessly risking the funds.
Borrowers generally have some wealth, and if the expected income of

the project is greater than the income from the individual’s next-best
alternative, it may be in the borrower’s interest to invest equity in the

WEALTH Stock of things owned (or the value of that stock) that yields a flow of
income or other valued services to the owner.

EQUITY One’s own wealth (rather than borrowed funds) invested in a project.
There is a second entirely different use of the term, meaning the character of
being fair, as in “an equitable division of the pie.”

INCOME The largest amount that a household or person can consume over a
given period of time without reducing the value of wealth (their stock of assets,
minus any outstanding debt).
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project or to provide collateral. This will alter the borrowing game between
the lender and the borrower.
First, contrary to our assumption, the lender may not know q, the quality

of the project. In this case, investment of the borrower’s own wealth is a
credible signal of the borrower’s assessment of quality of the project, a
hidden attribute. As we will see presently, in competitive equilibrium those
with less wealth will need superior projects to obtain financing, so the
borrower has an interest in overstating a project’s quality in order to secure
a loan. Knowing this, the lender would rather lend to a borrower who has
risked his own assets by providing equity or collateral, which is a promising
sign to the lender about the borrower’s assessment of the quality of the
project.
The second reason, and the one modeled here, is that the discrepancy

between the objectives of the lender and borrower concerning the choice of
the level of risk (this is the hidden action) would be reduced if the borrower
invested in the project and thus shared some of the risk of failure with
the lender. Investing equity or posting collateral does not make the loan
contract complete, but we shall see that equity reduces the degree of
conflict of interest between the lender and the borrower. It does this
because the borrower now “owns” some of the consequences of his choice
of risk.
Before studying the credit market as a whole, we begin with the two-

person one borrower and one lender interaction in which the borrower
has invested some equity in the project. As shown in M-Note 12.10 and
12.11, the analysis of a borrower posting collateral is qualitatively similar to
the case when the borrower has equity (we model the case of collateral in
section 12.14).

Best-response level of risk by a borrower with equity
The borrower, Antonio, now has wealth k. Other than this, the structure
of the game between him and Parama is unchanged. His assets, worth k,
could be invested in some alternative project (possibly a government bond)
that after one period (year or other time unit) will with certainty yield him
(1+ρ)k in income. If Antonio invested these funds as equity in acquiring
the “machine,” he would then borrow the amount remaining to fund the $1
project, that is, 1− k. His expected returns (including the opportunity cost
of the foregone returns on the alternative asset) would be:

ŷ(δ, f )⏟
Expected
income

= qf(1− f )⏟⎵⏟⎵⏟
Expected
revenues

−δ(1− f )(1− k)⏟⎵⎵⎵⏟⎵⎵⎵⏟
Expected
repayment

− (1+ρ)k⏟⎵⏟⎵⏟
Opportunity cost

of capital

(12.37)

On the right-hand side, the expected revenues are the same as before the
borrower invested in the project. But Equation 12.37 differs from Equation
12.18—the case of the borrower with no wealth invested in the project—in
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twoways, both due to the fact that Antonio now has some of his own capital
invested as equity:

• there is an opportunity cost of investing in this project (the last term on
the right); and

• he has borrowed only (1− k) so he will now repay Parama the lender
δ(1− k) if the machine does not fail, rather than δ which was the case
previously.

To simplify, we use the terms wealth and level of equity committed to the
project interchangeably: agents devote all their wealth to the project, if
they devote any.
The fact that Antonio has an alternative use of his funds does not affect

the speed at which hewill run themachine. But the fact that he now has less
to pay back if the machine does not fail changes his incentives. Here is why.
As before, Antonio, the borrower will select f to maximize ŷ by equating the
marginal benefits and marginal costs of operating the machine faster. But
these are now (as shown in M-Note 12.9):

Marginal benefits = Marginal costs

q(1− f ) +δ(1− k) = qf (12.38)

Comparing this rule for the borrower selecting f with the same rule where
equity was absent (that is q(1− f ) +δ = qf) we can see that the right-hand
side of Equation 12.38 is identical to when the borrower had no equity.
But the marginal benefit of increasing the speed of the machine is now

less. Because the borrower has his own equity in the project the loan to
be repaid is less, so the benefit of running the machine faster (increasing
the risk of failure and not having to repay the loan) is also less. This is why
having the borrower’s equity in the project reduces the conflict of interest
between the borrower and the lender.
The marginal benefit and marginal cost of taking on greater risk are

depicted in Figure 12.11 in which we compare two cases. In one Antonio
(the borrower) is poor and does not have any wealth to use as equity and
the second in which he has wealth (k < 1) which he invests in the project.
The figure shows that, when he has wealth, Antonio’s marginal benefits of
running the machine faster are lower. Because of this, for a given interest
factor δk, he will run the machine more slowly at fw (he selects point w, for
wealthy). When he is poor, if the lender selects the same interest factor, he
will select point p (for poor) and a higher risk level at fp.
Rearranging Equation 12.38—Antonio’s rule for selecting f—we have his

best-response function, shown in Figure 12.11:

Best response with equity f(δ,k) = 1
2
+ δ(1− k)

2q
(12.39)
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Figure 12.11 The choice of a risk level when the borrower has equity. In panel (a),
the marginal benefit lines (labeled mb) are the left-hand side of Equation 12.38,
with k = 0 (mb2) and k > 0 (mb1). Comparing points p and w for a given level of
borrower’s equity k and an interest factor (δ1) determined by the lender, the
borrower’s expected-income-maximizing level of risk, f, will be lower when the
borrower has equity. In panel (b), the borrower’s best-response function with
equity is similar to the best response without equity except that its slope is now
1−k
2q

and so is lower (flatter) than when k = 0. Points p and w correspond to the
choices of a poor and wealthy borrower respectively for a given interest factor (δ1).
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Equation 12.39 is identical to the best-response function where there is
no equity except for the (1− k) term (as you can see by setting k = 0.). Notice
four things about this best-response function for the borrower with equity:

• A higher interest factor is still associated with greater risk-taking: as
before, the best-response function is upward-sloping.

• As k→ 1, f→ 1

2
: for levels of equity close to complete equity financing

(k = 1) he will approximate the prudent expected-income-maximizing
risk choice of owner-operator (f = 0.5). If k = 1, the case is called “com-
plete equity financing” and there is no principal. He borrows nothing.

• For higher levels of equity of the borrower the best-response risk level
for any given interest factor is less (comparing points p and w in the two
panels of Figure 12.11). This is because the marginal benefit of increasing
risk is smaller.

• The borrower’s best-response risk becomes less sensitive to the interest
factor as his level of equity increases: its slope is now 1−k

2q
rather than just

1

2q
. So, the best-response function is flatter.
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M-NOTE 12.9 A borrower with equity selects the best-response level of
risk

We start with Equation 12.37:

ŷ(f,δ,k) = qf(1− f ) −δ(1− k)(1− f ) − (1+ρ)k
= qf− qf2 −δ(1− k)(1− f ) − (1+ρ)k

To find the best-response function we differentiate his expected income
function with respect to f and set the result equal to zero:

𝜕ŷ
𝜕f = q− 2qf+δ(1− k) = 0 (12.40)

Isolating f, gives the BRF f(δ) = 1
2
+ δ(1− k)

2q

Rearranging Equation 12.40 gives us the mb =mc relation:

q− 2qf+δ(1− k) = 0

q− (qf+ qf ) +δ(1− k) = 0

q− qf+δ(1− k) = qf

mb = q(1− f ) +δ(1− k) = qf =mc

CHECKPOINT 12.8 Equity Why would a bank prefer to lend funds to a
borrower who has invested some of their own wealth in a project—equity,
that is, k > 0—compared to one without equity (k = 0)?

12.9 EXCLUDED AND CREDIT-CONSTRAINED
BORROWERS
Using this new best-response function so as to take account of the equity
that the borrower has invested in the project, we now consider the Nash
equilibrium of the entire credit market. Here prospective borrowers differ
in the amount of wealth they are able to invest as equity in the project.
Remember for an outcome to be a Nash equilibrium, it must be a point

on both:

• the borrower’s best-response functionwhich will vary with the amount of
equity he has invested k; and

• the competition condition, which will vary with the degree of barriers to
a prospective lender seeking to enter the credit market, b.

Credit-constrained and excluded would-be borrowers
We illustrate the market in Figure 12.12 for the case of unlimited com-
petition. The competition condition with no barriers to entry (b = 0) is
the iso-expected-profit curve labeled π̂0. This is the zero-profit condition.
Also shown are three best-response functions for borrowers with differing
amounts of wealth to invest in their project. In Nash equilibrium for the
market we have the following:
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Figure 12.12 Credit market exclusion and credit constraints. The competition
condition (Equation 12.35) is: δ(1− f ) = (1+ρ)

(1−b)
. Potential borrowers with k1 < k2 are

unable to find a lender willing to lend to them. Those with more wealth (k3 > k2)
pay a lower interest factor.
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• Limited wealth, excluded borrower. The best-response function of those
with limited equity (k1) lie wholly above the competition condition. If
lenders extended loans to these borrowers, the expected profits would
be negative. As a result, borrowers with wealth k1 are unable to borrow.
They are the credit market-excluded or excluded borrowers.

• Modest wealth, credit-constrained marginal borrower. The borrower
whose wealth, k2, is just enough so that his best-response function is
tangent to the competition condition at point e is called the marginal
borrower. This is because he has exactly enough wealth to secure a
loan. The interest factor and risk level for the marginal borrower will be
(δ2, f(δ2)).

• Wealthy, credit-constrained borrower paying a lower interest factor. For
the borrower with wealth k3 > k2 the Nash equilibrium is at point a,
where you can see that he pays a lower rate of interest than the marginal
borrower.

EXCLUDED BORROWER A borrower who is unable to obtain credit.

MARGINAL BORROWER A marginal borrower is a borrower with just enough
wealth to secure a credit contract with a lender.
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Wealth constraints on quality and size of projects
In addition to paying lower rates of interest, borrowers with more wealth
will be able to finance larger projects and projects of lower quality. To
see this take the lender’s eye perspective on borrowers: Which would
you rather interact with? The simple answer is you prefer borrowers who
will not increase their risk-taking by very much if you charge a higher
interest factor. You would like to find borrowers with flatter best-response
functions. That is why lenderswill not transact in anywaywith the excluded
borrowers (their best-response functions are too steep).
Now recall that for the borrower who has invested k in the project whose

quality is q we have

Best response with equity f(δ,k) = 1
2
+ δ(1− k)

2q

and, slope of the BRF = (1− k)
2q

= amount of the loan
twice the quality of the machine

Two conclusions follow:

• Wealthier borrowers can finance inferior projects: a wealthier person
(higher k) can have a flatter best-response function and therefore receive
a loan, even if the quality of the project q is less than the quality of the
project of a borrower excluded because he has too little wealth.

• Wealthier borrowers can finance larger projects: the slope of the best-
response function depends on the size of the loan, that is, the difference
between the project size and the amount the borrower invests. So putting
a given amount of equity into the project allows the wealthy borrower to
increase the size of the project by the same amount, without affecting
the slope of the best-response function.

CHECKPOINT 12.9 Wealth matters Explain why the borrower with k1 will
not get a loan, and the one with k3 will pay a lower interest rate (in
competitive equilibrium) than the one with k2 < k3.

12.10 COMPARISON OF COMPLETE AND
INCOMPLETE CONTRACTS
In the credit market, just as in the labor market and the market for goods
of variable quality (Chapters 10 and 11), the incompleteness of the contract
between the principal and the agent leads to results quite different from
what is the case in exchanges covered by complete contracts. We sum-
marize the differences between the complete and incomplete contracting
models in Table 12.2 and illustrate the two cases in Figure 12.13.
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The borrower receives a rent
To see that the borrower receives a rent we consider his interaction
with a single principal using Figure 12.13. You will observe that the Nash
equilibrium (point n) is to the left of point g on his participation constraint.
We know that expected income is higher to the left of the participation
constraint (because the interest factor is lower) so he must expect an
income greater than zero, his fallback option. So he receives a rent.
To determine how large his rent is we proceed as we did in Chapter 11,

by asking: Hypothetically holding constant the level of risk he is taking
in the Nash equilibrium (fN) how much higher could the interest factor
be without violating his participation constraint? (It does not matter that
he would not hold constant his risk level if she raised the interest factor:
this is another thought experiment.) The answer is given by the horizontal
distance between points g and n, that is δg −δN.
The principal’s profits are lower in the incomplete contracting case.

From the figure you can see that δ(1− f ) is δC(1− fC) = q

4
in the complete

contracting case and only q

8
under the incomplete contract.

The total rent to be divided between lender and borrower is also smaller
in the incomplete contract case than it is in the complete contracting case.
The reason is that the borrower runs the machine at a speed faster than
that which would maximize the expected total income from the project.
But, even though the total rent is lower with incomplete contracting, unlike

Figure 12.13 A comparison of the complete and incomplete credit market
contract outcomes. Point n corresponds to the incomplete credit contract Nash
equilibrium with risk fN = 3

4
and interest factor δN . Point c corresponds to the

complete contract outcome with risk fC = 1

2
and interest factor δC .
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the complete contracting case, the borrower shares some of the rent when
the contract is incomplete: the rent is not entirely taken by the lender as it
was when contracts were complete.

The Nash equilibrium is Pareto inefficient

! reminder In M-Note 11.6
in Chapter 11 we used the
first-order conditions for the
principal’s and agent’s
constrained optimization
problems to demonstrate why
the Nash equilibrium in a
similar case (employers and
workers) is not Pareto
efficient.

In the complete contracting case aswehave already seen, the resultmust be
Pareto efficient because the constraint on the lender’s profit maximization
is the borrower’s participation constraint.
When the contract is incomplete, the borrower’s best-response function

not his participation constraint limits the lender’s options. To see why
the resulting Nash equilibrium (point n in Figure 12.14) must be Pareto
inefficient notice that the lender is better off at points below and to the
right of her iso-profit curve π̂N. The borrower is better off at points to the
left of his iso-expected-income curve ŷN.
There is a set of points, such as point b, that are Pareto improvements

over point n. At point b in yellow-shaded Pareto improving lens, the lender
would earn higher profits (π̂b > π̂N) and the borrower would get higher
expected income on ŷb > ŷN showing that point b is Pareto superior to the
Nash equilibrium at point n.

Figure 12.14 Credit equilibrium with non-contractual risk level and
Pareto-improving lens. At the Nash equilibrium, the borrower’s
iso-expected-income curve is ŷN and the lender’s iso-expected profit is π̂N . The
yellow-shaded area is the Pareto-improving lens. At point b in the lens, the lender
would earn higher profits on π̂b and the borrower would get higher expected
income on ŷb showing that point b is Pareto-superior to the Nash equilibrium at n.
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The Pareto-improving lens must exist for the same reason that contrac-
tual incompleteness led to inefficiency in the equilibrium of the employee-
employer interaction in Chapter 11 or the interaction of buyer and seller
of the variable quality good in Chapter 10. At the Nash equilibrium, point
n in Figure 12.14 the lender’s iso-expected-profit curve is tangent to the
borrower’s upward-sloping best-response function. This means that it
cannot also be tangent to the borrower’s iso-expected-income curve—as
a mrsP =mrsA condition for a Pareto-efficient outcome would require—
because at point n the borrower’s iso-expected-income curve is vertical
(as we showed in M-Note 12.2 and in Figure 12.7).

CHECKPOINT 12.10 Pareto efficiency and Pareto improvements

a. Make sure that you can explain why it is the case that one person
maximizing his profits or utility subject to the participation constraint
of another must result in a Pareto-efficient outcome.

b. Can you explain why the set of Pareto-improving points in the Pareto-
improving lensmust exist when the constraint is the best-response func-
tion? Hint: think about the construction of the best-response function
and what you know about the slope of the borrower’s iso-expected-
income curve at the Nash equilibrium, point n.

c. Explain each of the five differences between the complete and incom-
plete contracting case in Table 12.2 and why the difference in the contract
produces the difference in outcomes.

Table 12.2 Complete and incomplete contracts: a summary of differences in the
Nash equilibrium of the credit market. The ICC and the PC are the incentive
compatibility constraint and the participation constraint, respectively. The case
of the complete contract is shown in Figure 12.5; that of the incomplete contract
is shown in Figure 12.8 and the figures in the remainder of the chapter. In Table
12.1 we show that the total rents are maximized in the complete contracting case
but not in under incomplete contracts. If markets do not clear, then borrowers
will fail to secure loans to finance projects that are identical to the projects of
wealthier borrowers who have secured a loan. The two cases are contrasted in
Figure 12.13.

Contract over interest and risk Incomplete Complete

Constraint for principal (lender) ICC PC
Rent for the agent (borrower)? yes no
Pareto-efficient Nash
equilibrium?

no yes

Total rents, maximized? no yes
Market clearing? no yes
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12.11 WHY REDISTRIBUTING WEALTH CAN
INCREASE THE SUM OF ECONOMIC RENTS
You have already seen (in Tables 12.1 and 12.2) that the Nash equilibrium in
the credit market is inefficient in a second way, one that goes beyond the
Pareto-efficiency criterion: the sum of the rents gained by the borrower
and the lender is smaller than it could be. This is the case with just a
single borrower and lender, but it becomes muchmore important when we
consider an entire economy in which there are wealth differences among
prospective borrowers and some borrowers lacking wealth are excluded
entirely from the market.

Inferior projects of the wealthy are funded
These differences among potential borrowers cannot be efficient, as there
will be some poor borrowers with good projects that will not be carried out
because they are excluded from the credit market, while some wealthier
borrowers will obtain financing to carry out inferior projects.
To see the consequences for the efficient use of resources, suppose that

some given total amount of finance is available, normalized to one, to be
divided among projects operated by a wealthy and a not wealthy borrower
(these could represent many borrowers of each type). For simplicity we
assume that the poor borrower has no wealth, and that the wealthy bor-
rower will invest equity equal to one-half the size of the project in any
project for which she is granted a loan. We order the projects of each from
the best (highest q) to the worst (lowest q).
Figure 12.15 shows the array of projects of the two, the poor borrower’s

best project on the left, with projects of lesser quality arrayed in the step
function descending to the right. The wealthy borrower’s best project on
the right, and his projects of successively lower quality are shown by the
step function descending to the left.
The height of each step function is the quality of the particular project

in question. The horizontal width of the step is the size of the project for
the poor borrower and half the size of the project for the rich borrower
(because he borrows only half of the project size, providing the rest with
his own investment of equity).
In the figure ϕ0N is the fraction of total loans received by the poor

borrower (with (1−ϕ0N) the fraction going to the wealthy borrower). We use
the N superscript because we know from the previous demonstration that,
in the Nash equilibrium, the wealthy borrower will succeed in obtaining
financing (a loan) for projects that are of lower quality than the best
excluded project of the poor borrower.
To see why this reduces the total rents, think about the consequences of

hypothetically shifting some of the loan funds from the rich to the poor, so
that the rich person would not be able carry out his worst included project,
and the poor person would be able to carry out his best excluded project.
That would replace an inferior rich person’s project with a superior poor
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Figure 12.15 Efficiency losses due to borrower wealth differences. A total
amount of credit (the length of the horizontal axis) is allocated between a
borrower with no wealth (superscript 0) and a borrower with substantial wealth
(superscript k) invested as equity in various projects wealth. In the Nash
equilibrium a fraction of the total funds loaned ϕ0N is allocated to finance the
projects of the poor. The remainder 1−ϕ0N finances the projects of the wealthy
borrower. The vertical axis measures the quality of the projects. The two step
functions show that other than the size of the projects, both rich and poor have a
similar distribution of quality of projects. This need not be the case, and it is
unimportant in what follows. The average quality of the projects funded will be
maximized if the best excluded project of the poor borrower is worse than the
worst included project of the wealthy borrower, and the best excluded project of
the wealthy borrower is worse than the worst included project of the poor
borrower. This is not true at the distribution given by ϕ0N because the quality of
the worst included project of the wealthy borrower qkN is less than the quality of
the best excluded project of the poor borrower q0N . The only distribution of funds
for which the average quality of project maximizing condition is true is ϕe.

0 ϕ
0N

ϕ
e 1

qkN

q0N

e

a

b

Poor borrower's
best projects

Wealthy borrower's
best projects

Quality of
wealthy

borrower's
projects, qk

Quality of poor
borrower's
projects, q0

Loans to poor
borrowers

Loans to wealthy
borrowers

person’s project, as you can see from the figure. This would increase the
average quality of the projects funded because q0N > qkN.
You can also see that the same would be true of further redistribution of

finance toward the poor person’s project, until the poor person’s projects
received a fraction ϕe of the total.
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Redistributing wealth to increase total rents
We called the redistribution of loans hypothetical, but it could be accom-
plished by a redistribution of the wealth of the two borrowers, so that they
had equal assets. Their projects would then be treated equally in the credit
market and the poor borrower would receive ϕe of the funds. The average
quality of the projects funded would increase.
But there is a second reasonwhy a redistribution ofwealth could enhance

economic rents, even in the absence of any change in the quality of the
projects. If a poor former borrower were to become wealthy enough to
finance the project herself, then she would “own” all of the consequences of
her own risk-taking. As a result shewould implement the expected income-
maximizing risk level.
To see this, think of a particular borrower whose project has a quality

q seeking a loan from a wealthy individual to finance the project. Suppose
q = 8(1+ρ), then in a credit contract like the ones we have studied, the two
would transact as is shown in the top “before” line of Table 12.3. We assume
that the lender’s expected profit is just equal to the risk-free rate of return
ρ and so, given the value of q we have assumed is equal to ((q/8) − 1), while
the borrower’s expected income is q

16
= 1+ρ

2
.

Now imagine that instead of the poorer person borrowing from the
lender, the government confiscates the assets from its wealthy lender and
gives this amount ($1) to the poor former borrower, who then operates the
project as residual claimant at the owner-operator level of risk, that is, f = 1

2
.

As a result the former borrower now has an income equal to q

4
or 2(1+ρ).

But at the same time, the government imposes a tax obligation on the
beneficiary of this redistribution (the previously poor borrower), requiring
him to pay 1+ρ at the end of the period. The tax must be paid irrespective
of whether the machine fails. (The borrower might have to sell his car or
mortgage his home in order to do this.)

! reminder The residual
claimant is the person who
owns what is left over after all
of the contractually obligated
costs are paid. In a firm, the
residual claimants are the
owners who own the revenues
of the firm minus the costs of
labor, materials, management
and other inputs, as well as
taxes have been paid. If a
farmer pays a fixed rent and
she farms and owns the crop
that she harvests, then she is
the residual claimant on the
value of the harvest minus
the rent and other costs
incurred. She also owns the
loss, if the harvest is worth
less than the costs.

Table 12.3 Comparison of levels of income before and after redistribution for an owner of a machine and
an operator of a machine. The “Before” line is the case illustrated in Table 12.1 for an incomplete contract
and a borrower without wealth. The owner’s income here is her accounting profit (we do not subtract the
opportunity cost of capital, as we did in Table 12.1). The second line (“After redistribution, before tax”)
refers to the situation after the asset has been transferred from the initial owner to the operator but
before he has paid the tax. The “After” row shows the result of redistributing wealth equal $1 to the
erstwhile borrower, taxing the borrower an amount 1+ρ and transferring these tax revenues to the former
owner of the asset, as compensation for the confiscation if her asset. We illustrate this case assuming that
q = 8(1+ρ).

Total income Initial owner’s income Operator’s income

Before 3q
16 = 3(1+ρ)

2
q
8 = 2q

16 = 1+ρ q
16 =

(1+ρ)
2

After redistribution/before tax q
4 =

4q
16 = 2(1+ρ) 0 2(1+ρ)

After redistribution and tax q
4 =

4q
16 = 2(1+ρ) q

8 = 2q
16 = 1+ρ q

8 = 2q
16 = 1+ρ
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The government then transfers these tax revenues to compensate the
former owner for her loss, so she now has income 1+ρ, the same as before.
The beneficiary of the redistribution after paying the tax has an expected
amount of 1+ρ for himself, and is therefore better off. (Recall he made only
half this amount as a borrower, without the government intervention.) So
the former lender is as well-off as before, and the former borrower is better
off. The redistribution of wealth implemented a Pareto improvement.
There is nothing special about the numbers: all that is required to make a

Pareto improvement possible is that total rents are larger when the former
borrower becomes rich enough to run the project as the owner-operator.
By extracting from the beneficiary the tax sufficient to pay compensation
to the former owner irrespective of the fate of the project, the government
was able to offer the equivalent of an enforceable loan contract to the
beneficiary at the risk-free interest rate. What the asset transfer plus the
tax accomplishes is to make the owner-operator of the project the residual
claimant on all of the risk entailed by his choices (rather than being shielded
from risk by the unenforceability of the promise to repay the loan).
The key to the success of the redistribution is that private transactions

are governed by limited liability and bankruptcy laws that protect the
borrower from risk by placing his other assets (car or home in the above
example) beyond the reach of the lender seeking to enforce repayment. The
obligation to pay the government’s tax is not limited by these provisions.
This accounts for the superiority of the owner-operator case, and allows
for the Pareto-improving redistribution.
What this policy application shows is that redistributing wealth from

richer to poorer people may allow a Pareto improvement, so that the poor
benefit and the rich do not lose. But so far we have left out an important
reasonwhy redistribution of this type sometimes fail: the poor are probably
more risk averse than the rich. They place a higher value than the rich
on reducing the risk to which they are exposed. This being the case they
may prefer lower expected returns on less risky projects. We return to the
question of risk aversion and wealth or income redistribution to the less
well-off in Chapters 13 and 15.

CHECKPOINT 12.11 Pareto-improving redistribution Imagine explaining
to a friend studying economics who has not yet read this chapter how
a redistribution of wealth can increase total rents and even be a Pareto
improvement, in particular:

a. If there were an alternative outcome that would have benefited both the
owner of the machine and the operator, why did they not simply make a
deal to implement the mutually preferred outcome?

b. Why was the alternative outcome accomplished by a government when
it did not happen by means of private exchange?
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12.12 COMPETITION, BARRIERS TO ENTRY, AND
THE DISTRIBUTION OF RENTS
We turn now from the effect of differing levels of wealth among borrowers
and the effects of redistribution of wealth to consider another aspect of
the credit market that is a subject of public policy. This is the degree
of competition. We begin with a borrower without wealth, like the one
depicted in Table 12.1, now shown in Table 12.4, contrasting the case of the
one-on-one interaction between Parama and Antonio with a situation in
which borrowers and lenders interact in a credit market with no barriers
to entry or what we have called unlimited competition.

M-CHECK The second row in
Table 12.4 is calculated by
inserting the parameter
values given in the table
caption into the analytical
expressions in the first row.
The entries in the bottom row
are calculated by inserting the
expression for f in the top row
into the zero-profit condition,
that is, Equation 12.36 with
barriers to entry, b = 0, and
then solving for δ. We then
used that value of δ in the
borrower’s best-response
function to determine f.

The difference between the final two rows of Table 12.4 underscores the
effect that limits to competition has on the distribution of income. Looking
just at the relationship between the lender and a single borrower, two
differences are noticeable:

• The total rents available to the borrower and lender: Competition among
lenders (the bottom row) results in a substantial increase in the size
of the total “pie”—from 0.825 to 1.225. The reason is that competition
forces lenders to charge lower interest factors—δ drops from 5 to 3—and
in response borrowers adopt lower (more nearly total-rent-maximizing)
levels of risk: f falls from 0.75 to 0.65.

• The distribution of rents between borrower and lender:Unlimited competi-
tion eliminates the rents of the lenders, they receive expected accounting
profits equal to the opportunity cost of capital, all of the rents go to
the borrower. As a result, their accounting profits, that is, their income
derived from their loan of $1 is π̂A = ρ = 0.05.

Table 12.4 The difference that credit market competition makes: a numerical example of a lender and a single
borrower This example is based on Table 12.1. The incentive compatibility constraint (ICC) in all cases is
f = 1/2+δ/2μ. For the numerical examples we used q = 10, ρ = 0.05, and for the last line barriers to
competition, b = 0.

Expected rents per period

Case: Differing rules of
the game

Interest
factor, δ

Risk, f Borrower’s
expected
income, ŷ

Lender’s expected profit, π̂ Total

No competition
(analytical expressions)

q
2 f = 1

2 +
δ
2q

q
16

2q
16 − (1+ρ)

3q
16 − (1+ρ)

No competition
(numerical example)

5 0.75 0.625 0.2 0.825

Unlimited competition
(numerical example)

3 0.65 1.225 0 1.225
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The entries in Table 12.4 give the results for the lender and just one of
her borrowers. To see how this affects the distribution of income in the
economy as a whole, we need to take account of the fact that banks and
other lending institutions interact with very large numbers of borrowers.
So think about the lender, Parama, and the, let’s say, 99 other borrowers to
whom Parama has extended loans, like she did to Antonio.
The results in Figure 12.16 show that the elimination of competition

increases the income of the lender by fivefold while cutting borrowers’
incomes to approximately half of their level under competition. Total
income is reduced by one-third.
The contrast between these extreme cases—no competition versus

unlimited competition—provide another illustration of the effect of limited
competition: in the markets for goods and services

• increasing economic profits and reducing consumer surplus in Chapter 9
and

• reducing the real wage in the model of the whole economy in Chapter 11.

As well as:

• the effect of limited competition in the labor market—monopsony—in
reducing employment and lowering wages in Chapter 11.

Figure 12.16 Effects of competition on total income of a single lender and her set
of borrowers, and its distribution. The data for the figure come from the
numerical examples in the last two rows of Table 12.4 with two additional pieces
of information. We show the lender’s income based on transactions with 100
borrowers identical to the single borrower shown in the table. And the lender’s
income is correctly measured by his accounting profits, namely πA = δ(1− f ) − 1,
not by his economic profits (πE = δ(1− f ) − (1+ρ)). So, for example, the top blue
bar, the lender’s income of 5 under unlimited competition (the case in which
economic profits are zero) is 100 transactions times the size of the loan (1) times
ρ = 0.05.

62.5
122.5

25
5

87.5
127.5

Total

100 borrowers

The lender

0 50 100
Expected income

No competition Unlimited competition
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The comparison of the extreme cases—unlimited or no competition—
suggests that public policies to reduce barriers to entry in credit markets
would raise total income and reduce the inequality between lenders and
borrowers. To see how this would work, in Figure 12.17 we study the credit
market under two levels of competition:

• barriers to entry: the status quo with substantial barriers to entry (b > 0);
and

• unlimited competition: a possible result of a government’s competition
policy in which barriers to entry are eliminated.

Panel (a) shows the competition conditions under these two assumptions.
In panel (b), point n1 is the status quo Nash equilibrium while n0 is the
outcome under unlimited competition, that is b = 0. If policies could be
implemented to shift the competition condition to the left (as shown in
panel (a)) the outcome would be:

• a reduction in the interest factor charged by the lender, from δN1 to δN0 ,

• a reduction in the risk taken by the borrower, from fN1 to fN0

resulting in

• an increase in total income (you know the total income is maximized at
f = 1/2)

Figure 12.17 Nash equilibria with unlimited competition and barriers to entry.
The green line is a borrower’s best-response function. Two alternative
competition conditions are shown, one for the case of unlimited competition
(b = 0) and the other for positive barriers to entry. You can see that with greater
barriers to entry the Nash equilibrium level of the interest factor and the level of
risk taken are both higher.
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• an increase in the expected income of the borrower (you know from
Figure 12.7 that expected income is higher at points to the left on the
borrower’s best response function), and

• a decrease in the expected incomeof the lender (because the competition
condition has shifted to the left, n0 is on a lower iso-expected-profits
curve than is n1).

In Figure 12.18 we generalize the insights of Figure 12.16 to show the
effect of a range of values for the barriers to competition. We introduce
a borrower’s equity at the level of k = 0.5 and we show how variation in
the level of barriers to entry affect the total rents and the expected income
and profits of the borrower and lender respectively. As expected from the
previous analysis, the greater are the barriers to entry (the less competition
in the credit market):

• the less are the total rents (the income of the borrower and the economic
profit of the lender);

M-CHECK In Figure 12.18, for
b = 0.58, the profit rate of the
incumbent firms would have
to be so high that the
borrower with k = 0.5 (the
equity level we have
assumed) would be the
marginal borrower. For
b > 0.58 there is no profit rate
of incumbent firms that would
be both sufficient to attract
entering firms and consistent
with incumbent firms
transacting with borrowers.

Figure 12.18 Barriers to entry in the credit market and the distribution of rents
between a lender and a single borrower. To show the effect of barriers to entry,
we set specific values for the rest of the model and vary barriers to entry (b). In
the figure the quality of the machine, q = 10, the level of equity is k = 0.5, and the
opportunity cost of capital is ρ = 0.05. The total rents in the absence of barriers
to entry shown in the figure (1.41) exceed the total rents in Table 12.4 for the case
of unlimited competition because here the borrower has invested equity in the
project and so he selects a lower level of risk, closer to the value (f = 1

2
) that

would maximize the sum of rents.
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• the greater is the economic profit of the lender; and

• the lesser is the income of the borrower.

CHECKPOINT 12.12 Competition matters Using Figure 12.17 explain how
increased competition reduces the equilibrium interest factor.

12.13 APPLICATION: FROM MICRO TO
MACRO—THE MULTIPLIER AND MONETARY
POLICY
We saw in Chapter 10 that when account is taken of the incomplete nature
of contracts, competitive markets need not clear in equilibrium; and in
Chapter 11 this is true specifically of the labor market, which in long-
term equilibrium is characterized by structural unemployment. Here we
show how principal–agent models of the credit market provide additional
foundations for a unification of microeconomics and macroeconomics.

The microeconomic foundations of the Keynesian multiplier
An essential concept for macroeconomic policy is the Keynesian multiplier.
The Keynesian multiplier indicates the total effect on aggregate demand
generated by a single unit of exogenous change in expenditure (for example
in the form of a government transfer, investment, or net export demand).
Think about a fall in export demand, which results in fewer of the

exported goods being produced and a reduction in employment, meaning
some workers lose their jobs. The Keynesian model shows how this income
shock to the employee then sets off ripple effects throughout the economy
amplifying the initial effect.
This occurs because with reduced income, there is a second-round

effect: the unemployed worker spends less money on goods and services,
so the income of the local grocer now also falls, along with the incomes of
other people fromwhich she would have purchased goods and services had
she not lost her job. A third round follows: the grocer purchases less from
his suppliers, and so on. The multiplier is a measure of the extent to which
an initial shock is amplified by successive rounds of reduced expenditure.
But if the unemployed worker could have readily borrowed sufficient

funds to sustain her previous level of consumption until she found another
job, the lost income of the unemployed worker would be where the process
ends. Therewould have beenno amplification of the shock. National income
would fall by the amount of the reduction in export demand. Therewould be

AGGREGATE DEMAND The sum of expenditures on goods and services
produced in a country, including demand from the rest of the world.
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no second- and third-round ripple effects. To explain the multiple rounds! reminder In Figure 12.2
you saw that about 30 percent
of US households reported in
2019 that they could not cover
three months’ expenses by
any means (including
borrowing) if their primary
income was lost.

of additional expenditure that is essential to the Keynesian multiplier, it
is common to assume that there are many “hand-to-mouth” households,
whose consumption expenditure rises and falls with its income, which
seems to be the case. By one estimate: “half of households follow the ‘rule-
of-thumb’ of consuming their current income.”15

The model of the credit market with incomplete contracts that you have
learned provides one explanation of where this rule of thumb might come
from and why these hand-to-mouth households are so common. A great
many families are either excluded from the credit market entirely, or are
unable to borrow except in small amounts or at prohibitively high rates of
interest.

The microeconomics of monetary policy
The credit market model explains how monetary policy moderates the
business cycle, for example by expanding aggregate demand during a
recession. It does this by lowering opportunity cost of capital and thereby
expanding lending to businesses and individuals.
In the US the Federal Reserve System sets a target federal funds rate

of interest which effectively determines the interest rates charged by
commercial banks throughout the economy. The same is done in other
countries by the central bank, for example, in Germany the Deutsche
Bundesbank, the Bank of England, or the Reserve Bank of India. The rate
of interest at which banks lend is one of the main determinants of the
opportunity cost of capital.
The amount of lending in the credit market is determined by the credit

market competition condition (Equation 12.35).

Credit market competition condition δ(1− f ) = 1+ρ
1− b

which, recall, depends not only on the extent of barriers to entry, b, but also
on the opportunity cost of capital ρ.
To see how this affects the macroeconomy, we use Figure 12.19 where the

initial competition condition is π̂ρ2 which corresponds to the initial interest
rate, ρ2. Now suppose the Federal Reserve System decides to lower the
federal funds rate from ρ2 to ρ1 (ρ2 > ρ1). The decrease in the federal funds
rate will shift the competition condition up and to the left as is shown by
the new competition condition, π̂ρ1 .

MONETARY POLICY Policies implemented by a central bank affecting the rate of
interest at which businesses and others can borrow and the amount of borrowing,
thereby regulating aggregate demand to moderate the business cycle and
regulate inflation, are termed monetary policy.
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There are two effects of the change in policy:

• include previously excluded borrowers: Some of the prospective bor-
rowers with less wealth, k1, who were previously excluded from the
credit market, can now borrow. In Figure 12.19 (b) the reduction in the
opportunity cost of capital was just sufficient so that her best-response
function BRFk1 makes her a newmarginal borrower, at point h (paying an
interest factor δh); and

• lower interest for previously included borrowers: The two borrowers
shown who were able to borrow previously are now able to borrow
at lower interest rates. The borrower with wealth k2 for example was
previously borrowing at the interest factor of δg and after the reduction
in the opportunity cost of capital can now borrow at the lower rate of δi
(comparing points g and i).

The effect of these two changes in the credit market will be to increase
spending: the previously excluded borrower will now spend the funds
borrowed, and the other two borrowers will now enjoy higher profits on
the projects that they previously financed with their loans. They can also
finance larger projects or projects of lesser quality.

Figure 12.19 The competition condition and the central bank interest rate. When
the central bank’s monetary policy decreases the opportunity cost of capital from
ρ2 to ρ1, the competition condition shifts from π̂ρ2 to π̂ρ1 as shown in panel (a). In
panel (b), we show the best-response functions of three borrowers with different
levels of equity, k3 > k2 > k1. At the initial opportunity cost of capital (ρ2) the
borrower with equity of k2 is the marginal borrower and pays an interest factor δg
corresponding to point g. With the opportunity cost of capital lowered to ρ1, a
borrower who was previously excluded prior to the policy change is now the
marginal borrower in the credit market (at the tangency of π̂ρ1 to the new
marginal borrower’s best-response function, BRFk1 at point h). The interest factor
that a borrower with wealth k2 pays decreases from δg to δi which can be seen by
comparing points g and i.
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We havemodeled the effect of monetary policy on investment in projects
similar to our “machine.” The primary effect of lower interest rates on
spending, however, is not to expand investments such as building new
plants, office buildings, and equipment but instead on the construction
of new homes and the purchase of cars and other consumer durables
(typically bought on credit).
A slight modification of the credit market model is required to study

housing and consumer durable credit, to take account of the fact that
lenders typically require collateral rather than equity. (We do this in the
next section.) But the underlying mechanism is the same: a reduction in
the opportunity cost of capital (when the central bank lowers its lending
rate) lowers the Nash equilibrium interest rate on mortgages and car loans,
and allows some previously excluded borrowers to secure a loan.
Figure 12.20 illustrates this channel for monetary policy affecting aggre-

gate demand. It shows that a decline inmortgage interest rates is associated
with an increase in new home construction. The dots in the upper left, for

Figure 12.20 Mortgage interest rates and new private housing construction, US
1977-2006. The vertical axis measures the change in the number of new home
units on which construction began between one quarter (e.g. Q1, meaning January
to March) of the year and the same quarter a year earlier. The horizontal axis
measures the change in the real mortgage interest rate over the previous year.
The real mortgage interest rate takes account of the effect of inflation on the cost
of repaying the loan. We also show best fit estimated (red) line based on these
data. The slope of the red line (−59.53) means that a one percentage point
increase in the mortgage interest rate is associated with a drop of close to 60,000
new housing starts for the following year.
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example, show that in quarters that saw a big drop in the real mortgage
interest rate over the previous year therewas big increase in housing starts.
As we shall see at the start of Chapter 13, the global financial crisis resulted
in many people defaulting on home loans and going bankrupt, the central
banks of the world stepped in by engaging in monetary policy to stimulate
aggregate demand by lowering the central bank lending rate.

CHECKPOINT 12.13 The microeconomics of macroeconomic policy In
Figure 12.19 show the effect of the reduction of the opportunity cost of
capital on the interest rate paid by the borrower with wealth k3.

12.14 APPLICATION: THE CASE OF COLLATERAL
RATHER THAN EQUITY
We began with an example of a loan secured by collateral: Mary Bolender’s
car that was disabled by the lender. Because of the importance of collateral
in supporting lending for car and home purchases (and therefore its key
role in the effectiveness of monetary policy), we now return to this case,
contrasting collateral with equity, the case in which the borrower has
invested some amount k in the project.
The borrower has collateral of value k, and the structure of the game

between him and the lender otherwise is unchanged. As was the case of
the borrower without wealth,the borrower will borrow $1 for the project,
but now additionally will post k as collateral. The collateral may be the
borrower’s home if the loan is a mortgage for the purchase of the home.
It could also be a car being purchased on credit. Therefore the borrower
can still use the collateral until it is claimed, so there is no opportunity cost
of devoting k to collateral unless the project fails. Thus, his expected income
will consist of the following:

• As before, in the case the project succeeds (with probability (1− f )), the
borrower receives expected returns minus expected repayment of the
loan.

• Now, additionally, if the project fails (with probability f), the borrower will
have to give the lender the collateral, k.

Putting this together, we have:

ŷ(f,δ,k) = qf(1− f ) −δ(1− f ) − fk (12.41)

In M-Note 12.10 we show that the borrower’s best-response function, that
is derived by varying f to maximize the borrower’s expected income, is

f = 1
2
(1− k

q
)+ δ

2q
(12.42)

This differs from the best response function of the zero-wealth borrower
in the absence of collateral: the entire function is shifted downward (the
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constant now is less than 1

2
). The reason is that themarginal cost of running

the machine faster now includes not only the lost revenue of the machine
if it fails, but also forfeiting the collateral.
As a result, for every interest factor (δ) the risk taken by the borrower (f)

is less, making it more profitable for a lender to extend a loan. This means
that by posting collateral a borrower may avoid being excluded from the
credit market, as the lender who disabled Bolender’s car said.
The lender’s expected profits are also different from the case of equity

(Equation 12.6) or a loan that is not secured by collateral.

• the amount of the loan is now 1 (rather than (1− k)); and

• instead of getting nothing in the case that the project fails, the lender will
receive the value of the collateral, k.

So expected profits are now

π̂(δ, f,k) = δ(1− f ) + fk− (1+ρ) (12.43)

In M-Note 12.10 we show that the lender will maximize expected profits by
choosing the interest factor below (where fδ ≡

𝜕f
𝜕δ
).

δ = k+
1− f(δ)

fδ
(12.44)

The interest factor charged by the lender will now be higher than in the
casewithout collateral (Equation 12.33). The reason is that themarginal cost
of raising the interest factor is now less: while a higher interest factor will
induce the borrower to run the machine faster as before (Equation 12.42),
now in the case that the project fails the lender receives the collateral k
instead of zero, as was the case in a loan without collateral.
Where the lender can require that the borrower post collateral, then,

there are two offsetting effects:

• the risk taken by the borrower will be less (for any given interest factor
charged by the lender); and

• the interest factor charged by the lender will be higher.

The resulting level of risk taken in the Nash equilibrium could be either
higher or lower than for the case without collateral.
There are also offsetting effects of collateral on the distribution of rents

between borrowers and lenders.

• by shifting downward the borrower’s best-response function, posting
collateral will allow some previously excluded borrowers to secure a loan,
and to receive some positive level of expected income (that is, a rent); but

• for those able to secure a loan without collateral, the requirement to post
collateral will increase the rents obtained by the lender and reduce the
rents obtained by the borrower.
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M-NOTE 12.10 The case of collateral: the borrower’s risk decision

Here we derive the best-response function of the borrower who posts
collateral rather than investing equity in the project.
The expected income of the borrower is:

π̂(δ, f,k) = δ(1− f ) + fk− (1+ρ) (12.45)

Following the procedure in M-Note 12.4 we differentiate the borrower’s
expected income, Equation 12.41, with respect to f and set it equal to zero
to maximize expected income, which gives us his first-order condition (FOC)
and best-response function:

𝜕ŷ
𝜕f = −qf+ q(1− f ) +δ− k = 0 (12.46)

First-order condition q(1− f ) +δ⏟⎵⎵⏟⎵⎵⏟
MB

= qf+ k⏟
MC

The collateral requirement increases the marginal cost of taking greater risk.
Rearranging the first-order condition, Equation 12.46, to solve for f(δ,k) we
have:

BRF: f(δ,k) = 1
2
+ δ− k

2q

= 1
2
− k
2q

+ δ
2q

= 1
2
(1− k

q
)+ δ

2q
(12.47)

We can see that, instead of flattening the slope of the best-response function
of the borrower as occurred in the case of equity, collateral shifts down the
best response of the borrower without changing its slope.

M-NOTE 12.11 The case of collateral: the lender’s choice of the interest
factor

Writing the borrower’s best-response function simply as, f = f(δ), because we
are considering variations in k, the expected profits of the lender are now:

π̂(δ, f(δ),k) = δ(1− f(δ)) + f(δ)k− (1+ρ)
= δ−δf(δ) + f(δ)k− (1+ρ) (12.48)

Differentiating this function with respect to δ, setting the result equal to zero,
and then rearranging the expression we have:

𝜕π̂
𝜕δ = 1−(f(δ) + fδδ)+ fδk = 0

⟹ 1− f(δ)⏟⎵⏟⎵⏟
Marginal
benefit

= fδ(δ− k)⏟⎵⏟⎵⏟
Marginal
cost

(12.49)

The left-hand side is the marginal benefit of increasing the interest factor,
while the right-hand side is the marginal cost. More collateral reduces the

continued
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marginal cost. Equation 12.49 can also be rearranged to show the lender’s
expected profit maximizing choice:

δ = q+ 5k
8

Equation 12.49 can also be rearranged to require that the slope of the iso-
expected-profit curve (the left-hand side) is equal to the slope of the best-
response function (the right-hand side):

𝜕π̂
𝜕δ = π̂δ = 1− f(δ) − fδδ+ fδk = 0

𝜕π̂
𝜕f = π̂f = −δ+ k

π̂δ
−π̂f

=
1− f(δ) − fδδ+ fδk

δ− k
= 0

=
1− f(δ)
δ− k

−
fδ(δ− k)
δ− k

−mrs = π̂δ
−π̂f

=
1− f(δ)
δ− k

= fδ = −mrt

CHECKPOINT 12.14 Collateral and equity How does the case of lending
with collateral differ from lending with equity?

12.15 APPLICATION: COTTON AS COLLATERAL IN
THE US FOLLOWING THE END OF SLAVERY

Figure 12.21 A share
cropper’s contract from North
Carolina in 1886. It is signed
with an X by the formerly
enslaved African-American
Fenner Powel (at the bottom,
right) in which he agrees to
give the landowner M. S. Mial
half of the crop he grows and
“to be respectful in manner
and deportment to said Mial.”
There is nothing in the
contract about Mial being
respectful to Powel.
Courtesy of the State Archives of
North Carolina.

In the US South, prior to the Thirteenth Amendment to the US Constitution
that abolished slavery (1865), it was said that “cotton is king.” But it was
not until after the end of slavery that cotton truly ascended to the throne
among crops. In the quarter of a century following the demise of slavery,
the production of cotton relative to corn (the main food crop) increased by
50 percent.16

The intensification of the cotton monoculture puzzled observers at the
time and since, as it coincided with a slight downward trend in the price of
cotton relative to corn. Moreover, there were no changes in the technical
conditions of production that would have offset the adverse price move-
ment. In fact, the growth of corn yields appears to have outpaced cotton
yields during this period.
Nor can the shift from corn to cotton be explained by changes in factor

supplies: the cotton-growing regions of the South experienced a serious
labor shortage following the war in part because former slaves reduced
their hours of work, which should have led some farmers to abandon cotton
in favor of corn, as the latter was a much less labor-intensive crop.
What then explains the growing dominance of cotton?
To answer this we need to investigate the structure of local credit mar-

kets. To finance the crop cycle, most farmers—mostly poor sharecroppers
and rental tenants, many of whom were former slaves—purchased food
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(including corn) and other necessities on credit during the growing season.
Because there typically was a single merchant in each area, the prices at
which the farmers accumulated their debt were inflated by the monopoly
power of the merchant-lender.
The loans were repaid when the crop was sold at the end of the season.

Most farmers lacked any substantial wealth that they could post as col-
lateral, so the merchant-lenders secured their loans by means of a claim
(called a lien) on the farmers’ future crop in case of default. The crop itself
would be the collateral, and like Mary Bolender’s car, would be seized by
the lender if the borrower was unable to repay the loan.
The system was therefore called a crop lien system. According to its most

prominent researchers, Roger Ransom and Richard Sutch, the crop lien
system favored cotton:

In the view of the merchant, cotton afforded greater security for
such loans than food crops. Cotton was a cash crop that could
readily be sold in a well-organized market; it was not perishable;
it was easily stored . . . For these reasons the merchant frequently
stipulated that a certain quantity of cotton be planted . . . It was
the universal complaint of the farmers that the rural merchants
predicated hiswillingness to negotiate credit on the condition that
sufficient cotton to serve as collateral had been planted.17

The crop lien system that came to prominence in the US South after the
Civil War was an ingenious solution to the problem of providing credit to
asset-poor borrowers. It substituted the farmers’ unenforceable promise
to repay the loan in the future by an action observable by the lender prior
to the granting of credit, namely having already planted cotton on which
the merchant had first claim.
Taking account of the relative resource costs and prices of the two crops,

Ransom and Sutch estimate that the cotton farmer purchasing corn on
credit could have increased his income by 29 percent by shifting resources
from cotton to corn. But this was precluded by the fact that because the
farmer had little wealth, he needed credit, and for the same reason, credit
was conditioned on planting cotton. The result, according to Ransom and
Sutch was that:

The southern tenant was neither owner of his land nor manager
of his business . . . his independent decision making was limited to
the mundane and menial aspects of farming. The larger decisions

LIEN A lien is a property right in some good held by a lender to secure the
repayment of a debt. Collateral is a form of lien.
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concerning land use, investments in the farm’s productivity, the
choice of technology, and the scale of production were all made
for him.18

The story of how cotton became king in the aftermath of the end of
slavery could not be told if the contract to repay a loan was complete and
enforceable. Cottonwas the lender’s solution to a problem of an incomplete
or unenforceable contract.

CHECKPOINT 12.15 King cotton In the US after the Civil War, why did
lenders insist that as a condition of getting a loan former slaves were
required to plant cotton rather than corn?

12.16 WHY AND HOW WEALTH MATTERS
A widely circulated legend has it that the F. Scott Fitzgerald once said to
Ernest Hemingway “The rich are different from you and me.” To which
Hemingway is said to have replied “They have more money.”19 The first
thing that is wrong with this charming conversation between the two great
American authors is that it did not happen. But that is just the beginning.
Having greater wealth conveys quantitative advantages—it determines

the location of one’s budget constraint and gives you a larger feasible set of
goods you can buy. But if contracts are complete that’s all it does. The rich
“have more money” than others.
In an ideal world of complete contracts, all participants in the economy

would face the same contractual opportunities (and hence the same prices)
irrespective of their holdings. The poor would be constrained to buy less
than the rich, but they would transact on the same terms.
By contrast, where contracts are incomplete, wealth confers qualitative

advantages including greater personal autonomy and less being subjected
to the will of others—being an employer rather than an employee, for
example. Substantial wealth also makes it more likely that an individual will
be the merchant lender rather than the indebted sharecropper, or one of
the Benetton siblings rather than one of their subcontractors. Substantial
wealth, in other words, opens up opportunities to be principal rather than
an agent.
We have seen that that in the Nash equilibrium of the credit market

wealthier people:

• pay lower interest rates;

• can borrow more and so finance larger projects; and

• can finance projects of lesser quality.

People who lack wealth either:
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• are not able to engage in contracts or projects that are available to the
wealthy; or

• enter contracts on less favorable terms (higher interest factors) than
wealthier borrowers.

Stepping back from our simple illustration of the “machine” as a project,
the terms on which one can borrow spell the difference between being
a principal rather than an agent in other economic interactions. And this
often means experiencing one’s economic life as one who makes decisions
and gives directives as opposed to one who carries them out and who may
feel fortunate to have a job at all. Therefore because credit contracts are
incomplete, wealth differences have qualitative effects, excluding some and
empowering others.
The most obvious reason why wealth influences the contracts one can

engage in is that only those with sufficient wealth can undertake projects
on their own as owner-operators, as illustrated by the first case we studied.
Those with enough wealth to start their own businesses have the rights
to their profits (they are residual claimants) and can control what they do.
They own the results of their decisions and hence there are no external
effects of their actions so their projects yield the maximum possible rents.
A second reason why wealth influences the type of contracts that one is

offered is that wealth ownership reduces the conflicts of interest and mis-
aligned incentives arising from contractual incompleteness in principal-
agent relationships. Wealthier people have access to superior contracts
because their wealth allows contracts that more closely align the objectives
of principal and agent. An example is when the borrower has sufficient
wealth to provide collateral or put her own equity in a project. The borrower
who provides collateral or equity to his project experiences enhanced
incentives for the following:

• to supply effort for the project to succeed;

• to adopt risk levels preferred by the principal; and

• to reveal information to the principal and to act in other ways that
advance the principal’s interests but that cannot be secured in a contract.

People lacking wealth may acquire education and other forms of human
capital on less favorable terms than the rich. In the US and many other
countries, university students from families with limitedwealth accumulate
massive debts, for example, the repayment of which often constrains them
to major in fields of study with high expected incomes, even if their
interests lie elsewhere.Wewill consider the problemof financing university
studies—and the proposed policy of free tuition—in the next chapter.
Similarly, in residential housing markets, those with sufficient wealth

are more often owners rather than renters and therefore benefit directly
in increased values of their own property from the actions they take to



OUP CORRECTED PROOF – FINAL, 11/9/2021, SPi

730 Interest, Credit, and Wealth Constraints

improve their property and their neighborhood. The asset-poor are more
likely to be renters; unable to borrow the funds necessary to buy their
homes.

CHECKPOINT 12.16 Why wealth matters Why do those with more wealth
have better borrowing opportunities than those with less wealth?

12.17 CONCLUSION
While our model was about an imaginary “machine” that was an income-
making opportunity that the borrower could choose to take (or not), the
reality that the model was built to illuminate includes less benign circum-
stances. Examples are desperately poor people paying usurious interest
rates on payday loans so as to be able to purchase necessary medicines,
or former slaves taking on a new form of bondage in their subjugation to
merchant-lenders, or people’s educational choices and later life chances
being limited by the prospect of paying off student loans.
In the next chapter, we continue the analysis of risk and differences in

wealth, introducing the important fact that people prefer certainty over
risk if all else is equal, that is, people are risk averse. But, as we have seen,
taking risks is essential to making the best of one’s economic opportunities.
We also see that limited wealth is associated with risk aversion, resulting in
a vicious circle of enduring poverty. Not only do wealthy people havemore
money, but they treat their money differently when it comes time to make
investments with it and bear risk when doing so.

MAKING CONNECTIONS
Incomplete contracts: The rules of the game and limited information:
Bankruptcy, limited liability, and the limited information available to the lender
make the level of risk taken by the borrower and the promise to repay a loan
difficult to enforce.

Mutual gains (rents) from exchange and conflicts over their distribution:
Borrowing and lending—like buying and selling, and hiring and working—allow
both parties to the exchange to do better than were the exchange not to occur.
The outcome of the conflict over distribution of these rents depends on the
rules of the game.

Competition, barriers to entry, and the distribution of income: As in the
market for goods, barriers to entry limit the number of competing lenders,
reducing the borrower’s expected income, raising the lenders’ expected profits,
and reducing the sum of the rents available to the two parties.

Participation and incentive compatibility constraints and optimization:
As in other principal-agent models, these two constraints limit both the
borrower’s and the lender’s optimization process; which one will be relevant
depends on the rules of game.
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Principal-agent models and Pareto inefficiency: Like the labor market
and themarket for goods of variable (and difficult to monitor) quality, the Nash
equilibrium of the lender-borrower interaction is not Pareto efficient. This is
because, in selecting the interest factor and the level of risk to undertake,
the lender and the borrower (respectively) implement themrs =mrt rule. The
result is a violation of the mrsP =mrsA rule for a Pareto-efficient allocation.

Quantity constraints: Those excluded from borrowing are, like the unempl-
oyed, quantity constrained.

Nash equilibria in two-person and economy-wide interactions: The
equilibrium of the credit market requires lenders’ interest factors to be a best
response to borrowers’ (risk-taking) best-response function and the number
of lenders in the market must be such that firms’ decisions to enter and
exit the market result in a constant number of incumbent firms. You studied
similar conditions for the Nash equilibrium in cases where many people are
interacting, rather than just two, including the common property resource (the
number of people fishing in Chapter 5) and the extent of competition in the
goods market (the number of firms competing to sell their outputs in Chapters
9 and 11).

Evidence: empirical relevance and history: The market-excluded and
credit-constrained borrowers predicted by the model are evident in empirical
studies. The model helps understand the rules of the game imposed economic
hardships on former slaves in the US after the Civil War.

Public policy: redistributing wealth, enhancing competition: The model
allows an assessment of the effects of policies such as wealth redistribution
and reducing barriers to entry both on the size of rents to be shared between
borrowers and lenders and on their distribution.

Micro-macro: Incomplete credit contracts provide the microeconomic basis
for understanding both fiscal policy (the Keynesian multiplier) and monetary
policy (the effect of varying the central bank’s target interest rate on the
opportunity cost of capital and hence on the demand for housing and cars).

IMPORTANT IDEAS
(in)complete contract credit rent
risk interest factor interest rate
borrower/agent lender/principal fallback
owner-operator unlimited competition wealth
Pareto (in)efficiency Nash equilibrium credit-market excluded
entrant (lender) opportunity cost of capital equity
incumbent lender monetary policy competition policy
project quality inequality redistribution
residual claimant marginal borrower credit-market constrained
Keynesian multiplier quantity constraints competition condition
central bank collateral crop-lien system
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MATHEMATICAL NOTATION
Notation Interpretation
ŷ expected income of a borrower

r ̂ expected return of the owner-operator

f risk of the project (failure probability and speed of the machine)

q project quality

δ interest factor (one plus interest rate)

z the borrower’s fallback position

π̂ lender’s expected profit (incumbent firms)

π̂b lender’s expected profit (prospective entrant firm)

b probability that a lender attempting entry will not succeed

k borrower’s equity in the project or collateral posted

ρ opportunity cost of capital

ϕ fraction of total funds loaned to poorer borrowers

Note on superscripts: C: Complete contract; N: Nash equilibrium (incomplete con-
tract); other superscripts and subscripts refer to the wealth level of the borrower
or to particular points in figures.
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“Which of these systems [central planning or market competition] is
likely to be more efficient depends on the question under which of
them can we expect that fuller use will be made of the existing
knowledge. And this, in turn, depends on whether we are more likely
to succeed in putting at the disposal of a single central authority all
the knowledge which ought to be used but which is initially
dispersed among many different individuals, or in conveying to the
individuals such additional information as they need in order to
enable them to fit their plans in with those of others.”

Friedrich Hayek,
“The Use of Knowledge in Society,” American Economic Review (1945)
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4ECONOMIC SYSTEMS
AND POLICY
❯In this final part of the book we return to our starting point, applying some of the analytical

tools and models you have learned to understand how the institutions making up an
economic system work as a whole, and how they might be made better.
There remains one set of tools that you need to do this: the analysis of risk, and the related

study of inequality. Risk, which we study in Chapter 13, will be important because understanding
the success of capitalism in raising material living standards requires an analysis of a risky
process at which capitalism as a system has excelled: innovation.
Inequality is related to risk because the analytical tools to evaluate risky choices that a single

individual may make can be repurposed to study how we evaluate an unequal situation. For
example a model of how a person evaluates a gamble where both a ‘good outcome’ and a ‘bad
outcome’ are possible can be also be used to evaluate a situation where ‘being wealthy’ and
‘being poor’ are the lifelong “good” and “bad” outcomes for different people. Because, along
with innovation, capitalism generates significant levels of inequality, having the tools to analyze
both is essential to understanding today’s world.
In Chapter 14 we consider ideal models of a decentralizedmarket economy in which contracts

are complete. Two quite different variants of this approach are called “perfect competition”
and “efficient bargaining.” They are similar in that under some conditions they implement
Pareto-efficient outcomes. We call these models utopian because they rely on assumptions—
unlimited competition, complete contracts, and efficient bargaining—that are remote from
actual economies as we know them.
We also revisit one of the greatest debates in the history of economics between advocates

of this ideal market economy and proponents of an equally utopian conception of central
economic planning of the type practiced by the Soviet Union from the time of the first five-year
plan in 1928 until the end of Communist Party rule in 1991. The epigraph above is from Friedrich
Hayek’s contribution to that debate in which he introduced an important bit of realism, namely,
the idea that information is scarce and incomplete. On this basis he advocated markets over
planning because of what he held to be the superior use that markets make of the necessarily
limited information available to economic actors.
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Then in Chapter 15 we provide a more empirically based model of how the capitalist
economy works, one that takes account of elements missing from the utopian versions of
perfect competition and efficient bargaining. We model a “second-best” world in which the
idealized assumptions of the utopian models of central planning and perfect competition are
replaced by more realistic starting points.

Capitalism, like central planning and other economic systems, is a way of coordinating
how we produce and distribute the goods and services on which we live, and how we interact
with each other and with nature in the process of doing this. What distinguishes capitalism
from other economic systems is that it is based on privately owned profit-making firms hiring
employees to produce goods and services for sale on a market in competition with other
firms. Managers of firms direct the uses of what Adam Smith called “other people’s money”
(the investor’s stake in the firm) and other people’s labor (that is the employees’ work), neither
of which is typically subject to a complete contract.

We ask what it is about capitalism that accounts for ”the great hockey stick of history,”
namely the sharp upturn of output per capita and rising living standards that occurred inmany
countries with the emergence of the capitalist economy. We show that in many economies and
time periods capitalism has been an ”innovation machine” in part because it is the wealthy
owners of firms who are in a position tomake risky decisions concerning new technologies and
products. The benefits of innovation and sometimes unfair inequalities are thus inextricably
linked in the capitalist economy.
Putting together our models of markets for goods and services, credit, and labor, we have

a picture of how the capitalist economic system as a whole works. The results—the division of
output between profits and wages and the level of employment, unemployment, and output—
determine the level of income inequality.
Public policies based on the microeconomics of capitalism can contribute to human well-

being by addressing market failure and unfair inequality. In the final chapter we return to our
starting point in Chapter 1—the classical institutional challenge. We show how the tools you
have learned can contribute to the design of public policies in pursuit of these objectives, and
why these policies sometimes fail.



CHAPTER

13A RISKY AND UNEQUAL
WORLD

It is not certain that nothing is certain.
Blaise Pascal

Pensées (Thoughts) (1670)

DOING ECONOMICS

This chapter will enable you to:

• See how experimental methods allow us to study attitudes toward risk empirically,
including gender differences in risk-taking.

• Use utility functions and indifference curves to understand why people buy insurance and
how this can facilitate people taking risks in ways that raise their expected incomes.

• Explain why people with less income or wealth (and as a result with limited opportunities
to borrow) may be especially reluctant to take risks, and how this will reduce their income
on average, perpetuating inequalities.

• See that both insurers and the insured benefit when insurance is purchased and that
conflicts will exist over the distribution of these mutual benefits.

• Apply the model of risky decision-making and insurance to questions of public policy,
such as tuition for higher education and tax and transfer policies to reduce both risk
exposure and inequalities.

• Identify limitations of the model of risky decisions including cases where probabilities of
the occurrence of uncertain events are unknown and understand the alternative insights
based on loss aversion and prudence.

• Pose questions about fairness and economic injustice with the help of feasible sets,
indifference curves, and Adam Smith’s Impartial Spectator.



OUP CORRECTED PROOF – FINAL, 11/9/2021, SPi

738 A Risky and Unequal World

13.1 INTRODUCTION: CRASHED
“My daughter purchased a home for $120,000 just before the housing crash
[of 2007–2009],” Virginia Mayou wrote to an advice column at USA Today.
“She now owes [the bank] about $89,000. She needs to sell, but the home
is valued at less than she owes. She is a single mom with teenage children
and doesn’t have funds to pay off the mortgage. What are her options?”
Mayou’s daughter did not know she was taking a risk in purchasing her

home. She had every reason to expect that the value of her home would
continue increasing. House prices in the US had doubled over the decade
before she borrowed from the bank to purchase the home.1 The home loan,
called a mortgage, did not seem risky to the bank either. The reason is
that Mayou’s daughter had given the home itself as the collateral, meaning,
that if for some reason she failed to pay back the loan the bank could take
ownership of the house.

Figure 13.1 Abandoned
homes in Portugal after the
crash in house prices that
was part of the global
financial crisis of 2008.

Photo © Nelson Garrido “HOME
LESS” Exhibition, Venice (June 2016).

But that collateral would no longer be enough to offset the unpaid
portion of the mortgage. For many people, the best they could do after the
mortgage crisis began was to give the bank the keys to the house and walk
away, leaving the bank with the loss.
US house prices on averagewould fall bymore than one-quarter between

the peak of the housing market in the summer of 2006 and the low in early
2012. Mayou’s daughter’s loss was even greater.2

She was an unfortunate and common casualty of the global financial
crisis in which she was a small and unwilling player. The median wealth—
the wealth of the family for which half of households are wealthier and
half are poorer—fell from $107,000 to $57,800, a drop of almost one-half.
Median wealth losses of Hispanic and African-American households were
far greater.3

Households like the Mayou’s were betting and perhaps even expecting—
on the grounds of recent experience—the value their home to increase. For
most families the value of their home was most of their wealth. Their home
served as a potential source of funds—through sale or additional borrowing
with the house value as collateral—in case of some health, job loss, or other
emergency. For any family, to find out that their home was worth half as
much as they had thought was an unimaginable disaster.
The ripple effects from the downturn in housing prices in the summer

of 2006 quickly turned into a financial tsunami. Households sought to
restore their declining wealth, cutting back on purchases. The car industry
inDetroit was the firstmajor sector to be devastated as people decided they
could not afford a new car. Sales of cars and small trucks collapsed, from
16 million in 2007 to nine million in 2009. Experienced auto workers who
were counting on their jobs until retirement were on the street looking for
work. General Motors and Chrysler were headed for bankruptcy.4

!reminder Remember from
Chapter 12 that wealth is the
stock of things (or the value of
that stock) owned by a person
or household that contribute
to a flow of income or other
benefits. Income is the largest
amount that a household or
person could consume over a
given period without
borrowing or reducing the
value of the household’s
wealth (their stock of assets
such as home or car). The two
differ because income is a
flow—that is, it is some
amount per period of time
while wealth is a stock—that
is, a set of things or their
value with no time dimension.

Few were spared, and the effects went beyond losses in the value of a
person’s home, or GM stock, or another asset, or losing a job. When the
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leading French bank BNP Paribas on August 9, 2007 announced that it could
no longer pay back its loan holders, their report pointed to an entirely new
dimension of uncertainty: it had become “impossible to value certain assets
fairly regardless of their quality or credit rating.” As the global financial crisis
unfolded it dawned on people that they had no idea what their assets were
worth.
What happened to the value of VirginiaMayou’s house, or the value of GM

stock, or the GM workers jobs, or the Paribas creditors is called a shock,
an unexpected difference between what might have been expected and
what actually occurred. Shocks can also be welcome, as when the price of
one’s house rises more rapidly than expected. This occurred year after year
during the housing price bubble that led to the crash of 2007–2009. Another
positive shock: the tripling of the value of GM stocks between March 2020
and June 2021, during the COVID-19 pandemic.
The fact that expected outcomes are often not realized (do not actually

occur) is the foundation of the study of risk. We have already seen its
importance in the credit market model of the previous chapter. Here we

! reminder In Chapter 12
two very different realized
outcomes occurred
depending on whether the
machine failed or not.

deepen the analysis by studying people’s preferences about risk and how
both individual decisions and public policy can mitigate risk.5

13.2 CHOOSING RISK: GENDER DIFFERENCES

! reminder As we saw in
Chapter 2, an expected value
or expected payoff is not
some particular outcome that
you expect to occur. It is the
weighted average of the
payoffs that could occur
multiplied by the probability
that each payoff (or outcome)
will occur.

People are not natural-born gamblers: if offered the choice between receiv-
ing $100 for sure, or flipping a coin to determine whether you get $1,200 or
have to pay $1,000, most people would take the sure $100. But the expected
payoff of the bet (the good outcomemultiplied the probability it occurs plus
the bad outcomemultiplied by the probability it occurs) has the same value
as the sure thing: $1200 ⋅ (0.5) − $1,000 ⋅ (0.5) = $100. People go for the sure
thing because they prefer to avoid risks.

Choosing a level of risk
! reminder The term risk is
conventionally used to
describe situations where the
probabilities of the possible
outcomes are known. The
term uncertainty describes
situations where the decision
maker does not know and
cannot learn these
probabilities.

The coin flip just mentioned is an example of many choices we make in
which for one or more of the options before us there is a good and a bad
outcome. Think about the Assurance Game (from Chapter 1) representing
the problem of planting early or planting late in Palanpur shown again in
Figure 13.2. For each of the two strategies that Aram or Bina could choose
(Plant Early or Plant Late) there is a good outcome (resulting in a higher
payoff) and a bad outcome (resulting in a lower payoff). If Aram plants early,
the good outcome occurs when Bina also plants early and he receives a
payoff of yG = 4 and a bad outcome (when Bina plants Late) namely yB = 0.
Therefore, for planting early, Aram’s risk exposure is ΔE = yG − yB =

4−0 = 4. Planting late also has a good outcome yG = 3 and a bad outcome

RISK EXPOSURE The difference between the better and worse outcome when
the two are equally likely. We also term this the level of risk.
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yB = 2. Therefore, for planting late, Aram’s risk exposure is ΔL = yG − yB =
3− 2 = 1.
If we assume that both Aram and Bina think that the other is equally likely

to Plant Early or Plant Late, then playing Plant Late is less risky because the
difference (the Δ) between the good and bad outcomes is smaller. Then Δ is
a measure of the extent of the risk of the two strategies. His degree of risk
is four times as great when Aram plays Plant Early as when Aram plays Plant
Early. The same is true of Bina.

Figure 13.2 Planting in
Palanpur: an Assurance
Game. The degree of risk is
the difference between the
good and bad payoffs. So in
Palanpur, Plant Late has a
degree of risk of 1 (3− 2 = 1),
whereas Plant Early has a
degree of risk of 4 (4−0 = 4).
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We treat the level of risk Δ as something that people choose, ranging from
everyday actions like whether to carry an umbrella or not, to life-setting
decisions such as whether to emigrate to another country.
The choice of Δmay refer to any of the following:

• A student choosing to specialize in nuclear engineering (where salaries
are high but opportunities few outside the nuclear power industry) rather
than in liberal arts where expected salaries are modest, but your training
may equip you for a large variety of jobs, exposing you to less risk than
the nuclear engineer.

• Relocating to a booming region of your country in search of work (sub-
stantial returns if you land a job, losses if you do not) rather than taking
one of the available low-wage jobs in in your home town (low risk with
lower potential returns).

• Going into business as a self-employed person—electrician, software
engineer—rather than taking a salaried job with a predictable course of
future raises.

• Producing and selling a single product (high risk, with potential high
returns if it is very good) rather than a range of products (low risk, spread
across many products).

A lottery
We can describe the choices open to a person by listing what are termed
the lotteries in which they may engage. A lottery is a set of outcomes and
the probabilities that each will occur. In ordinary language a lottery is a
gambling game played in casinos or online, such as Powerball in the US,
EuroMillions in Europe, or the National Lottery in the UK. In game theory a
lottery is a way of modeling risky choices involving two (or more) outcomes
with given probabilities of occurring.
Aram, Bina, and the farmers of Palanpur faced two lotteries: Plant Early

and Plant Late. In each case there was a risk—the difference between the
good and the bad outcome of the lottery. And we assumed that in order

LOTTERY In game theory a lottery is a set of uncertain outcomes and the
probabilities that each will occur.
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Figure 13.3 Six lotteries: expected payoff and risk. In panel (a), we show the set
of lotteries a person could choose in an experiment. The two numbers in the
circles indicate for that particular lottery, the equally likely bad and good
outcome (in that order). Panel (b) shows the expected payoff of each of the
lotteries along with the degree of risk.

(a) Experimental choice of lotteries
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(b) Expected payoffs and degree of risk

−$2      $54L6 $18      $18 L1

$2       $50L5 $14     $26 L2

$6      $42L4 $10     $34 L3

to make a decision each of the players assigned some probability that the
good and bad outcomes would occur, depending on what the other player
did, if they chose plant early or plant late.
Some examples of lotteries are shown in the left-hand panel of Figure

13.3. Lottery (L6) in the upper left is the riskiest: it describes a 50–50 chance
of winning $54 and losing $2. The expected payoff is just the average of
these two numbers, or $26, and the degree of risk is Δ = $54− (−$2) = $56.
By contrast, L1 is not risky at all: if you play that lottery you get $18 with
certainty. L1 is not really a lottery as there is no uncertainty.
In the Figure 13.3 (b) comparing lotteries 1 through 6, the size of the

difference between the good and bad outcomes (that is, the level of risk
or Δ) increases and the expected payoff increases (up to L5).

Gender differences in risky choices
Economist Sheryl Ball and her coauthors studied gender differences among
US university students in choices among the six lotteries. We present the
results of their experiments in Figure 13.4.
All subjects confronted the same set of expected payoffs and risks given

by the six lotteries (Figure 13.3). The most common choices differed by
gender. You can see from the figure that both men and women are among
those choosing the riskiest lottery (L6) and also choosing the no-risk lottery
(L1). But the most common choice (the modal choice) for men was lottery 5.
The modal choice for women was lottery 3. On average men were risk-
takers and women were risk-avoiders.
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Figure 13.4 Choices of the level of risk by male and female university students.
Lottery 1 (L1) is risk free, while Lottery 6 (L6) is the riskiest lottery. The height of
each bar is the percentage of all women (blue) or men (red) who chose the lottery
indicated. The means of the women’s and men’s choices, respectively were 3.79
and 4.16.
Source: Ball et al. (2010).
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CHECKPOINT 13.1 Risk and expected payoffs Which lottery would you
choose? Why do you think some of the subjects in the experiment
chose L6?

13.3 RISK PREFERENCES OVER LOTTERIES
Why do some people choose riskier lotteries than others? For example,
what accounts for the differences in Figure 13.4 between those (both men
and women) who choose the risky L5 and the sure thing, L1? The risk-
takers must have evaluated the benefits of a greater expected income in L5
highly and not been too concerned about the fact that they might end up
with just $2 (when they could have had $18 for sure, if they had chosen L1).
Placing a negative value on being exposed to risks or uncertainty is called
risk aversion. It is a common reaction of people and it could be due to a
combination of:

• Anxiety about not knowing what will occur and a related personality trait
that psychologists term harm avoidance.

RISK AVERSION A risk-averse person dislikes uncertainty about outcomes and
will choose a certain outcome valued at $x over some lottery whose expected
value is greater than $x.
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• A desire to avoid regret about having made a bad decision.

• Diminishing marginal utility of wealth, income, or whatever the currency
of the lottery is.

To see why the last bullet is true think about a person with just enough
money to purchase one adequate meal in a day. He is then offered a lottery
that instead of his one meal for sure, he will with equal probability have no
meal or two meals. Think about what you would choose.
You would likely choose the sure thing because one meal is much better

than no meal, and while two meals would be nice, the “good” outcome
of the risky lottery (two meals) is not good enough to run the risk of
having nothing to eat. Where the difference in one’s wealth, health, or

M-CHECK Risk and
diminishing marginal utility.
Risk can be analyzed using a
utility function u(y) in which
marginal utility is diminishing
in the level of realized
income, y. In this framework
people do not have feelings of
anxiety or excitement about
risk itself; instead attitudes
toward risk are explained
entirely by the marginal utility
of income. We do not use this
approach here because we
prefer a more general model
that can include all of the
reasons—including those
studied by psychologists—why
people might want to avoid
taking risks or enjoy
risk-taking. Another
advantage of the approach
presented here is that it
makes use of analytical tools
already taught: indifference
curves and feasible sets.

income associated with risk is substantial—having a job or not, developing
extraordinary vision capacities, or losing one’s sight—then, like no meal at
all, the “bad outcome”may be sufficiently catastrophic tomotivate avoiding
it at almost any cost.

Risk-averse indifference curves
Tounderstand howpeoplemake risky choiceswe describe their evaluations
of different outcomes using a utility function in which

• Expected income is a good: something the decision maker prefers and
wants more of.

• Risk is not a good: something the decision maker would like to avoid or is
possibly indifferent to, but does not prefer.

Here is the function:

person’s utility function u = u(Δ, ŷ) (13.1)

with marginal utility of risk uΔ ≤ 0

marginal utility of expected income uy ̂ > 0

We often refer to the marginal disutility of risk and this is just the negative
of the marginal utility of risk or −uΔ ≥ 0.
We allow for people with a given level of risk exposure and expected

income (Δ, ŷ) whose marginal utility of risk uΔ = 0, so that the person is
termed risk neutral, that is, indifferent to the level of risk. If the level of
risk in a lottery were very small (e.g. a payoff of $10.01 versus $9.99) a person
might not place any negative value on the risk involved. But for risks of any
significant magnitude we assume that uΔ < 0 so the marginal utility of risk

!reminder This is similar to
what we did in Chapters 10
and 11 where we referred to
the disutility of providing
quality or effort as the
negative of the marginal
utility of providing quality or
effort.

is negative, the person is risk averse.

RISK NEUTRAL A risk-neutral person is indifferent between receiving $x with
certainty and playing an uncertain lottery with the same expected value. A
risk-neutral person is not risk averse.
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Figure 13.5 Feasible lotteries and indifference curves for risk-averse
preferences. Because expected payoff is a “good” and risk is a “bad,” preferred
outcomes are above and to the left. As a result the indifference curves slope
upward: if two outcomes are associated with the same level of utility, then one
must have both higher risk and higher expected payoff than the other.
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(a) Indifference curves of risk and expected income
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To see if a utility function like Equation 13.1 could explain gender differ-
ences in the modal choice of a particular lottery, look at the indifference
curves in the Figure 13.5 (a). The indifference curves are upward-sloping
because risk is a bad. How steep they are at a particular point is a measure
of how risk averse the person is under the conditions given by the particular
level of Δ and ŷ at that point. The slope of the indifference curve (as we

M-CHECK As before (e.g. in
M-Notes 10.1 and 12.2) to find
the slope of an indifference
curve we totally differentiate
the function in question and
set the result equal to zero. In
this case we set
dŷ(uy ̂) + dΔ(uΔ) = 0 and then
solve for the slope of an
indifference curve: dy ̂

dΔ
= −uΔ

uy ̂
.

See also M-Note 13.1.

explain in the M-Check) is:

−mrs(Δ, ŷ) =
Marginal disutility of Δ
Marginal utility of ŷ

=
>0
⏞−uΔ
uy⏟̂
>0

≥ 0 (13.2)

This expression gives the answer to the question: Suppose you were
required to take on a little more risk (an increase in Δ, the bad, so a move to
the right in the figure); how much additional expected income (a move up)
would you need to be no worse off than before (that is, to get you back to
the same indifference curve)? The answer depends on how bad the risk is
(uΔ) compared to how much you value expected income (uy ̂). So, the slope

! reminder The points
making up a particular
indifference curve are
bundles of goods consumed
or other results of actions
taken associated with
identical levels of utility. On a
given indifference curve in
Figure 13.5, therefore, utility is
the same for differing levels
of risk and expected income.

of the indifference curve is a measure of how risk averse the person is at
each point along the curve.

Doing the best you can in a risky situation
To take account of the constraints that limit what the decision maker can
do, we define a feasible set to include all of the combinations of the good
(expected income, ŷ) and the bad (the level of risk, Δ) that the decisionmaker



OUP CORRECTED PROOF – FINAL, 11/9/2021, SPi

Risk Preferences Over Lotteries 745

can implement by their actions. For the experiment just described these are
the points in the right panel of Figure 13.5 representing the six lotteries. You
can see that for the person whose indifference map is shown, the best they
can do is to select L4, which will expose them to a substantial amount of
risk ($36) but also with a substantial expected payoff $24.
How might this way of understanding risky choices explain the gender

differences found in the choice of lotteries?

Gender differences in risk aversion?
In Figure 13.6 we provide a possible answer: the two panels show possible
indifference maps that would lead to a different choice of lottery. Those in
the left panel are steeper, and thus illustrate higher levels of risk aversion
that than those on the right, which are flatter, meaning less risk averse. The
person depicted on the left would choose L3, themodal choice of women in
the experiment, while the person on the right would choose L5, the modal
choice of men. Thus a gender difference in risk preferences—women more

✓ FACT CHECK Gender
differences in risk
preferences There is no
widely accepted explanation
for gender differences in risk
preferences. A study of two
different cultural groups in
China suggests that
differences in upbringing and
the social interactions that
one experiences may be
important.6

like the person on the left, men more like the person on the right—could
explain the experimental results.
We do not know, of course, that the differences betweenmen andwomen

in the experiment are explained by the kind of risk-averse indifference
curves that we have introduced. Look carefully at their choices over all of
the lotteries in Figure 13.4. The expected income of L6 is no greater than
L5, and it is riskier. But a substantial number (both men and women) chose
L6. They may have placed a positive value on the stakes of the game being

Figure 13.6 More and less risk averse indifference maps motivating the modal
choices of women and men. In panel (a) we show a relatively steep—that is, risk
averse—indifference map that could have resulted in the less risky modal choice
for women. Panel (b) shows a flatter set of indifference curves that could have
motivated the riskier modal choice of men.
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(a) Indifference curves and choice of a risk averse person
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large, even if the expected income from taking the chance was no higher.
Explaining their actions would require a different approach, which could

✓ FACT CHECK Novelty
seeking Psychologists have
identified a personality trait
called novelty seeking that is
associated with risky
behaviors and inversely
correlated with another trait
mentioned above, harm
avoidance.

also describe the preferences of thosewho take part in sky-diving and other
“thrill-seeking” activities.
Differences in risk preferences betweenmen andwomen or among other

groups can be important because they may explain real-world decisions
about risky choices. For example, other things equal, the evidence suggests
that men are more likely to choose riskier assets with higher expected
returns like stocks and mutual funds for their retirement portfolios than
are women. This difference will result in greater incomes on average when
men reach retirement.
Risk preferences can affect academic performance (risk-takers are more

willing to guess answers) and subsequent choices about careers. Also
affected are job choice (e.g. going into business on your own versus becom-
ing a teacher), and structure of one’s compensation package (e.g. share in a
firm’s profit vs a fixed salary).
Taking risks in all of these cases may raise a person’s lifetime expected

earnings. If women are on average more risk averse than men, then this will
contribute to women on average having lower incomes than men. Differ-
ences in risk aversion may be part of the explanation of the persistence of
inequalities not only betweenmen andwomen, butmore generally between
wealthy and wealth-poor people.

CHECKPOINT 13.2 Risk neutrality Draw an indifference map (like Figure
13.5) of a risk neutral person.

13.4 DECREASING RISK AVERSION: THE PERSON
AND THE SITUATION
People differ in their degree of risk aversion, as the results of the
experiment shown in Figure 13.4 suggest. These differences may be the
result of:

• Their type of person: Some people feel anxiety or distress about uncer-
tainty; others value “surprises.” When we distinguish between different
types of people we mean people with different utility functions and as a
result different entire indifference maps, like the two people contrasted
in Figure 13.6.

✓ FACT CHECK Allison
Booth and Patrick Nolen
found that in experiments
similar to that reported in
Figure 13.4 when women are
competing with other women
in groups of only women, the
risk levels they choose do not
differ from men. So the
context in which the choice
takes place makes a
difference. Taking account of
the effect of context would
require representing women’s
preferences by a different
utility function when
competing in an all-women
group, with fatter, less
risk-averse indifference
curves than when competing
with both men and women.7

• Their situation: People already facing significant risks and unable to
afford any serious loss will be very averse to additional risks. If the
same person were wealthier and less exposed to risk, they might be
less averse to risk. By the person’s situation we mean their particular
bundle of a level of risk exposure Δ and expected income ŷ indicated by
a point in the figure. Differences in the situation faced by a person could
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result in differing levels of risk aversion, indicated by the slopes of their
indifference curves at different points in the space of expected income
and risk. The same person will have differing levels of risk aversion
depending on their situation.

In Figure 13.7 we illustrate two important influences of the situation on
one particular person’s level of risk aversion:

• Risk exposure: the degree of risk exposure (how far to the right the
person’s situation is in the figure). People exposed to substantial risks
experience a large marginal disutility of additional risk. This can be seen
by comparing the slope of the indifference curve at points h and d. For a
given level of expected income, where risk exposure is greater (at d), risk
aversion (the slope of the indifference curve) is also greater.

• Income or wealth: the person’s expected income (how far up in the figure
the person is). Those with little income also experience a large marginal
disutility of additional risk. This is illustrated by comparing points e and f.
For a given level of risk exposure, when the person’s expected income is
greater (f) the person is less risk averse (the indifference curve is flatter)
than where their expected income is less (e).

This is why the indifference curves of any given person are steeper as you
move horizontally to the right, and flatter as you move vertically upward.

Figure 13.7 Decreasing risk aversion as shown in three indifference curves for a
person. The slope of the indifference curve at some point (Δ, ŷ) is the ratio of the
person’s marginal disutility of risk to their marginal utility of expected income,
that is, a measure of risk aversion.
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The tendency of a person to be less risk averse if she has more income
than if she has less income is called decreasing risk aversion (risk aversion
is less if income or wealth is greater). The most important reason for
decreasing risk aversion is that a negative shock of a given size is likely to
be a much greater loss in well being for a poor person than it would for the
same person were they to have greater wealth.

❯ EXAMPLE A 20,000 euro
loss in income—say, due to an
injury or illness—will inflict a
much greater catastrophe on
a person who is poor than it
would if they were well-off.
What this means is that for
the poor person uΔ is much
greater (in absolute value) so
(by Equation 13.2) the
indifference curve will be
steeper.

Two additional features of this indifference map are important.

• The certainty equivalent (yc): The intercept of the indifference curve u1
and the vertical axis, yc, has the same utility as points e, d, and all of
the other combinations of risk and expected income that make up the
indifference curve. What is unique about yc is that there is no risk (it is
like Lottery 1 in the experiment, a sure thing). So what yc tells us is the
level of certain income that would be valued by the person equally to each
of the other combinations on the same indifference curve (involvingmore
risk and more expected income).

! reminder Reminder
Insurance was defined in
Chapter 12 as any costly
action one can take that
reduces the level of risk to
which one is exposed.

• Risk neutrality: We have said that the indifference curves are upward-
sloping, but for a person sufficiently wealthy they might be flat (not
shown in the figure). Because risk aversion is measured by the slope of
the indifference curve and a flat indifference curve has a slope of zero, in
this (very wealthy) situation the person would be risk neutral: she would
care only about expected income, not about risk. You can also see that
at the vertical intercept—that is, very small levels of risk, the indifference
curves are approximately flat, the person exposed to virtually no risk at
all, would not be risk averse.

Recall from Chapter 12 that people of limited wealth may be unable to
borrow at all unless at usurious payday loan interest rates. We also saw
that access to credit provides a kind of insurance, because the lender bears
some of the loss in the case of project failure.
These facts along with risk averse indifference curves can help us explain

why poor people may choose not to make risky investments—including
investments in their own ability to earn higher incomes such as further
training or moving to a distant part of the country. As a result poor people
may end up poorer on average than they would have been had they taken
the risk.

DECREASING RISK AVERSION The tendency of a person to be less risk averse if
she has more income (or wealth) than if she has less.

CERTAINTY EQUIVALENT The level of certain income that would be valued by
the person equally to each of the other combinations on the same indifference
curve (involving more risk and more expected income).



OUP CORRECTED PROOF – FINAL, 11/9/2021, SPi

Application: Risk, Wealth, and the Choice of Technology 749

The result can be a vicious circle or self-reinforcing poverty, contributing
to economic inequality and its tenacious persistence. In the next sectionwe
provide an example.

CHECKPOINT 13.3 Risk aversion In Figure 13.7 explain how the indiffer-
ence curves show that at point f a person is more risk averse than they
would be at e, and at d more risk averse than they would be at h. Explain
why each would be true.

13.5 APPLICATION: RISK, WEALTH, AND THE
CHOICE OF TECHNOLOGY
Farming is one of the riskiest occupations. This is because the farmer’s
income depends on three things that vary substantially and are out of the
farmer’s control:

• weather and other environmental conditions affecting crop growth;

• susceptibility of crops and livestock to disease; and

• the prices at which inputs are purchased and (especially) outputs are sold.

Partly for these reasons, researchers have studied farmers to better
understand behavior in risky situations. Research on farming families in
Indian villages recorded both the types of risk to which the farmers are
exposed—uncertainty about the date that the dry season would end and the
rains start—and the differing ways that farmers coped with the resulting
uncertainty about their incomes. The researchers also recorded the total
wealth of the farmers and the forms that the wealth took: land, irrigation
equipment, tools, stocks of grain, and draft animals (neutered bulls, that is,
bullocks).
There were substantial differences in wealth among the farmers studied:

the richest one-fifth of the farmers owned 54 percent of the total wealth.
Rich and poor villagers also differed in how they farmed: those with a
substantial amount of total wealth favored investments in pumps and other
irrigation equipment, while the less wealthy rarely purchased pumps and
invested their limited wealth in bullocks.8

The researchers also found that few of the farmers had access to credit
in times of need. Instead, to meet their needs they resorted to selling one
or more of their bullocks, in which there was a market to sell them.

Figure 13.8 Bullocks tilling
the ground in Karnataka,
India.

By not investing in irrigation equipment the less well-off farmers missed
an opportunity to make substantially more profits: taking account of the
costs, an installed pumpwould have raised profits by 72 percent on average.
The reason the farmers avoided this profitable investment is simple: the
poor farmers owned bullocks in order to have something they could sell to
get them through times of need. The bullocks were a kind of combination
savings account and insurance policy! In the villages under study there was
no second-handmarket in irrigation pumps and other equipment, so, unlike
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a bullock, owning a pump did not provide a buffer against risk (adverse
weather or pests destroying the farmers-crops).
The fact that thewealthier farmers invested in riskier andmore profitable

❯ EXAMPLE Farmers in the
US can purchase insurance to
cover losses due to adverse
weather. Insurance against
damage by hail has been
available in France and
Germany for almost two
centuries. But for most
farmers in poor countries
today insurance is not
available. Think about the
farmers in India. If they could
have purchased crop
insurance their resulting
lesser degree of risk exposure
would have allowed them to
invest in irrigation pumps
rather than bullocks, greatly
increasing their income, and
perhaps lifting them out of
poverty.

assets (pumps rather than bullocks) had the effect of perpetuating or
widening the income differences between them and the other farmers
whose low income and lack of access to borrowing made them more risk
averse.
Figure 13.9 illustrates this process and how it works for a poor farmer,

Anil. On the horizontal axis is the risk undertaken by his choice of invest-
ments, with two levels shown: a less risky one with substantial investments
in bullocks, the other riskier option with a greater investment in pumps.
Thus, Anil must choose between investing in irrigation pumps with risk Δi
and investing in bullocks with risk Δb.
An indifference curve through Anil’s choice (point b) shows all combi-

nations of risk and expected income that are equally preferred by him (as
before points higher and to the left of this curve are preferred). In panel
(a), we can see that Anil is better off with the bullocks (point b) than with
the pumps: point i on indifference curve u1 is below and to the right of
the indifference curve through point b on indifference curve u2 (remember
u2 > u1).

Figure 13.9 Risk, wealth, and choice of farm technology. We consider Anil in two
different states of the world. In the first state, shown in panel (a), he does not
have much wealth and he must choose between investing in irrigation pumps
with risk Δi and investing in bullocks with risk Δb . He chooses the less risky point b
on indifference curve u2 rather than at point i on indifference curve u1 (u2 > u1). In
the second state of the world (shown in panel (b)), Anil is rich because he has
non-farm income. In Anil’s wealthy state of the world, he chooses the riskier point
i’ on indifference curve u4 rather than at point b’ on indifference curve u3
(u4 > u3). Remember: the vertical distance between points b’ and b—his non-farm
income—is the same as the distance between points i’ and i.
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Now suppose that Anil wins the lottery or somehow obtains substantial
wealth, from which he will receive an amount of non-farm income. His
expected incomewould be his farm income plus his non-farm income (from
the newly acquired wealth).
In the second state of the world (shown in panel (b)), Anil is rich and has

non-farm income as indicated by the equal difference between points b
and b’ or between i and i’ (his difference in income is ŷb′ − ŷb = ŷi′ − ŷi). In
the state of the world where Anil has non-farm income, he chooses point
i’ on indifference curve u4 rather than at point b’ on indifference curve u3.
When he is wealthy he invests in the riskier asset of irrigation rather than
bullocks and has higher expected income as a result with expected income
ŷi′ rather than ŷb′ if he had invested in bullocks.
What explains the difference in his choice of assets when he is wealthy?

As in Figure 13.7, the indifference curve through point i’ is flatter (less risk
averse) because people with more income are less risk averse. Because of
this, when b and i both increased by the same amount of non-farm income,
i’ ended up on a higher indifference curve than b’. In this case, Anil, the same
farmerwhowas once poor, became less risk averse because he became rich.
We can summarize what happened. In the first state of the world, Anil

was caught in what is called a poverty trap in which his low income and
lack of access to borrowing (as protection against risk) led him to choose
the less risky but lower profit option: bullocks.
He did notmake amistake; Anil was doing the best that he could given his

situation. The choice made for good reasons of prudence made him safer,
but it also kept him poor. If he had had higher income to start with, he
would have maintained a high income and invested in the higher return
investment: irrigation.
A key part of the story was the level of risk that Anil chose. He had just

two options. But in general we have a range of choices about the level of
risk we undertake. We can analyze these choices using the same tools of

! reminder From Chapter 1,
a poverty trap is a self-
reinforcing set of processes (a
vicious circle) that
perpetuates low income for a
person or group that, were the
trap broken, could enjoy
self-reinforcing prosperity.

constrained optimization that you have used since Chapter 3.

CHECKPOINT 13.4 You Win! Recall the You Win! competition in Nigeria
introduced in Chapter 12 where businesses were randomly selected to get
the equivalent of $50,000 to invest in their businesses. People invested in
minibus taxis, a factory to manufacture paint, and many other opportuni-
ties. Using the tools in Figure 13.9 explain why this policy might have worked.

❯ EXAMPLE Look up Episode
702 of the NPR (National
Public Radio, USA) Planet
Money Podcast if you find the
You Win! program interesting.9

13.6 DOING THE BEST YOU CAN IN A RISKY
WORLD
In the previous chapter wemodeled the risk-taking choices of the operator
of a “machine,” choosing the speed at which it is run, f. In that model the
speed of the machine determined both:
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• the difference between the good and bad outcome: namely, the revenues
possible by selling the goods produced by the machine if it does not fail,
minus the revenues possible if it does, that is zero; and

• the likelihood of failure: The probability that the bad outcome would
occur, which increased the faster the machine was run.

In this chapter, we study the choice of the extent of the difference
between the good and bad outcome, Δ, but not the probability that eachwill
occur. And for simplicity we will assume that the good and bad outcomes
are equally likely: they each occur with probability one-half, independently
of any actions that the decision maker takes. Recall that we call the differ-
ence between the good and the bad outcome the level of risk, or just risk.

Feasible choices of risk and return
The terms “returns to risk” or just “returns” are the realized income or
expected income resulting from having made an investment or some other
risky choice. It is what you “get back” (hence the term “returns.”). Here we
let the expected income resulting from a risky choice represent the returns.
Of course most people would like to choose a course of action with

high returns and low risk. But not all combinations of risks and returns to
risk in terms of expected income are feasible. The feasible combinations
of expected income (ŷ) and risk (Δ) are bounded in Figure 13.10 by the risk–
return schedule, ŷ = ŷ(Δ). Similar to other feasible frontiers you can see that
it divides the space of risk and expected returns into combinations that
could possibly occur (in light green) and those which will not under any
circumstances occur (in blue).
Like the risk and expected income curve in Chapter 12, with the risk–

return schedule expected income first rises with risk–taking—posing a
trade-off to the decision maker—then expected income reaches a peak and
thereafter falls. The slope of the risk–return schedule is the (negative of the)
marginal rate of transformation of risk into expected income.

! reminder The marginal
rate of transformation is the
negative of the slope of the
feasible frontier, here given by
the risk–return schedule. It is
a measure of the opportunity
cost of the one in terms of the
other, that is, the opportunity
cost of less risk is lower
expected income.

Slope of the risk–return schedule = −mrt(Δ, ŷ) =
dŷ
dΔ

≡ ŷΔ (13.3)

The choice of a risk level by a risk-averse person
We can use the risk–return schedule along with indifference curves that
capture the decision maker’s risk preferences to understand the choice of
a risk level. To do this, we introduce two people: Arjun (A) and Nicolas (N).
Arjun is risk averse andNicolas is risk neutral, we explain in the next section
how these risk preferences relate to their levels of wealth.

RETURNS The term “returns to risk” (or just returns) is the realized income or
expected income resulting from an investment or some other risky choice.
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Figure 13.10 Feasible combinations of risk and expected income. Feasible
combinations of risk (Δ) and expected income (ŷ) are shown using the risk-return
schedule, ŷ = ŷ(Δ). A combination within the feasible set, for example point e, is
feasible, but would not be selected by a decision maker because if it is not on the
feasible frontier then there must be some other point d with the same expected
income and less risk and another point a with the same risk and greater expected
income. Both of these points dominate point e. Points outside the set are
infeasible. Point m shows the choice of risk (Δm) that maximizes expected income
at ŷm—you can see that the slope of the risk-return schedule is zero as shown by
the tangent line.
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The decision maker will vary Δ to maximize u(Δ, ŷ) subject to the risk–
return schedule ŷ = ŷ(Δ).We show inM-Note 13.1 that this requires choosing
the Δ that equates the:

Slope of the indifference curve = Slope of the risk–return schedule

−mrs(Δ, ŷ) = −uΔ
uy ̂

= ŷΔ = −mrt(Δ, ŷ) (13.4)

Figure 13.11 Risk and
expected income. You have
already seen a risk-return
schedule in Chapter 12,
reproduced here. In Chapter
12 we modeled risky choices
using the relationship
between the level of risk taken
f and the expected profit of a
project. “Schedule” is just
another word for “function.”
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Arjun, the risk-averse person (that is, uΔ < 0) shown in Figure 13.12 (a)
could pick any point on the risk–return schedule (including a, d, e, or m).
Arjun’s indifference curves will be upward-sloping because, as a risk-averse
person, expected income is a good and risk is a bad. Finding the level of risk,
Δ, at which there is a tangency between his risk–return schedule and his
highest indifference curve, he will select a level of risk Δa, with an expected
return of ŷa, at point a.
What level of risk will Nicolas, the risk-neutral decision maker, choose

when restricted to feasible combinations of risk and expected income? He
will have horizontal indifference curves like those shown in Figure 13.12 (b),
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Figure 13.12 Indifference curves and risk choices of a risk-averse (panel (a)) and
risk-neutral (panel (b)) person. A risk-averse person chooses a point like a where
his indifference curve (uA2 ) is tangent to his risk–return schedule; as a result he
obtains a bundle of expected income and risk (Δa, ŷa). The risk choice of a
risk-neutral person Δm corresponds to expected income ŷm on uN2 .
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and so will select pointm, implementing the level of risk that maximizes his
expected income with bundle (ŷm,Δm).

M-CHECK Remember, we
use the symbol ŷΔ to mean

dy ̂
dΔ
,

the derivative of expected
income with respect to the
choice of risk. This is the slope
of the risk–return schedule or
feasible frontier, or the
(negative of) the marginal
rate of transformation.

! reminder The slope of an
indifference curve is −uΔ

uy ̂
. A

risk-neutral person does not
care about risk so uΔ = 0,
therefore the indifference
curves of a risk-neutral
person are horizontal (zero
slope). A risk-averse person
does care about risk as a bad,
so uΔ < 0, therefore their
indifference curves are
upward-sloping (have a
positive slope).

Another way to compare the actions of risk-averse and risk-neutral
people is to compare how they value different risky choices against a certain
level of income. The certain amount of money that has the same utility as
a set of risky choices is shown by the vertical intercept of the indifference
curves in Figure 13.12 or the “risk-free return.” We call this the certainty
equivalent as it is the certain amount of money that is equivalent in utility
terms to a lottery or risky choice. For example, the quantity cA2 is the
certainty equivalent of every point—that is every combination of risk and
return—making up Arjun’s indifference curve uA2 (remember every point
along the indifference curve corresponds to a lottery). That is, the certainty
equivalent cA2 is equivalent in utility terms to the risky choice indicated by
point a with risk and expected income (Δa, ŷa) shown in Figure 13.12 (a).
Now, consider the certainty equivalent for Nicolas for the risky choice

given by point a in Figure 13.12 (b). Nicolas’s indifference curves are flat and
therefore his certainty equivalent for point a is given by cN1 . Nicolas’s cer-
tainty equivalent for the risky choice given by point a is higher than Arjun’s
certainty equivalent for point a (cN1 > cA2 ). This demonstrates a common pat-
tern: for the same risky choice, a risk-averse person has a certainty equiv-
alent that is lower than the certainty equivalent for a risk-neutral person.

A contrast with the credit market model in Chapter 12
Recall that in Chapter 12 when the lender extended a loan to a borrower
under an incomplete contract, the borrower chose a level of risk greater
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than the expected income-maximizing level, which is Δ = Δm here and was
f = 1

2
in Chapter 12. Here, unless she is risk neutral, the decision maker

chooses a level of risk less than Δm. Two differences in the models of the
two chapters explain the difference in the choice of risk:

• In Chapter 12 we had not yet introduced risk aversion, so borrowers
and lenders alike (and the owner-operator too) were risk neutral. This
is why the owner-operator (with horizontal indifference curves) chose
the expected income maximizing level of risk, f = 1

2
.

• In Chapter 12 we studied loan contracts in a legal setting (bankruptcy law
and limited liability) such that the lender bore the entire risk of nonre-
payment of the loan if the project failed. We explained that lending under
these circumstances is equivalent to also providing insurance to the
borrower. This fact—that the lender shared the risk with the borrower—
is the second reason why borrowers took more risk than would have
maximized expected income.

In the setting for this chapter—risk-averse actors who are not engaged in
loan contracts—above Δm, additional risk-taking is a lose–lose proposition:
it incurs more of the “bad” while reducing the “good.”

M-NOTE 13.1 Choosing a level of risk to maximize utility

The decision maker selects a level of risk so as to maximize her expected
utility, subject to the feasible set of risk and return, captured by the risk–
return schedule:

Vary Δ and ŷ to maximize u = u(Δ, ŷ) (13.5)

subject to ŷ = ŷ(Δ) (13.6)

Substituting Equation 13.6 into Equation 13.5, we have amaximization problem
in one variable, Δ:

Vary Δ to maximize u = u(Δ, ŷ(Δ))

To find the first-order condition for a maximum, we differentiate this equation
and set the result equal to zero:

du
dΔ

= uΔ +uy ̂ŷΔ = 0

Which rearranged is:

Slope of indifference curve = Slope of risk–return schedule

−mrs(Δ, ŷ) = −uΔ
uy ̂

= ŷΔ = −mrt(Δ, ŷ) (13.7)

This is the condition stated in Equation 13.4.

M-NOTE 13.2 Choosing risk: Numerical example

In M-Note 13.1 we analyzed the general case. Now, we will give explicit
functional forms to her expected utility and risk–return schedule, illustrate

continued
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them with numerical values for the parameters and show how the utility-
maximizing level of risk taking is determined.
Let the expected utility be u(ŷ,Δ) = ŷ−0.5Δ2 . Let us assume that the

risk–return schedule can be characterized as ŷ(Δ) = aΔ− bΔ2 . Therefore, the
maximization problem is:

Vary ŷ and Δ to maximize u = ŷ−0.5Δ2 (13.8)

subject to ŷ = aΔ− bΔ2 (13.9)

Plugging Equation 13.9 into Equation 13.8, the problem becomes:

Vary Δ to maximize u = (aΔ− bΔ2)−0.5Δ2

As before, we differentiate this equation with respect to the single variable Δ
and set the result equal to zero to find the first-order condition:

First-order condition: du
dΔ

= a− 2bΔ−Δ = 0

Which rearranged is:

Slope of indifference curve = Slope of risk–return schedule
Δ⏟

- mrs
= (a− 2bΔ)⏟⎵⏟⎵⏟

- mrt
−Δ(1+ 2b) = −a

Δeq = a
1+ 2b

(13.10)

Plugging Equation 13.10 into Equation 13.9, the expected income is:

ŷ = a( a
1+ 2b

)− b( a
1+ 2b

)
2

If we set a = 200 and b = 2 the risk is Δb = 40 and the expected income ŷb =
4,800 where “b” (as in Chapter 3) indicates doing the best you can.

CHECKPOINT 13.5 Doing the best you can in a risky world

a. Use Equation 13.4 to explain with words why points e and d in Figure
13.12 panel (a) are not the best Arjun can do. (Hint: compare the slopes
of the indifference curve and the risk–return schedule).

b. Use that reasoning (involving marginal rates of substitution and trans-
formation) to explain why a risk-neutral person will, in general, choose
higher levels of risk.

13.7 HOW RISK AVERSION CAN PERPETUATE
ECONOMIC INEQUALITY
Investments are risky because they involve a fundamental transformation.
Before making an investment the decision maker has money that can be
used to buy a broad array of goods or financial or other assets that can
be easily sold for money. After the investment the decision maker owns
specific assets—buildings and machinery or other assets such as patents or
trademarks—dedicated to the production of particular goods and services.
Specific assets are harder to sell than general assets. An investment is

❯ EXAMPLE Among the
farmers in India described
above, an irrigation pump is a
specific asset (because it is
difficult to sell once initially
installed) while bullocks are
more general assets (because
there is a ready market for
pre-owned or “second-hand”
bullocks.)
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therefore a gamble that the specific assets—and the goods or services that
they can produce—will be a source of profit for their owner.
The future profitability and hence the value of these goods and services

may change dramatically due to unforeseen future events and so the choice
to invest is a type of decision-making under uncertainty. A person with
income to invest typically has a choice to invest in more or less risky assets.
Less risky financial assets include cash or US Treasury Bills (called “T-bills”
for short) or UK government “gilts.” These are promises to pay a given
amount at a future date, an IOU (“I owe you”) from the government. A person
could also choose to hold moderately risky stocks in well-established firms
or highly risky venture capital investments in unknown startup firms or
government-issued bonds (similar to T-Bills) issued by unstable govern-
ments that might not honor the promise to pay the IOU.

✓ FACT CHECK The name
gilt comes from “gilt-edge
bond” a reference to the low
or zero risk associated with
them; the British government
has never defaulted on a gilt.

None of these is truly without risk. Cash or the government’s obligated
payment to the owner of a T-bill or a gilt may change in its value—what it
can buy—due to an increase or (less likely, decrease) in prices.
Arjun’s and Nicolas’s investment options are indicated by the risk–return

schedule ŷ(Δ). We know that Arjun will find point a and choose Δa with
return ŷa (a for risk averse). Nicolas would select point m with a level of
risk Δm and expected income ŷm (m, for the maximum of the risk–return
schedule which he chooses as risk-neutral actor). Assume for each of them
they have a certain amount of money cA1 and cN1 respectively, which are
their fallback positions, or, for each of them, a fallback indifference curve
of uAz = uA1 for Arjun and uNz = uN1 for Nicolas.
We see two things from this model given their investment choices:

• Arjun did well by investing, increasing his certainty equivalent from cA1
to the certainty equivalent income of his risky investment, namely cA2
(which corresponds to what he receives on indifference curve uA2 through
point a).

• Wealthy and risk-neutral Nicolas does better than Arjun, with an
expected income of ŷm (ŷm > ŷa). Because he is risk neutral and his
indifference curves are horizontal, ŷm is also his certainty equivalent,
cN2 = ŷm (cN2 > cA2 ). Because he is risk neutral he is indifferent between
taking the risk Δm or holding an asset with no risk at all, as long as the
expected incomeof his risky investment is the same as the certain income
of the asset.

• Lacking wealth, Arjun had a totally different view of the options: had he
made Nicolas’s very risky investment (Δm) this would have made him even
worse off than at his fallback option (point m lies below Arjun’s fallback
indifference curve uA1 ).

What thismeans is that overmany investment decisionsmade by the two,
or for a populationmade up ofmany Arjuns andmanyNicolases, the average
return to investment by Arjuns (or the class of Arjuns) will fall short of the
average return to Nicolases (or his class of wealthy Nicolases). This is one



OUP CORRECTED PROOF – FINAL, 11/9/2021, SPi

758 A Risky and Unequal World

of the ways that income differences and the societal inequalities associated
with them are self-perpetuating:

• vicious circle: A vicious circle of low income, risk aversion, avoiding risky
investments, and low expected income; or

• virtuous circle: A virtuous circle of substantial income, risk neutrality (or
close to risk neutrality) investing in risky assets, and substantial expected
returns.

Figure 13.13 illustrates these two circles.
The different tales of these two circles need not have anything to do

with Nicolas’s or Arjun’s basic psychology. We illustrated the case by the
contrasting two indifferencemaps. But they could have had the same utility
function, so that if Arjun were as rich as Nicolas his indifference curves
would be horizontal too. Or if Nicolas had been as poor as Arjun, like
Nicolas he would have been risk averse. How they differed could have been
only their initial income. Had Arjun been the one with high income and
Nicolas the one with low income, Arjun’s circle would have been virtuous
and Nicolas’s vicious.

CHECKPOINT 13.6 Wealth and risk aversion Why would unexpectedly
inheriting a large sum make a person less risk averse (locate illustrative
before and after points in Figure 13.7)?

Figure 13.13 How risk aversion can perpetuate economic inequality: vicious and
virtuous circles. Start with the left box “Limited income” in panel (a). The figure
depicts a vicious circle (or cycle) where limited income leads to heightened risk
aversion, which results in avoiding risky investments, and means lower expected
returns on average and lower levels of income. Panel (b) depicts a virtuous circle
where substantial income leads to lower risk aversion or risk neutrality, which
means investment in riskier assets, and higher expected income on average.
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13.8 HOW INSURANCE CAN MITIGATE RISK
AND REDUCE INEQUALITY
What can be done to break or mitigate these cycles, and to allow more
people to benefit from undertaking risky investments? One answer is:
insurance.
Insurance can take many forms other than the familiar car and house

insurance. Learning how to code in a widely used programming language—
like Python or R—means that you will have job opportunities in many
sectors of the economy should your current job end. Acquiring this or some
other general skill is a form of insurance against risky outcomes. In many
countries learning English is also a formof insurance as it expands the range
of jobs to which one can apply and even countries in which one could seek
employment.

Insurance reduces risk exposure
We will now see that if insurance is available, risk-averse people will pur-
chase it and as a result be willing to take more risks and to benefit from the
higher expected returns associated with riskier investments. The reason is
that for any given investment project or other decision, insurance reduces
the difference between the good and the bad outcomes that the person will
experience. Insurance makes the bad outcome not as bad because the per-
son who purchases insurance is compensated for the realization of the bad
outcome. Insurance makes the good outcome less good, also: whichever
outcome is realized, the payment of the cost of insurance means that there
will be less income left over for other expenditures by the insured.
To see why this is so, consider a person, Juliana, who is making a decision

involving risk. In the absence of insurance, as Arjun did in the previous
example, Juliana maximized her utility by choosing risk level Δa1 (point a1
is the utility-maximizing point for risk-averse Juliana) with corresponding
expected income ŷa1 . This is shown in Figure 13.14 (a).
Now introduce an insurance contract, which allows Juliana to “buy”

less risk, by paying an amount—called the insurance premium—in reduced
expected income in exchange for a reduction in her degree of risk, Δ. (What
is reduced is her income left over for other purchases after paying the
insurance premium; for simplicity we call this a reduction in expected
income.) If she has chosen point a1, then the opportunity to purchase
insurance is shown by what is called the insurance contract line through
that point, the orange upward-sloping line in the figure.
From point a1 she can move to any point on that line. She is interested

in reducing risk, so she will consider moving to the left on the insurance
contract line (which we will call the insurance line, for short). This is also
why the orange line to right of point a1 is dashed. If she chose a point on
that portion of the line she would be selling insurance, not buying it, that
is, taking on extra risk in return for a higher expected income.
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Figure 13.14 Effect of insurance on risk-taking and utility: two tangencies. When
insurance is unavailable (shown by point a1) the person takes a limited amount of
risk and as a result can expect a limited amount of income. The availability of
insurance is indicated by the orange “insurance contract” line: an amount of
insurance s (meaning a reduction in the risk) can be purchased by paying the
amount ps ⋅ s. The slope of the insurance contract line is ps so a steeper line
means more costly insurance. If she were to choose an investment with the risk
level indicated by point a1 , as she did without insurance, then she could purchase
sufficient insurance to be at point a2 . But her utility maximum is achieved by
choosing the risk level Δc1 (point c1) and then purchasing insurance to be at point
c2 with risk exposure Δc2 . The first tangency is point c1 and the second tangency
is c2 .
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(b) Utility-maximizing risk taking and insurance

To see how this could work let a2 be some point on the insurance line
to the left of a1. Then instead of her current risk exposure and expected
income, by purchasing an amount of insurance s at a price per unit of risk
reduction ps she can have:

Less risk Δa2 = Δa1 − s

and less expected income ŷa2 = ŷa1 −pss

We can rearrange these equations to find the slope of the insurance line:

Extent of reduction in Δ Δa1 −Δa2 = s

Extent of reduction in ŷ ŷa1 − ŷa2 = pss

From which we see that the slope of the insurance line is:

Slope of insurance line

Extent of
reduction in y ̂
⏞⎴⎴⏞⎴⎴⏞ŷa1 − ŷa2
Δa1 −Δa2⏟⎵⎵⏟⎵⎵⏟
Extent of

reduction in Δ

= pss
s

= ps
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The negative of the slope of the insurance line is the marginal rate of trans- ! reminder Recall the price
lines in Chapters 3 and 6; this
line is similar except only risk
has a “price” on the market
(ps). Alternatively, we can
think of the price of insurance
being the amount of the other
good (expected income) that
the decision maker has to give
up in order to reduce risk
exposure, as we compare
points along the price
line—the same understanding
we already have of a marginal
rate of transformation.

formation of reduced expected income into reduced risk by purchasing
insurance.
How will insurance affect her choices? You can see from Figure 13.14 (a)

that at her previous choice of a risk level Δa1 Juliana would be better off
buying insurance. This is because at point a1:

Slope of indifference curve = −uΔ
uy ̂

> ps = Slope of insurance line

mrs >mrt

Remembering that −uΔ is the marginal disutility of risk which is the same
thing as howmuch shewould benefit from risk reduction, we can rearrange
the above to be:

−uΔ > uy ̂ps
Marginal benefits of risk reduction > Marginal costs of risk reduction

As before she could choose an investment with risk and expected income
of (Δa1 , ŷa1 ), but then also buy insurance. As a result, after taking account of
both the insurance premium and the risk mitigation afforded by the insur-
ance, she would reduce both her expected income and the risk exposure
that she experiences.
As a result, Juliana moves down and to the left along the insurance

line, mitigating the risk of the investment she chose, and reducing her
expected income by an amount equal to her insurance premium. How
much insurance will she purchase? She should buy an amount such that
the marginal benefit of further risk reduction is neither greater than nor
less than the marginal cost. In other words she should buy the amount of
insurance such that

Slope of indifference curve = −uΔ
uy ̂

= ps = Slope of insurance line

mrs = mrt

From this rule, she will find that the bundle (Δa2 , ŷa2 ) is the best she can
do if she chooses the investment at point a2, bringing her to indifference
curve u2.

M-NOTE 13.3 Choosing insurance given some initial (Δa1 , ŷa1 (Δa1 ))

Suppose the bundle (Δa1 , ŷa1 (Δa1 )) corresponds to a given level of risk and
resulting expected income that Juliana has chosen (such as point a𝟏 in Figure
13.14), with utility u1 = u(Δa1 , ŷa1 ).
When she is given the opportunity to buy insurance, Juliana will choose

the level of insurance s that will maximize her utility. Choosing this level s
will reduce both her risk (by the amount of insurance she bought, s) and
her expected income (by the cost per unit of risk reduction ps multiplied by
the amount of risk reduction s). We index her situation after purchasing the
insurance by the subscript 2:

Experienced risk with insurance Δa2 = Δa1 − s (13.11)

continued
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Expected income after paying for insurance ŷa2 = ŷa1 (Δ) −pss (13.12)

Thus, Juliana’s maximization problem is as follows:

Vary s to maximize u = u(Δa1 − s, ŷa1 −pss)

For a given Δa1 and ŷa1 , we find her first-order condition for a maximum by
differentiating her utility with respect to the single variable s and setting the
result equal to zero:

du
ds

= uΔ(−1) −uy ̂ps = 0

which, rearranged, means that

slope of indifference curve = slope of insurance line
−mrs = −mrt
−uΔ
uy

= ps

The slope of the indifference curve tells us the income she is willing to give
up to reduce risk. The slope of the insurance line is the income she has to
give up to reduce risk. Because at point a1 the indifference curve is steeper
than the insurance line, she can increase her utility by buying more insurance.

CHECKPOINT 13.7 Buying risk Use panel (a) of Figure 13.14 to explain why
Juliana would not prefer some outcome to the right of point a1 along the
dashed portion of the insurance line, rather than to the left on the solid
portion of the line.

Insurance encourages risk-taking
But given the introduction of the insurance option, she could do even better
than point a2 if she reconsidered her initial choice of Δa1 jointly buying
insurance and choosing more risk than Δa1 .
How much additional risk should she take, and how much insurance

should she buy? To answer this question it is important that the insurance
line is not unique to point a1: from any point that Juliana chooses on the
risk–return schedule, this line shows her opportunities tomove to less risky
states by buying insurance.
So think about the insurance line as something she can drag along

the risk–return schedule, never changing its slope (which is the price of
insurance ps), and including as one of the points on the line the point
indicating her investment choice. The insurance line will be the constraint
facing her when, after making her investment decision, she considers
reducing her risk level.

! reminder This two-step
optimization process is
exactly what we did in
Chapter 6 (Section 6.5) to
model the choice of
specialization followed by
trade.

Because it is a constraint on her choices, and because she prefers choices
that are higher up and to the left, she wants to drag the line to a point
at which it is as high and to the left as possible. Her decision to make an
even riskier choice and buy more insurance is shown in Figure 13.14 (b). The
answer is given in two steps:

• Step 1: point c1 is her choice of a risk level and expected income (before
paying for insurance) that results from that choice; and
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• Step 2: point c2 is where she will be as the result of her decision to take
the risk Δc1 and to purchase an amount s of insurance at a price ps for a
total insurance cost of ps ⋅ s and move to Δc2 after purchasing insurance
(and therefore increasing her utility from u1 at the no-insurance outcome
to u3 taking additional risk and buying insurance).

In this two-step process, “doing the best she can” requires finding two
tangencies, not just one as in our usual case so far.

M-CHECK When she is
choosing a risk level she
wants to be on the insurance
contract line that is highest
and to the left. Representing
her objectives, the negative of
its slope (−pi) is the marginal
rate of substitution. When,
having chosen a risk level, she
is then deciding how much
insurance to buy, the
insurance contract line is her
constraint. So the negative of
its slope (same −pi) is the
marginal rate of
transformation.

• First tangency: To determine her choice of risk (point c1) she equates
the marginal rate of transformation of risk taken into expected income
(the slope of the risk–return schedule) to the marginal rate of substitu-
tion of premium paid (reduced expected income after paying for insur-
ance) and reduced risk exposure. That is, she finds where the insurance
contract line is tangent to the risk–return schedule.

• Second tangency: To determine how much insurance to buy (point c2)
she equates the marginal rate of substitution between risk and expected
income (the slope of the indifference curve) to the marginal rate of
transformation of insurance premium paid into reduced risk exposure.
That is, she findswhere her indifference curve is tangent to the insurance
contract line.

The availability of insurance has two effects: it allows Juliana to reduce
her total risk exposure, and because of that it also encourages Juliana to
invest in a riskier option, raising her expected income from ŷa1 to ŷc2 .
If insurance were more expensive—higher ps—the insurance contract

line would be steeper and she would choose a lower risk level and purchase
less insurance. If the price of insurance were so high that the insurance
contract line was as steep as the risk–return schedule at the point that she
chose, then she would buy no insurance at all.
This case illustrates a broader point about the economy as a whole, which

we return to later in this chapter: when insurance is available, people are
able to take more risks and enjoy greater expected income. This win–win
outcome is possible because Julianamade a risky and high expected income
choice, but she could also transfer some part s of her resulting risk exposure
to the insurer.
But in order for Juliana to ‘sell’ her risk, there must be somebody willing

to buy it.

✓ FACT CHECK Using a seat
belt while driving in a car is
another form of insurance: it
reduces the difference
between consequences of the
good and bad outcome (no
crash, crash). Consistent with
the main lesson of this
section, there is some
evidence (see Chapter 16) that
drivers wearing seat belts
drive faster, insurance
supporting higher levels of
risk taking, just as the model
predicts.

M-NOTE 13.4 Jointly choosing the level of risk and of insurance

Here we show how the decision maker jointly chooses the type of investment
and the associated risk level given the risk–return schedule and the price
of insurance, and the level of insurance to purchase, given the investment
chosen and the price of insurance. Using notation similar to M-Note 13.3,
subscripts 1 and 2 refer to before and after buying insurance, respectively.
We can define the utility that she maximizes as a function of two variables

that she chooses: the risk before buying insurance (Δc1 ) and the amount of
insurance (s): continued
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Vary Δ and s to maximize u = u(Δc2 , ŷc2)
which, using Equations 13.11 and 13.12, is u = u(Δc1 − s, ŷ(Δc1 ) −pss)

As utility is now a function of the two variables Δ and s, to find the solution
to this constrained maximization problem we partially differentiate the utility
function with respect to Δ and s, and set the results equal to zero:

First-order condition #1 𝜕u
𝜕Δ = uΔ +uy ̂ŷΔ = 0

Rearranging
−uΔ
uy ̂

= ŷΔ (13.13)

First-order condition #2 𝜕u
𝜕s = −uΔ −uy ̂ps = 0

Rearranging
−uΔ
uy ̂

= ps (13.14)

Notice that the left-hand side of the two conditions is identical. Thus,
combining Equations 13.13 and 13.14 we have:

ŷΔ = ps =
−uΔ
uy ̂

where

•
dy ̂
dΔ

= ps is the slope of the risk–return schedule equal to the slope of the
insurance line and

• ps =
−uΔ
uy ̂

is the slope of the insurance line equal to the slope of the

indifference curve.

This tells us, referring to Figure 13.14, that Juliana will choose:

• First tangency, point c1 : the risk level Δ such that the marginal rate of
transformation of risk taken into expected income equals the marginal rate
of transformation of premium paid into reduced risk exposure.

• Second tangency, point c2 : the amount of insurance s such that themarginal
rate of substitution between risk and expected income is equal to marginal
rate of transformation of reduced expected income into reduced risk.

CHECKPOINT 13.8 Insurance and risk–taking In Figure 13.14 explain why
in the absence of insurance the best Juliana can do is indicated by point
a1 in panel (a); but once insurance is available, she does better by taking
more risk.

13.9 BUYING AND SELLING RISK: TWO SIDES
OF AN INSURANCE MARKET
Who is buying the risk that Juliana is selling? Could the buyer be someone
like her? Would that person be willing to accept greater risk exposure for
herself in return for an increase in her expected income? You can see
from Figure 13.14 that at the price ps shown as the slope of the insurance
contract line, someone in Juliana’s situation would have no interest in
selling insurance. The reason is that selling insurance would mean moving
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to the right up the insurance contract line and reaching even lower indif-
ference curves.
If not Juliana, then who?
Enter: Weikai (WAKE-eye). He is exposed to zero risk and is wealthy

(maybe the only form of his substantial wealth is US T-bills). He is therefore
not very risk averse; he is close to risk neutral. Juliana is poor and exposed to
risk, with a good and a bad state affecting her realized income and occurring
with equal probability. As a result of both limited income and a high level of
risk exposure Juliana is highly risk averse.

Insurance: Buying and selling risk
The two may engage in an exchange to alter the distribution of expected
income and risk between them. We can represent their interaction using
the Edgeworth box that you encountered in Chapter 4. But there is a
difference: in the Edgeworth boxes you previously studied, what was being
allocated was two goods—coffee and data. In the case we now consider two
people who are exchanging a “good”—expected income—and a “bad”—risk.
In Figure 13.15 we present the Edgeworth box with Juliana’s and Weikai’s
indifference curves.
The dimensions of the box are the total amount of expected income that

the two will jointly experience (ŷ = ŷJ + ŷW) and the total amount of risk
to which the two will be exposed (Δ = ΔJ +ΔW which is Δ = ΔJz at Juliana’s
endowment (at point z) because prior to their exchange she bears all the
risk and Weikai bears none).
In the initial state with no exchange between the two (point z) the

(expected and realized) income of Weikai is ŷWz = yWz (he faces no risk, so
his expected income and his realized income are equal). Juliana’s expected
income is ŷJz and her realized income is yJ = yJz +0.5Δz in the good state
and yJ = yJz −0.5Δz in the bad state. Recall, that the good and bad states are
equally likely, so her expected income is yJz.
Because as before risk is a bad and expected income is a good, the indif-

ference curves slope upward. For example Juliana is indifferent between
two possible allocations indicated by point b, namely, exposed to a lower
level of risk (ΔJb) along with a lower level of expected income (ŷJb) and
point c, being exposed to more risk (ΔJc) and a higher level of expected
income (ŷJc).
The slope of each of her indifference curves is as before a measure of

her degree of risk aversion. The steeper the indifference curve, the more
expected income she is willing to give up to reduce the amount of risk to
which she is exposed. She would prefer any point above and to the left of

!reminder Remember from
Chapters 4 and 5 that an
allocation is Pareto efficient
(and therefore will be a point
on the Pareto-efficient curve)
if at that point the two
participants’ marginal rates of
substitution are equal,
meaning that their
indifference curves are
tangent. We call the tangency
condition the mrsA =mrsB

rule where A and B are two
people engaged in some
interaction.

point z—less risk and more expected income—but that would make Weikai
worse off (less utility than his participation constraint uWz ), so she will not
have that opportunity.
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Figure 13.15 Feasible allocations of expected income and risk and indifference
curves over these allocations. Every point in the Edgeworth box is a possible
allocation that divides the total amount of expected income (ŷ) and risk (Δ)
between the two people. Weikai (blue indifference curves) prefers allocations
lower and to the right; Juliana (green indifference curves) prefers allocations
higher and to the left. So there are conflicts of interest in comparing higher points
on the left with lower points on the right. But there are some mutually beneficial
reallocations, starting at point z and comparing points down and to the left as
indicated by the shaded Pareto-improving lens.
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A Pareto-improving insurance contract
There are, however, opportunities for a mutually beneficial bargain. In
Figure 13.15 we can see that the endowment point z is not Pareto efficient
because at that point the indifference curves of the two are not tangent,
they intersect. Therefore, there are other allocations of risk and expected
income that both would prefer to point z. The yellow-shaded area indicates
all of these win-win allocations. In themWeikai takes over some of the risk
exposure in return for Juliana transferring to him some of her expected
income. In other words Weikai sells Juliana some insurance.

! reminder To determine
the price he would set, we
could use the models of
first-mover advantage
(price-setting) and
“take-it-or-leave-it power”
studied in Chapter 4 or the
Cournot model of competition
among those wishing to sell
insurance to Juliana studied
in Chapter 9. The agreement between the two to move to an allocation in the shaded

area would take the form of an insurance contract: Juliana would give up
some of her income and Weikai would take on some of her risk exposure.
Figure 13.16 provides the game tree illustrating the interaction.
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The game begins with Weikai offering a price for an amount of risk
reduction that Juliana wishes to purchase (ps(Δ−ΔJ)) (we do not analyze
why he offers this particular price). Prior to the good or bad state having
been realized, Juliana either rejects the offer (she takes the right branch of
the tree) or accepts (she takes the left branch).
In the latter case she buys her chosen amount of insurance Δ−ΔJ, where

ΔJ is the risk exposure that Juliana will be subjected to under this contract,
paying a total of ps(Δ−ΔJ). Because the total amount of risk exposure of
the two is Δ, it follows that Weikai’s risk exposure at the post-exchange
allocation is ΔW = Δ−ΔJ, meaning that ΔW is the amount of insurance that
Juliana receives from Weikai—it is risk to which she initially was (but is no
longer) exposed. That part of her initial risk is now his.
After the state is revealed, Juliana pays 0.5(Δ−ΔJ) to Weikai if the good

state has occurred while Weikai pays 0.5(Δ−ΔJ) to Juliana if instead the bad
state has occurred.
Table 13.1 summarizes the realized income in the good and bad states

for the two people when the insurance contract is implemented. Table 13.1
gives the expected income and risk exposure in the initial situation and the
situation following the implementation of the insurance contract. Figure
13.17 captures the interaction. The the orange insurance contract line
illustrates Weikai’s price offer. Juliana is constrained to a point somewhere
along the orange insurance contract line, including point z, meaning reject

Figure 13.16 A game tree explaining the sequence of the insurance contract.
Weikai offers a price for insurance, ps . Juliana can accept or reject that price of
insurance. In either case of purchasing the insurance or not, she will face a good
or bad state. The expressions at the bottom nodes of the tree are the realized
outcomes in the bad and good states for Weikai (top row in red) and Juliana
(bottom row in blue).
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Table 13.1 Risk exposure and expected income in the initial state and following
implementation of the insurance contract.

Person Before insurance: risk
and expected income

After insurance: risk and
expected income

Weikai: rich not risk
exposed, less risk
averse

Risk: ΔWz = 0 ΔWs = Δ−ΔJs
Expected income: yWz ŷWz +psΔWs

Juliana: poor risk
exposed, more risk
averse

Risk: ΔJz = Δ ΔJs

Expected income: yJz ŷJz −psΔWs

the offer. The point s is on the highest indifference curve that is available
to her at this price. Her indifference curve at point s is tangent to the
insurance line, meaning that her marginal rate of substitution is equal to
the marginal rate of transformation (the slope of the insurance line, or ps).
She picks point s, pays ps(Δ−ΔJs) and receives ΔWs = Δ−ΔJs insurance.
Allocation s represents a Pareto improvement over initial endowment z.

But, while both Juliana andWeikai are better of as a result off exchange, the
exchange has increased inequality of expected income. On the other hand,
the exchange reduced inequality between the two in risk exposure.

CHECKPOINT 13.9 Buying and selling risk In Figure 13.15 explain why at
the initial point (z) Weikai would be better off taking on some of Juliana’s
risk in return for a payment from her, and she would be better off paying
him to do that.

13.10 APPLICATION: FREE TUITION WITH AN
INCOME-CONTINGENT TAX ON GRADUATES
The term “risky investment” is associated with headline-grabbing disasters
like the insurance giant AIG’s (American International Group) business
model prior to its crash in 2008.10 But one of the riskiest investments of
all is investing in yourself.

Yourself: A risky investment
The decision to attend a particular university and to study a particular
subject is made while uncertain about:

HISTORY Bill Gates, who is
said to have risked it all by
dropping out of Harvard to
found Microsoft, explained
that he actually did not quit
Harvard but took a leave of
absence so that he could
return to Harvard if necessary.
His family also had enough
money so it would not be a
problem if Microsoft had
failed. Think how much
innovation we might get if
everyone had such a good
fallback position.

• Do I have the talent and discipline to do well studying this subject?

• Will I find it interesting enough to pursue a career in a related area?

• Will instructors at the university I attend teach me well, and certify that
I am competent in my field?

• Will there be a demand for the skills (and credentials of them) I will
acquire as a result of my decisions?
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Figure 13.17 Buying and selling risk. Weikai has price-setting power, sets a price
equal to the slope of the line ps . Juliana, who may choose any point on that line,
picks s, which is on the most preferred of her indifference curves that is feasible:
it is the highest indifference curve (u2) she can obtain given the price line which
constrains her given the price Weikai stipulates (ps). Juliana has given up some
expected income to purchase insurance in the form of reduced risk exposure.
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Then there is the cost, both directly to pay tuition and accommodation
at the university and also the opportunity cost of being a student, that is,
forgoing the wage or other income that one would have gained if you had
not attended university. Most people are not rich enough to be even close
to risk neutral, and as we saw in Chapter 12, a great many families, even in
high-income countries, are unable to borrow the substantial sums required
to pay for higher education privately. So unless higher education were pro-
vided or subsidized by government or private philanthropic contributions
few people would attend university.
To understand why, consider Sofia, who has the opportunity to attend

university without cost. Sofia has completed a two-year degree as amedical
technician and is considering two options:

• no risk, certain job, and salary: taking a job with a certain salary, which
would be supplemented by the annual interest on a modest financial
asset that she has, giving her a total income of ŷ1 = ya (a for the certain
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option available to her now and it does not have a hat because it is
certain); or

• continue education, bear risk, higher expected income: continuing her
education and as a result increasing her expected income to ŷe while also
being exposed to risk, the amount of which is Δ, the difference between
her income in the good and the bad state.

If she chooses to get more education, the good state might be described by
a positive answer to the four bulleted questions about yourself as a risky
investment. The bad state could be a negative answer to the questions. As
before, we let the good and the bad state be equally likely to occur. We also
assume that the realized income in the bad state is less than the certain
income she would have were she to decide not to continue her education
(otherwise she might just ignore the risk, as she could be certain to have a
higher income—even in the bad state—by going to university).
In Figure 13.18, point e shows her expected income and risk exposure

if she continues her education when education is free (paid for by the
government from general tax revenues), point d corresponds to when she
pays for her education privately. If instead she chooses not to continue her
education, she would receive a certain income of y1 = ya and be exposed
to no risk, indicated by point a in the figure. Her choices are mutually
exclusive. If she chooses to continue her education, then point a—the job
that she has currently been offered—is no longer available to her. (Her
options as just described are summarized in Table 13.2.)
How would Sofia compare the outcomes available to her? This is where

the indifference curves come in. If Sofia were wealthy, she might not be
concerned about risk exposure—like Bill Gates deciding to leave Harvard—
but having amodest income and being limited in howmuch she can borrow,
she is risk averse, as the upward slope of her indifference curves indicate.
Her indifference curve u1 through point a gives the combinations of risk

exposure and expected income that Sofia prefers equally to the certain
income of ya. Therefore, ya is the certainty equivalent of the combination
of expected income and risk given by every point on the indifference curve
labeled u1. Comparing points a and e and the indifference curves on which
they appear, we can see that if tuition is free she will choose to undertake
further education (u3 > u1).
But other citizens might object: it was they who paid the taxes that

allowed the government to provide Sofia’s education for free. Why should
taxpayers subsidize Sofia’s investment in herself? As a result of higher
education, Sofia would have a higher expected income, but taxpayers who
had not attended university would have a lower income (having subsidized
Sofia’s education). It does not appear to be fair to those not as fortunate as
Sofia who has already attended 14 years of schooling.
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Figure 13.18 Effect of income-contingent taxation of graduates on choices
concerning further education. In panel (a) we show Sofia’s indifference curves
and her possible choices: taking a zero-risk job now (no further education) at
income ŷ1 = ya , point a or undertaking additional education along with additional
risk exposure, shown if she pays no costs by point e, and by point d if she has to
pay the cost of her education. From the indifference curves you can see that she
prefers taking the job now (no further education) if she has to pay the cost, that
is, u1 > u0 . But she would prefer to continue with her education if it were free
because u3 > u1. In panel (b), we show the case in which tuition is free, but
following graduation she will pay a tax proportional to her income. Under the
income-contingent tax her expected income and risk exposure are reduced in the
same proportion (along the blue line through point f). So instead of being at the
simple free tuition (no tax) outcome e, she is now at point f on indifference curve
u2 . Because u2 > u1 she will continue her education.
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Let us therefore consider the case in which Sofia pays the cost of her
education. As a result her expected income is now: expected income with
free tuition minus the costs of her education. The difference between her
incomes in the good and bad state is not affected—her realized income
in the two states is just reduced by the private cost of her education, as
shown by point d. So her exposure to risk is unaffected: it is still Δe = Δ0 = Δd.
Point d, however, lies on indifference curve u0. If she has to pay the cost of
her tuition she would be better off not pursuing further education because
u0, her utility if she pays for her education, is less than u1, her level of utility
when she takes the risk-free job.
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Table 13.2 Comparison of the free, privately paid, and income-contingent tax policies for education. Point a is not
shown in the table as the risk (Δa) is zero and the only state is the certain income ya. We use the y-subscript T to
indicate the results under the income-contingent tax when she has continued her education. G and B refer to the good
and bad states respectively. The tax rate is τ.

Outcome (point in
Figure 13.18)

Free tuition (e) Private cost (d) Free tuition and income-contingent tax
on graduates (f)

Good outcome yGe = ŷe+ 0.5Δ0 yGd = ŷe+ 0.5Δ0− c

= ŷd+ 0.5Δ0

yGT = (ŷe+ 0.5Δ0)(1− τ)

Bad outcome yBe = ŷe− 0.5Δ0 yBd = ŷe− 0.5Δ0− c

= ŷd− 0.5Δ0

yBT = (ŷe− 0.5Δ0)(1− τ)

Expected income ŷe =
yGe + yBe
2

= ŷe+ 0.5Δ0+ ŷe− 0.5Δ0
2

ŷd =
yGd + yBd
2

= ŷd+ 0.5Δ0+ ŷd− 0.5Δ0
2

ŷf =
yGT − yBT
2

= (ŷe+ 0.5Δ0)(1− τ)+ (ŷe− 0.5Δ0)(1− τ)
2

= ŷe(1− τ)

Experienced risk
exposure

yGe − yBe = ŷe+ 0.5Δ0
−(ŷe− 0.5Δ0)

Δ0 = Δe

yGd − yBd = ŷd+ 0.5Δ0
−(ŷe− 0.5Δ0)

Δ0 = Δd

yGf − yBf = ŷe+ 0.5Δ0(1− τ)

− (ŷe− 0.5Δ0)(1− τ)
= Δ0(1− τ)
= Δf

Income-contingent taxation of graduates
An alternative way of funding higher education that would reduce the
risk exposure of those pursuing further studies, while at the same time
addressing the unfairness of general tax payers subsidizing the advance-
ment and higher income prospects of university graduates has been pro-
posed. Here is the idea: let tuition be free when the student attends
university, but then impose a tax on graduates that is based on the income
that they actually receive (their realized income not their expected income)
after they graduate.

❯ EXAMPLE In many
countries students can
finance the expenses of
higher education by
borrowing money with the
unusual feature that the
extent of repayment will be
less the lower is the income
of the graduate, so that only
those with substantial
incomes fully repay the cost of
education. The shortfall due
to less than full repayment by
lower-income graduates is
made up by tax revenues.

One version of this ideawould have the tax be proportional to income and
set at a rate such that the taxes collected from graduates would on average
pay for their education. This would require that graduates who experienced
a bad state (meaning a low income) would pay in taxes an amount less than
the cost of their education, while thosewho experienced a good statewould
pay more than what their education cost.
Adding the taxes paid by the unlucky and the lucky graduates, the total

revenue collected would totally cover the cost of their education. We call
this kind of policy income-contingent taxation of graduates.
Under the income-contingent tax, her income in each state, and her

expected income would be as indicated in the third column of Table 13.2.
The policy allows Sofia to trade away some of her gain in expected income
were she to continue her education in order to reduce the degree of risk to
which she would be exposed if she chose to invest in herself.
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This is shown in Figure 13.18 (b). The government would set the level of
the tax to collect total revenues sufficient to cover the full costs of the
education that people had decided to pursue. The tax rate as a fraction of
income, τ (the Greek letter “tau”), that would accomplish this is equal to the
costs of her education as a fraction of her before-tax expected income as
shown in M-Note 13.5.

M-CHECK Points like e and f
on the blue line give the final
bundle of expected income
and risk exposure associated
with differing tax rates,
ranging from τ = 0 at point e
to τ = 100 percent at the
origin. Point f is selected as
the tax rate that covers the
cost of the graduates’
additional education.

The blue line through point e shows the effects of differing tax rates
on reducing both the after tax expected income and risk exposure of the
graduates. For any tax rate we know from Table 13.2 that

Risk exposure with tax: Δ0(1− τ)
Expected income with tax: ŷe(1− τ)

Because the tax reduces both expected income and risk by the same
proportion this means that increasing the tax rate will move the resulting
allocation downward to the left of point e along the blue line. The tax rate
the government will implement is the one that collects in taxes an amount
equal to the cost of education. This is indicated by point f.
With the income-contingent taxation of graduates, Sofia now has a

choice between point a and point f. Because f is on a higher indifference
curve than point a Sofia will continue her education (u2 > u1). Under the
income-contingent tax plan, Sofia “purchases” a bundle that includes two
years additional of higher education, expected income before taxes of
ŷe, an amount τŷe = c in expected taxes (meaning what she would pay
averaged over the bad and good state) and a reduced level of risk exposure
Δ0(1− τ) = Δf. She is better off than had she taken her risk-free job instead.

M-NOTE 13.5 The tax rate and after-tax income in the good and bad
state

The tax collected from graduates on average will be τŷe and this amount
will have to cover the cost of their education, c. So τŷe = c which means that
τ = c/ŷe.
Sofia gets tuition-free education and in the good state she obtains income

ŷe +0.5Δ minus the tax she must pay on her income which is τ(ŷe +0.5Δ) as
in Table 13.2:

yGT =

Income in
the good state

⏞⎴⏞⎴⏞ŷe +0.5Δ

Tax payment
in good state

⏞⎴⎴⎴⏞⎴⎴⎴⏞− τ(ŷe +0.5Δ) (13.15)

yGT = (ŷe +0.5Δ)(1− τ)

Similarly, if she experiences the bad state, then her income will be the
following:

yBT =

Income in
the bad state
⏞⎴⏞⎴⏞ŷe −0.5Δ

Tax payment
in bad state

⏞⎴⎴⎴⏞⎴⎴⎴⏞− τ(ŷe −0.5Δ) (13.16)

yBT = (ŷe −0.5Δ)(1− τ)
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CHECKPOINT 13.10 Investing in yourself Explain why, in the absence of
the income-contingent graduates’ tax, Sofia’s choice was between points a
and d, but with the tax it is between a and f. How does the tax alter her
decision about continuing her education?

13.11 ANOTHER FORM OF INSURANCE: A LINEAR
TAX AND LUMP-SUM TRANSFER
The income-contingent graduates’ tax mitigated the riskiness that Sofia
faced in choosing to continue her education. Like deciding whether to
attend university, and if so what subject to major in, or to invest in bullocks
rather than irrigation pumps, deciding on a policy of taxation and spending
by a government involves citizens’ trade-offs between expected income and
risk. So, what you have learned about risk aversion and insurance gives
you an insight into the sometime controversial economics and politics of
taxation and redistribution.

Taxes, transfers, and redistribution: A look at the data
Countries differ in the extent to which government taxes and payments to
citizens reduce the degree of inequality in what families and people are
able to spend. Figure 13.19 provides an illustration, using data from the
Netherlands and the US. The horizontal axis in both panels refer to deciles
of the population from the poorest 10 percent (on the left) through ever
richer segments of the population to the richest 10 percent.
The height of the bars shows what fraction of the total income of the

country is received by each of these groups of 10 percent (called deciles).

Figure 13.19 Inequality of disposable income and market income in the
Netherlands and the US.
Source: CORE, The Economy.11
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The blue bars show the share of each decile in what is termed market
income, that is, income before taxes are paid or payments from the gov-
ernment received. The red bars show the income shares of the ten deciles
in what is termed disposable income, that is, income after the payment of
taxes and receipt of government payments.
The blue bar on the far right of panel (b), for example, shows that the

top 10 percent of income recipients in the US receive about one-third of
all of the market income; the farthest left blue bar in the same panel shows
that the poorest 10 percent in the US receives about 2 percent of all market
income.
Studying the two panels you can see:

• Redistribution: The effect of taxes and transfers is to reduce the dispos-
able income of the rich and to raise the disposable income of the poor:
the red bars are shorter than the blue bars in the right of the figures, and
the opposite is true on the left.

• Differences in the extent of redistribution: This redistribution to the less
well-off is greater in the Netherlands than in the US. For example in
market income the poorest two deciles in the Netherlands are poorer
than the bottom two deciles in the US (compare the blue bars); but they
receive a much larger share of disposable income (the red bars).

• Differences in inequality of disposable income: Inequality in disposable
income is less in the Netherlands than in the US. The ratio of the
disposable incomes of the top decile to the bottom deciles is 6.95 in the
Netherlands and 16.8 in the US.

If the distribution of disposable income after taxes and transfers is more
equal than the distribution of market income, then the tax and transfer
policy is termed progressive. If disposable income is more unequal than
market income, the tax and transfer policy is termed regressive. The tax
and transfer systems in the Netherlands and the US are progressive, but
the US is less progressive than the Netherlands.

MARKET INCOME Market income is income before the payment of taxes or the
receipt of transfers from the government; it includes earnings (wages and salaries
from employment) as well as income from self-employment and from the
ownership of assets (interest, rents, or dividends).

DISPOSABLE INCOME Disposable income is the maximum a household can
spend (‘dispose of’) without borrowing, after paying tax and receiving transfers
(such as unemployment insurance and pensions) from the government.
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The degree of risk exposure with linear taxes and lump-sum
distribution
To understand tax-financed redistribution, let’s consider what is called a
linear tax and lump-sum transfer policy.

• Linear tax: The linear tax part is that each family or person pays a fixed
fraction of their income in taxes, so the taxes paid are a linear function
of the pretax income a person has.

• Lump sum: The lump-sum part is that the total amount of taxes collected,
net of the costs of collecting taxes and distributing the transfers, is
divided equally among all of the citizens.

HISTORY Arthur Okun, who
served on US President John F.
Kennedy’s Council of
Economic Advisors wrote this
about tax and transfer
policies: “The money must be
carried from the rich to the
poor in a leaky bucket. Some
of it will simply disappear in
transit, so the poor will not
receive all the money that is
taken from the rich.” The leaks
he had in mind included not
only the administrative costs
of the policies but also the
possible effects of the taxes
on incentives. Corruption by
government officials would
also be part of the leakage.12

Because we will eventually turn to the politics of taxes and transfers, we
call the taxpaying (and transfer-receiving) person or family “the citizen.”
The citizen is exposed to some risk: they can experience either a “good
state” or a “bad state,” occurring as before with equal probability. To
introduce a tax and transfer policy we define τ as the tax rate, that is the
percentage of market income paid in taxes. The cost of administering the
program is ϕ percent of the taxes collected. Let us nowconsider the citizen’s
after-tax and transfer disposable income.
In Table 13.3 we show the taxes paid and transfer received in the good and

bad states for two citizens of differing income levels. Taxes paid depend on
which of the two equally likely states occur, so just averaging across these
states we have:

Individual’s expected taxes T̂ = τ(
yG + yB

2
) = τŷ (13.17)

A citizen’s expected income after taxes but before receiving the transfer
is expected income (ŷ) minus expected taxes or (T̂): ŷ− T̂ = ŷ− τŷ = ŷ(1− τ).
Because the tax is proportional to pretax income, just as with the income-
contingent graduates’ tax, citizens pay more if they experience the good
state than if the bad state occurs.
But what they receive as a transfer does not depend on the state that they

experience.

Transfer received = total taxes collected - cost of admin
number of citizens

The total taxes collected divided by the number of citizens is just the tax
rate τ times the average pretax income of citizens (y) and so is equal to τy.
The cost of administering the tax and transfer policy is ϕ times that amount.
So we have:

LINEAR TAX AND LUMP-SUM TRANSFER A tax that is proportional to income
(a linear tax), the proceeds of which are divided equally and transferred to
citizens (a lump sum).



OUP CORRECTED PROOF – FINAL, 11/9/2021, SPi

Another Form of Insurance: A Linear Tax and Lump-Sum Transfer 777

Table 13.3 A comparison of the before and after tax experiences of low-income and high-income
citizens. To make this table we set a mean income of the entire economy (not just the two
citizens chosen here as examples) equal to 80,000, a degree of risk pretax of Δ = 40,000, a tax
rate, τ = 0.3, and cost of the tax, ϕ = 0.05. The table shows what is also illustrated in Figure 13.20,
for example, that the citizen with lower expected income receives more in transfers (22,800) than
she can expect to pay in taxes (15,000) and that both higher- and lower-income citizens
experience a lesser degree of risk (28,000, the difference between the good and bad outcomes
after the tax) than they did before the tax (40,000).

Outcome General result Low-income citizen High-income citizen
Before tax

Good outcome
before tax

yG = ŷ+ Δ
2

70,000 140,000

Bad outcome
before tax

yB = ŷ− Δ
2

30,000 100,000

Experienced risk
before tax

yG − yB = Δ 40,000 40,000

Expected income
before tax

ŷ = yG+yB

2
50,000 120,000

After tax
Transfers = τy−ϕτy 22,800 22,800
received = τy(1−ϕ)
Good outcome
after tax

yGT = (ŷ+ Δ
2
)(1− τ) + τy(1−ϕ) 71,800 120,800

Bad outcome
after tax

yBT = (ŷ− Δ
2
)(1− τ) + τy(1−ϕ) 43,800 92,800

Experienced risk yGT − yGT = Δ(1− τ) 28,000 28,000
after tax
Expected income
after tax

ŷ(1− τ) + τy(1−ϕ) 57,800 106,800

Expected taxes T̂ = τ( y
G+yB

2
) = τŷ 15,000 36,000

Transfer received = τy− τyϕ
= τy(1−ϕ) (13.18)

And the citizen’s expected income after taxes and transfers is therefore:

ŷT = ŷ(1− τ)⏟⎵⏟⎵⏟
Expected after-

tax income

+τy(1−ϕ)⏟⎵⏟⎵⏟
Expected
transfers

(13.19)

In Figure 13.20 we show the expected taxes and transfer levels for citizens
of all income levels. The first term in Equation 13.19 is the upward-sloping
line (it’s a line not a curve because the tax is linear). The horizontal blue line
is the second term in Equation 13.19, the transfers received by all citizens.
The vertical distance between the blue and the green lines shows the

difference between the expected taxes paid and transfer received, positive
for higher income citizens and negative for lower income citizens. For a
person whose income is y = y(1−ϕ), the expected taxes paid equal the
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transfer received. This can be seen from the equation above rewritten as
follows:

ŷT = ŷ(1− τ) + τy(1−ϕ) = ŷ− τ(ŷ− y(1−ϕ)) (13.20)

We can conclude two things about the linear tax and lump-sum transfer
policy.

• the policy is progressive: it redistributes income from higher- to lower-
income citizens. Expected disposable income—that is ŷT—is more equal
than before tax and transfer income. This is because (from Figure 13.20)
expected taxes exceed the transfer for citizens with higher expected
income and the reverse is true for people with lower expected income.

• the policy is a form of insurance: it redistributes income from the lucky
to the unlucky. This is because independently of whether their expected
incomes are high or low, people experiencing the good state pay more in
expected taxes than do people experiencing the bad state.

Figure 13.20 The relationship between income and taxes paid and transfers
received. Someone who has low pretax expected income (yL = 50,000) receives
more in lump-sum transfers (22,800) than the taxes they pay (15,000). Someone
who has high pretax expected income (yH = 120,000) receives less in lump sum
(22,800) transfers than the taxes they pay (30,000). To make this figure we have
used τ = 0.3, ϕ = 0.05, and y = 80,000 as in Table 13.3. Remember that y is the
mean income of the entire economy, not the average income of the two citizens
included in the example.
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✓ FACT CHECK If families
are limited in how much they
can borrow and do not have
any other way of insuring
against income shocks, the
equation for expected income
with taxes in Table 13.3 tells us
that, where taxes are more
redistributive from the higher
to lower income families, we
expect to see also smaller
differences in consumption
between families (some lucky,
some unlucky). Using the fact
that tax rates and transfer
policies differ greatly from
one state to the other in the
US, economists have
determined that this is exactly
the case. Consumption is
more equally distributed in
states with more progressive
tax and transfer systems.13

Concerning the second bullet, from Equation 13.20 (repeated below) we can
see that the policy reduces the risk exposure of both high income and low
income citizens. Expected disposable income is:

ŷT = ŷ(1− τ) + τy(1−ϕ)
= (1− τ)(the risky part)+ τ(the certain part)

The reason why the tax and transfer policy serves as a kind of insurance
is that the transfer received—that is, τy(1−ϕ)—is certain: unlike before tax
income, it is independent of the state that the individual experiences,
whether good or bad. This is because there are a very large number of
citizens paying taxes, some experiencing good states some experiencing
bad states. Equation 13.21 says that the larger is the tax, the less weight does
the risky part of her income have in determining in citizen’s the expected
disposable income. And correspondingly, the larger is the weight of the
certain part.
The effect, as was the case with the income-contingent tax on graduates,

is to reduce the difference between disposable income in the good and
the bad state from Δ to Δ(1− τ). (This was illustrated for the two citizens in
Table 13.3.)

CHECKPOINT 13.11 The citizen with income equal to y(1−ϕ) Consider
the values in Table 13.3. The mean income is $80,000 with τ = 0.3 and ϕ =
0.05:

a. Calculate the expected income of the citizen with income y(1−ϕ).

b. Show that the citizen with this income pays an amount in taxes exactly
equal to the transfers they receive as a lump sum.

13.12 A CITIZEN’S PREFERRED LEVEL OF
TAX AND TRANSFERS
Even though most people place some value on the well-being of people
other than themselves, citizens will obviously differ in the level of the linear
tax that they would prefer unless they are perfect altruists (value others’
income as much as their own). Of course people do not get to pick their
preferred tax rate—the same rate applies to all. But political parties propose
differing levels of taxation, and citizens do pick which party to support.
Think about a particular citizen, Helmut, who in the absence of the tax

and transfer policy would experience risk level Δf and expected income
ŷf, as indicated by point f in Figure 13.21. Helmut’s expected income is
substantially above y(1−ϕ) and so, like the person indicated by point c in
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Figure 13.20, his expected income after taxation will be less than in the
absence of taxation.
But even if he is entirely self-regarding (cares only about his own income

! reminder The tax and
transfer line is similar to the
insurance contract line
(insurance line) introduced
earlier (Figure 13.14): it
describes the opportunities
for reducing risk exposure at
the cost of a reduction in
expected income. A
difference, however, is that
the slope of the tax and
transfer line—the opportunity
cost of risk reduction in terms
of reduced expected
income—is not a constant but
depends on the level of
before tax expected income.

and risk, not that of others) he may favor a tax on his income along with
a lump-sum transfer of the average tax revenues. The reason is that, like
the free tuition and graduates’ income-contingent tax policy that made it
advantageous for Sofia to continue her education, the linear tax and lump-
sum transfer will reduce the difference between his realized income in the
good and bad state. A reduction in his expected after-tax income may be
a cost he is willing to pay for the risk reduction that the tax and transfer
policy implements.
In Figure 13.21(b), the blue line through point f—called the tax and transfer

line—shows how various levels of taxation could transform his combination
of after tax and transfer expected income and risk exposure. The options
range from τ = 0 in which case he would remain at point f to τ = 1. In this
case, that is, with a 100 percent tax rate, the only after-tax income a person
received would be the transfer, so he and everyone else would have an
income after taxes and transfers of y(1−ϕ). Points on the line closer to
y(1−ϕ) on the vertical axis represent greater risk reduction by means of
higher taxes and transfers.
Even though Helmut can expect to pay more in taxes than he will receive

in the transfer, will he nonetheless prefer some positive level of taxes?
To answer this we need to identify the benefits and costs to Helmut of
increasing the tax.

Figure 13.21 A citizen’s preferred tax and transfer policy. Helmut’s potential
choices about risk and expected income. His bundle of risk and expected income
puts him on indifference curve u0 at point f in panel (a). Taxes that he pays and
which are distributed to him (and others) as a lump sum could move him to u1,
with decreased risk exposure and lower average income at point f′ .
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ŷj

Risk, 

Ex
pe

ct
ed

 in
co

m
e,

 ŷ f
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As you can see from Figure 13.21 (and as is shown inM-Note 13.6) the slope
of the tax and transfer line is:

Slope of the tax and transfer line =
ŷ− y(1−ϕ)

Δ (13.21)

We can see from Equation 13.20 that the numerator of Equation 13.21 is
the reduction in disposable income associated with the tax and transfer
policy. This is the cost of the policy. We know from the fact that the expe-
rienced level of risk under the tax and transfer program is Δ(1− τ) that the
denominator is the effect of the reduction in risk resulting from the tax and
transfer policy. This is the benefit of the policy. The ratio of the two—how
much the benefit of risk reduction costs in terms of the expected disposable
income forgone—is the opportunity cost of risk reduction by this policy.
As in the previous cases studied, the slope of his indifference curves,

a measure of his risk aversion, is −uΔ/uy ̂, his marginal disutility of risk
divided by the marginal utility of expected income when experiencing the
indicated level of risk and expected income. The slope of an indifference
curve indicates how much he values risk reduction relative to disposable
income. So we have:

Slope of an indifference curve = −uΔ
uy ̂

= marginal disutility of risk
marginal utility of ŷ

We can see that at point f—the status quo that Helmut would experience
in the absence of any tax—the following inequality holds:

Slope of tax and transfer line < Slope of the indifference curve

ŷ− y(1−ϕ)
Δ < −uΔ

uy ̂
(13.22)

which, rearranged, reads

uy ̂ ⋅ (ŷ− y(1−ϕ)) < −uΔ ⋅Δ (13.23)

Marginal costs of risk reduction < Marginal benefits of risk reduction

This means that at Helmut’s status quo (point f, that is, τ = 0) the reduc-
tion in income associated with a tax times the marginal utility of expected
income is less than the reduction in risk times the disutility of risk. Because
the costs are less than the benefits, Helmutwould prefer some positive level
of taxation.
To find the level of τ that hewould prefer, we use the analytical framework

above, but we require that the marginal costs and benefits of risk reduction
be equal, which means that the slopes of the tax and transfer line and the
indifference curve are equal. The level of taxation that implements this rule
is shown by point f′ in Figure 13.21.
His utility at that point (u(ŷT,ΔT) = u1) is the same as he would have

experienced without the tax and transfer policy if he had been substantially
richer, shown as point j also on the indifference curve u1 in the figure. At
that point he has an expected before tax and transfer income of ŷj with his
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initial level of risk exposure (Δf). The difference between this hypothetical
income at point j in the figure and his actual expected before tax and
transfer income (ŷj − ŷf) is a measure in income units of how valuable the
reduction in risk exposure accomplished by the tax and transfer policy
is to him.
You think of point f as the citizen’s fallback option: no tax and transfer

policy. Then the amount ŷj − ŷf is the rent he would receive if the tax
and transfer policy indicated by the point f′ were implemented. We call
these political rents because they are the result of public policies that are
implemented as the result of a political process.

M-NOTE 13.6 The opportunity cost of reduced risk exposure

Summarizing the results so far, the citizen’s expected disposable income
(after taxes and transfers) is (see Table 13.3):

ŷT = ŷ(1− τ) + τy(1−ϕ) = ŷ− τ(ŷ− y(1−ϕ)) (13.24)

And her exposure to risk under the tax and transfer policy is:

yGT − yBT = ΔT = Δ(1− τ)

We can use these two equations to find the equation for the tax and
transfer line, expressing ŷT as a function of ΔT . First we rearrange the equation
immediately above to get an expression for the tax rate, or

τ = 1− ΔT
Δ

Then we substitute this expression into Equation 13.24 for ŷT :

ŷT = ŷ−(1− ΔT
Δ )(ŷ− y(1−ϕ)) (13.25)

This is the equation for the tax and transfer line for a person with market
expected income of ŷ and market risk exposure of Δ. A tax and transfer
policy transforms a reduction in expected income (a cost) into a reduction
if risk exposure (a benefit). We find the slope of the tax and transfer line by
differentiating ŷT with respect to ΔT or:

dŷT
dΔT

=
ŷ− y(1−ϕ)

Δ (13.26)

This is the negative of the marginal rate of transformation of reduced
expected income into reduced risk, which is the opportunity cost of reducing
risk, or the slope of the tax and transfer line. The numerator is the marginal
cost of higher taxes in terms of expected income foregone. The denominator
is the marginal benefit of higher taxes in terms of reduced risk exposure.
Equation 13.26 shows that the tax and transfer line will be flat (mrt =

slope = zero, meaning no cost) for the citizen with an income equal to
y(1−ϕ). For those with incomes less than y(1−ϕ), the tax and transfer line is
downward-sloping, meaning that the tax and transfer policy raises their
expected disposable income.
Equation 13.25 says that a tax and transfer policy that reduces risk exposure

to zero (ΔT = 0) means that everyone will have the same expected disposable
continued
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income. To see this substitute in ΔT = 0 so that we then have:

ŷT = ŷ−(1− ΔT
Δ )(ŷ− y(1−ϕ))

= ŷ−(ŷ− y(1−ϕ))
⇒ ŷT = y(1−ϕ),

which is the citizen’s after tax and transfer income irrespective of the person’s
level of market expected income.

M-NOTE 13.7 Helmut identifies his preferred tax rate

Helmut wants to determine which tax rate (including zero) would be the best
for him. We first write his utility function as follows:

u(ŷT,ΔT) = u(

After-tax
expected
income

⏞⎴⎴⎴⎴⏞⎴⎴⎴⎴⏞ŷ(1− τ) + τy(1−ϕ),

After-tax
risk

exposure

⏞⎴⏞⎴⏞Δ(1− τ)) (13.27)

Equation 13.27 says that utility depends on a person’s after tax and transfer
income and risk exposure. Now, we want to see the tax rate under which his
utility is maximized. Differentiating with respect to τ and equating the result
to 0 so as to find the maximum we have:

𝜕u
𝜕τ = uy ̂ ⋅ (−ŷ+ y(1−ϕ))+uΔ ⋅ (−Δ) = 0

Simplifying:

ŷ− y(1−ϕ)
Δ = −uΔ

uy ̂
(13.28)

You are familiar with the right side of the equation. It is the marginal rate
of substitution. The left side of the equation you also know (from Equation
13.26) is the opportunity cost of risk reduction, that is, the marginal rate
of transformation of reduced expected income into reduced risk. In other
words, the left side of the equation is the slope of the tax and transfer line
in Figure 13.21.
Helmut’s utility is maximized at the point where the slope of the tax and

transfer line is equal to the slope of the highest indifference curve that is
feasible for Helmut, that is, when:

mrt(Δ, ŷ) =
ŷ− y(1−ϕ)

Δ = −uΔ
uy ̂

=mrs(Δ, ŷ)

CHECKPOINT 13.12 The “leaky bucket” problem The cost of administer-
ing the tax and transfer policy represented by ϕ is sometimes referred to
as the fraction of tax revenues that “leaks away” before making it back to
citizens as transfers. Redraw the figure of the tax and transfer lines with a
value of ϕ that is:

a. Higher than that shown; and

b. lower than that shown.
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13.13 POLITICAL RENTS: CONFLICTS OF
INTEREST OVER TAXES AND TRANSFERS

✓ FACT CHECK Political
scientists Torben Iversen and
David Soskice explored the
relationship between support
for taxation and redistribution
policies on the one hand and
the degree of risk exposure
associated with a person’s
skills on the other. For
example, a skilled operator of
a specific kind of machine
would be more risk exposed
than a person with coding
skills. They found that taking
account of other influences on
political preferences (income,
sex, employment status, party
affiliation, and age) the
degree of a person’s skill risk
exposure predicts support for
tax and transfer policies. In
their study of 11 high-income
democracies Iversen and
Soskice found that the risk
exposure effect was equal in
size to the effect of income on
their preferences about taxes
and redistribution.14

So far the tax and transfer policy resembled the insurance policy that
Juliana purchased. Helmut was willing to trade a reduction in expected
income (the taxes he paid minus the transfer he received) for a reduction
in risk exposure, just as Juliana paid an insurance premium so as to reduce
her risk exposure. Their risk mitigation opportunities were represented by
a tax and transfer line, and a similar insurance contract line.
But there is a big difference. Unlike Juliana who was free to choose any

point along the insurance contract line, citizens cannot choose individually
how much risk reduction they will “purchase”: the amount will be deter-
mined by a tax and transfer policy adopted by the government applied to all
citizens. And thismeans that citizenswill disagree about the policy to adopt,
due to their differing levels of expected market income and risk exposure.
Those with higher expected incomes will typically favor lower taxes than

! reminder Everyone pays
the same tax rate τ as a
percent of their income; the
total taxes paid differ because
people’s incomes differ.

those with lower expected incomes. There are two reasons for this:

• As Equation 13.21 makes clear, the opportunity cost of risk reduction by
means of taxes and transfers is greater for those with higher expected
incomes. They pay more of the taxes simply because averaging across
the good and bad outcomes, they have higher incomes.

• The risk reduction implemented by the tax and transfer policy is worth
less to those with higher expected incomes because of diminishing risk
aversion as Figure 13.7 shows.

To see why this leads to conflicts about the level of taxation think about a
person with the same level of risk exposure as Helmut, shown by point e in
Figure 13.22. Taking account of the fact that not all of the taxes collected
will be distributed (the “leaky bucket problem”) her expected income is
such that the expected amount she will pay in taxes is exactly offset by
the amount she will receive in transfers.
So for her there is no cost to risk reduction. This is why her tax and

transfer line is horizontal. Her utility will be maximized if τ = 100 per cent.
She and Helmut have a conflict of interest, as Helmut’s preferred level of
taxation is much less than 100 percent because his utility-maximizing point
is at f′.
Now consider another citizen much richer than Helmut and exposed to

the same level of risk, shown as point i in Figure 13.22. You can see that
all the points on the rich person’s tax and transfer line are on indifference
curves with a lower level than u4, which is what he will experience in the
absence of any tax and transfer policy. The tax that Helmut prefers (which
would bring Helmut to point f’) would inflict a substantial loss in utility on
this richer individual. So the political rent that Helmut would receive under
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his preferred tax (the quantity ŷj − ŷf in Figure 13.21) has a counterpart in
the higher-income individual’s loss if Helmut’s plan were adopted.
These differences in expected income and risk exposure levels are the

M-CHECK The slope of the
tax and transfer line is the
opportunity cost of risk
reduction in terms of reduced
expected income. For the low
income person at point e, this
is zero (the line is flat)
because the transfer they
receive exactly offsets the
modest tax that they pay,
while for the person at point i
the opportunity cost is high
(the line is steep) because the
tax paid greatly exceeds the
transfer that they will receive.

basis of conflicts of interest, in which the stakes for some of the citizens are
substantial. You can think of the political rent that Helmut would receive
were his preferred tax implemented as the maximum amount he would
be willing to pay in order to ensure the election of a party that would
implement that plan, if the alternative were no tax and transfer policy at all.
In Figure 13.22 (b) we can see that even citizens with the same level of

expected income will differ in their preferred level of taxation if they have
differing levels of risk exposure. To see this think about the preferred tax
level for Citizen M and Citizen K whose expected income and levels of risk
exposure are shown by points m and k in the figure. Citizen K prefers a
substantial reduction in risk (shown by point k′) even thought it would cost
her a major loss in expected income. By contrast, from his status quo point,
the tax and transfer line provides CitizenMwith no opportunities for a gain
in utility (if he moved down and the left along his tax and transfer line he
would be crossing ever lower indifference curves).
The differences between what citizens would choose show the conflicts

at the heart ofmany policy debates in contemporary societies, with citizens’

Figure 13.22 Conflicts of interest over the level of taxation. In panel (a), citizens
with pretax and transfer expected incomes and risk exposure given by points f, e,
and i differ in the level of taxes they would prefer because they differ in their level
of expected income. The person with the bundle i prefers no tax, e prefers a 100
percent tax, and f prefers a substantial (but not 100 percent) tax that would result
in the bundle f′ . In panel (b), citizens with risk exposure and expected incomes
indicated by points m and k differ in their preferred level of taxation because
they differ in the extent of their risk exposure. The person with the bundle m
prefers no tax, while the person at k is more risk exposed and prefers a
substantial tax that would move them to point k′ .
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preferences mirroring their choices of the political outcomes they would
prefer. Themodel we have presented can help us understand these debates
and conflicts over the extent of tax-based redistribution from the lucky to
the unlucky and from the well-off to the less well-off.

13.14 APPLICATION: CHOOSING JUSTICE,
A QUESTION OF ETHICS
So far we have asked questions about the level of taxes and redistribution
that people would prefer if they cared only about themselves—their own
expected income and risk exposure, not that of their fellow citizens. But
we know from Chapter 2 that people do care about others and sometimes
dislike inequality, even if their own income is higher as a result.
The samemodel about risky decisions thatwe have been using, with some

important additions, can clarify how people might think, not about their
own self-interest, but about an ethical question: How much inequality is
just and how much redistribution a government should do?
The common element in questions about risk on the one hand and

economic injustice on the other is that both concern differences in income.
Risky decisions are about actions that result in differences in one’s own
realized income in good and bad states. Judgment about the justice or
injustice of income inequality is also about differences, but in this case it is
differences between particular people in their income (averaged over good
and bad states if they are risk exposed).
Just as people have preferences about risk—ranging from strong risk

aversion to risk neutrality—people have preferences about inequality: in
behavioral experiments, for example, many subjects are inequality averse.
People can be both risk averse and inequality averse. Or risk neutral and
inequality averse.

! reminder Inequality
aversion is a preference for
more equal outcomes and a
dislike for either
disadvantageous inequality
that occurs when others have
more than the actor and (to a
lesser extent typically) also
advantageous inequality that
occurs when the actor has
more than others, or both.

Feasible choices of the extent of inequality and the level
of average income
We now ask you to imagine that you are Adam Smith’s “Impartial Spectator”
and you are asked to design your ideal society. In the society you’re
considering, it has already been determined that there will be two groups
of equal size: the first called “richer” and the second called “poorer.” Your
job is to answer the following question: How much richer than the poorer
people should the richer people be?

! reminder Adam Smith in
his Theory of Moral
Sentiments wrote “We
endeavour to examine our
own conduct as we imagine
any other fair and impartial
spectator would examine it.”15

Maybe you would question why there should be any rich and poor at all.
But you are also told that perfect equality in the society would mean that
there were insufficient incentives for people to work hard, take risks, and
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study. As a result some inequality would be better for everyone, even for the
poor, because the poor would have more in a world in which most people
work hard, study and are willing to take some risks than in a world of no
inequality.
But too much inequality can also be a problem, lowering average income.

For example where high-income people are much richer than low-income
people, social conflicts—ranging from labor strikes to property theft may be
more common. In all countries a substantial fraction of the labor force work
as police, private security workers, and others whose job it is to maintain
order and protect property. But the ranks of what is called “guard labor”
are substantially larger in highly unequal countries. People guarding things
are not producing things, so inequality may reduce average incomes by
diverting a nation’s productive potential from producing to guarding.
The comparison of the Netherlands and the US in Figure 13.19 provides

an illustration. Disposable income is much more equally distributed in the
Netherlands than in the US. And the fraction of the Dutch labor engaged in
what are termed “protective services” (literally guards) is less than a third of
the fraction of the US labor force engaged as guards. Countries even more
equal than the Netherlands—Denmark and Sweden–employ even fewer
guards.16

✓ FACT CHECK We provide
more evidence about
inequality and guard labor
and illustrate how policies
that reduce inequality could
increase average incomes in
Chapter 16. There is some
evidence that the most
unequal of the high-income
economies (the UK and the
US) are to the right of point m
in the figure, meaning that
there exist policies that could
both reduce inequality and
raise average incomes.

Figure 13.23 illustrates an economy in which average income first rises,
reaches a maximum, and then falls as inequality increases, as depicted by
y(Δ). The y(Δ) function is similar to the risk–return schedule. It gives the
feasible combinations of average income and inequality. The negative of
the slope of y(Δ) is the marginal rate of transformation of inequality into
average income, or the opportunity cost of greater average income in terms
of greater inequality. For low levels of inequality the opportunity cost of
greater inequality is negative because greater inequality results in higher
average income.
Because the classes are of equal size, average income is the midpoint

between the income of the rich and the income of the poor. So the rich get
average income plus one-half of Δ and the poor get average income minus
one half of Δ. Recall that the average income, y, is determined by the level
of inequality using the function y(Δ). Therefore:

GUARD LABOR Those employed as police, private security personnel, the armed
forces, and others whose job is enforcing and perpetuating the rules of the game.
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Figure 13.23 Average income and income inequality. How much equality is too
much, too little, just right? Point m indicates the level of inequality at which
average income is the greatest. P and R respectively are the inequality levels that
maximize the income of the poor and the rich.
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Income of the poor yP = y(Δ) − 1
2
Δ (13.29)

Income of the rich yR = y(Δ) + 1
2
Δ (13.30)

Between 0 inequality and point P in the Figure 13.23, not only the rich but
even the poor would benefit from greater inequality. (We show in M-Note
13.8 that P is the point on the average income function where the slope
is equal to 1

2
.) So increased inequality would result in Pareto improvements

over an economy in which average income and inequality are both very low.
Inequality beyond Pwould benefit the rich and hurt the poor, but average

incomeswould still rise: the richwould be receiving a larger piece of a larger
pie. Beyond point m, however, with greater inequality, average income
would fall, and the rich would be getting a larger slice of a smaller pie. There
would eventually be some level of inequality so extreme that for inequality
greater than this, even the income of the rich would suffer. This is indicated
by point R.

M-NOTE 13.8 How much inequality would maximize the income of the
poor?

To answer the question we have to vary Δ to maximize Equation 13.29.

yP = y(Δ) − 1
2
Δ

continued



OUP CORRECTED PROOF – FINAL, 11/9/2021, SPi

Application: Choosing Justice, a Question of Ethics 789

So we differentiate Equation 13.29 with respect to the single variable Δ and
set the result equal to zero:

dyP

dΔ
= y

Δ
(Δ) − 1

2
= 0

y
Δ
= 1

2

So, the income of the poor is maximized when level of inequality is such that
the slope of the average income function equals one-half, shown by ΔP in
Figure 13.23.

An Impartial Spectator’s preferences about inequality
What level of inequality would an Impartial Spectator choose?
We assume that the Impartial Spectator is not so inequality averse that

they would choose a level of inequality less than ΔP, because point P would
be a Pareto improvement over any outcome for which Δ < ΔP. Both the rich
and the poor would benefit if the economywere organized at point P rather
any less unequal outcome. Similarly, the Spectator would be unlikely to
select a level of inequality greater than ΔR because such extreme levels of
inequality would be Pareto inefficient: both the rich and the poor would be
better off by a reduction in equality to ΔR.
To consider the possible levels of inequality between points P and R we

need to knowmore about the Impartial Spectator’s preferences. Remember
indifference maps and the utility functions on which they are based do not
give us information about “how happy” each bundle of outcomes would
make the decision maker, or what they “get.” The indifference curves
tell us what the decision maker will choose (selecting points on higher
indifference curves over points on lower indifference curves). In the case of
the Impartial Spectator the decision will be made on the basis of how just
she judges each outcome to be.
Figure 13.24 shows average income as a function of the degree of inequal-

ity as in the previous figure, along with two sets of indifference curves
that the Impartial Spectator might have, an inequality-averse Spectator on
the right and a inequality-neutral Spectator on the left. The slope of these
indifference curves is a measure of inequality aversion.

Slope of an indifference curve = A measure of inequality aversion
−uΔ
uy

= Marginal disutility of inequality
Marginal utility of average income

With preferences indicated by these indifference curves, the Spectator
will seek a point on the highest possible indifference curve that is also
feasible, which is where the feasible frontier is tangent to an indifference
curve.
Figure 13.23 shows that an inequality-averse Spectator would choose a

lower level of inequality.
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Figure 13.24 The degree of income inequality chosen by an inequality-neutral
and an inequality-averse Spectator. The curved green line y(Δ) is the set of
feasible average incomes the Impartial Spectator faces when choosing a just level
of inequality. The inequality-averse Spectator chooses (Δa,ya). An
inequality-neutral Spectator would choose point m with a combination of average
income and inequality of (Δm,ym) (as shown in panel (a)).
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CHECKPOINT 13.13 The trade-off between average income and inequal-
ity. Using Figure 13.24 consider the following:

a. Explain why average income falls as inequality increases after Δm.

b. Can you think of any reason why the Impartial Spectator might choose
a point to the left of ΔP?

13.15 RISK, UNCERTAINTY, AND LOSS
AVERSION: EVALUATION OF THE MODEL
In evaluating the model of doing the best you can in risky situations
remember two things:

• The map is not the territory: We have deliberately left out aspects of the
problem that are not essential to answering the question at hand.

• This is not a model of how people think: The model is intended to under-
stand and predict what people do, not to describe the literal thought
processes in which they engage in choosing an action.

The model has expanded your analytical took kit, clarifying important
aspects of economic behavior: investment in risky assets, what methods
of production to use, the value of continuing one’s education, how much
insurance to purchase, citizens’ evaluations of alternative tax and transfer
policies. You have also seen that with some amendments, the same model
can be used to consider an important ethical question: injustice. A feature of
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the model is that it bases the study of risky decisions on familiar analytical
tools: indifference curves and feasible sets.
But the model is limited in a number of ways.

Uncertainty: Not knowing the probabilities of the relevant
contingencies
Wehave assumed that our decisionmakers—the student considering higher
education, the citizens, the Indian farmers—knew the probability that the
good and bad state would occur (we assumed that the two states are
equally probable). But in many situations the probabilities of the various
contingencies affecting the outcomes of people’s actions are not known. So
people face not the problem of risk, but the much more difficult problem
of uncertainty. People typically have a pretty good idea about the risk of
rain (you can get an estimate of that online, so this is a risky situation), not
an uncertain one but no clue about the likelihood of an earthquake or the
outbreak of a new pandemic (so this is a case of uncertainty).
In our utility function we have let Δ, the difference between the equally

probable good and bad outcomes, represent what the risk-averse person
considers to be the “bad”—namely risk. But not knowing the probabilities of
the relevant contingencies there is no way to assign a particular level of risk
to a choice, even if we know the difference in expected incomes between
the good and bad state. To see this suppose that in the good state you gain
10,000 euros and in the bad state you lose 10,000 euros. How risky is your
decision?
It is obviously a lot more risky if the probability of the bad outcome is

one-half than if it is, say one-in-a hundred. The same would be true if
the probability of the bad outcome were 99 in 100: the expected income
associated with this choice would be very low and most decision makers
whether risk averse or not would want to avoid it. But the reason would not
be its riskiness: the choicewould not be as risky as the fifty-fifty probability.
So not knowing the probabilities we cannot say how risky a choice is,

making it impossible to use our risk-averse utility function. The same
problem arises using another way that economists treat risk: by assuming
that decisionmakersmake choices tomaximize their expected utility. If the
probabilities of the contingencies are not known, expected utility cannot be
computed.
Often the best we can do is to identify the consequences of the one or

more “bad states” and adopt policies to reduce the likelihood of their occur-
ring. The term used to describe these policies is commonly “prudence”
(meaning, roughly “caution” in the face of uncertainty). But prudence does
not deliver the prescriptions for action such as those that are possible when
the probabilities of contingent events are known.
The limits of the model are especially clear when applied to the problem

of climate change. The reason is that while many of the relevant facts
are reasonably well established—that human activity contributes to climate
change, for example—we really are not able to assign well-informed prob-
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abilities or even guesses to some critical contingencies. For example we
cannot know or even intelligently guess how probable human extinction is
over the range of relevant earth surface temperatures.

Loss aversion as an alternative reason for avoiding risks
or uncertainty
Loss aversion is a well-documented aspect of human behavior according
to which the loss of some given amount—say, a euro or a favorite coffee
cup—reduces our utility by more than a gain of the same amount or object
would have raised our utility. A loss-averse person would refuse a coin flip
in which they stood to gain 1 euro if the coin came up heads, and lose 1 euro
if it came up tails.
Loss aversion differs from risk aversion because it captures the fact that

we treat losses and gains differently, even if they are very small. This differs
from risk aversion in that a person who was highly risk averse in a situation
involving a substantial risk (a large difference between the payoff at the
good and bad state) would be approximately risk neutral for very small risks.
Suppose you have an income of $1,000 permonth. At the beginning of one

month, you receive the news that you will receive a positive income shock,
but you don’t know exactly the amount. It could be either $100 or $300,
each with a probability of 0.5. Now, suppose that you have an income of
$1,200 per month, but you know that you will face either a positive income
shock of $100 or a negative shock of $100, each equally likely. The two
situations are analogous. The expected income is $1,200, the good and bad
states exactly the same. However, a loss-averse person treats gains and
losses differently: preferring the first scenario to the second because in the
second there are losses despite the expected income being the same. We
prefer a gain of $100 to achieve an income of $1,100 than a loss of $100 that
results in the same income.
No single model is entirely adequate to cover all of the relevant cases,

ranging from problems in finance, to loss-averse behaviors, to the absence
of information about the probabilities of the relevant contingencies con-
cerning climate change. A combination of models chosen on a case-by-
case basis, with contributions from psychology, biology and other sciences
seems the best way of understanding how we behave in situations in which
we lack information on the outcomes of our actions.

CHECKPOINT 13.14 Limitations of the model Explain why the model of
decision making with risky situations that you have learned may be more
useful to study the risks arising from unexpected changes in the value
of your home (and the demand for insurance) than the uncertainties of
climate change or risky behaviors such as driving a car too fast.

LOSS AVERSION Loss aversion is present when the loss of some given amount
reduces a person’s utility by more than a gain of the same amount would have
raised their utility.
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13.16 CONCLUSION
When it comes to how we live our ordinary lives and the decisions we
have to take, risk and uncertainty are the rule, not the exception. Richard
Feynman, Nobel Laureate in physics—a field widely known as an ‘exact
science’—had this to say: “I have approximate answers and possible beliefs
and different degrees of uncertainty about different things, but I am not
absolutely sure of anything.”17

In this chapter we have adapted and extended the model of constrained
optimization to analyze risky decisions. The main new element is risk
aversion, which builds on the idea that just as wemay have likes and dislikes
when it comes to different foods, or engaging in prolonged hard work, we
also have preferences about the degree of risk to which we are exposed.
Indifference curves based on risk preferences allow us to study the trade-
offs that we face when the opportunities we have to increase our expected
income also expose us to more risk.
We will see in Chapter 15 that the model of decision-making in the

presence of risk will provide important insights into why capitalism is such
a dynamic economic system. And we will continue a theme introduced in
this chapter: how risk aversion may also contribute to a second attribute of
capitalism, namely elevated levels of economic inequality.

MAKING CONNECTIONS
Constrained optimization: Treating expected income as a “good” and risk as
a “bad” allows us to extend the familiar analytical tools—indifference curves
and feasible sets—for use in understanding decision-making over risky
options.

Mutual gains and conflicts over their distribution: Insurance allows a
valuable risk reduction to the insured and profits to insurance providers, thus
implementing a Pareto improvement over the ’no insurance’ default option.
How the mutual benefits made possible by insurance are divided between the
insurance provider and the insured is a matter of conflict.

Heterogeneity: Wealth differences. Differences in risk aversion reflect not
only personality differences among people but also differing situations in
which people find themselves. Having substantial wealth and (as a result)
having access to credit reduces risk exposure and hence risk aversion. Lesser
income and wealth limits a person’s ability to borrow and increases people’s
risk exposure and risk aversion.

Inequality and poverty traps: The risk aversion of people without access to
credit will motivate them to avoid making high-risk choices with high expected
returns (such as changing one’s occupation, starting a business, or relocating),
thereby perpetuating their limited income.
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Policies: Tax and transfer policies by governments are a kind of insurance
that distributes income not simply from higher-income to lower-income
citizens, but also from the lucky to the unlucky; this can reduce the extent
of risks to which a person is exposed and thereby allow people with limited
wealth to make less risk-averse choices with higher expected incomes.

IMPORTANT IDEAS
contingency progressive/regressive taxation risk
expected utility uncertainty risk aversion
risk neutrality certainty equivalent insurance
insurance premium loss aversion risk-loving
risk–return schedule investment degree of risk
inequality aversion market (pretax) income tax and transfer line
disposable income specific/general asset “leaky bucket”
lump sum transfer linear tax guard labor
lottery expected value/payoff

MATHEMATICAL NOTATION
Notation Interpretation

u(Δ, ŷ) a utility function (for the study of risk as a “bad”)

Δ risk, the difference between the good and (equally probable) bad outcome

p probability of an event

y realized income

ŷ expected income

y average income

ŷ(Δ) risk–return schedule

y(Δ) inequality and average income schedule

s insurance (amount of risk reduction)

ps price of insurance

τ tax rate

ϕ cost of taxes (“leaky bucket”)

T̂ expected taxes paid

Note: We use the superscripts G and B to indicate realized values in the good and bad states
respectively. The subscript T refers to an after-tax and transfer value. A variable with a “hat”
(such as ŷ) means “expected” and an underlined variable (such as y) means average.



CHAPTER

14PERFECT COMPETITION
AND THE INVISIBLE HAND

[The investor] intends only his own gain, and he is in this, as in many other cases, led by
an invisible hand to promote an end which was no part of his intention. Nor is it always
worse for the society that it was not part of it. By pursuing his own interest he frequently
promotes that of the society more effectually than when he really intends to promote it.

Adam Smith
Wealth of Nations (1776)1

DOING ECONOMICS

This chapter will enable you to:

• Explain how markets are a means of processing information; that prices can provide
information about the relative scarcity of goods and their value to people.

• Show that if all aspects of exchanges are covered by complete contracts, then a perfectly
competitive equilibrium allocation will be Pareto efficient, and also give reasons why the
complete contracts assumption is unlikely to hold.

• Explain why, in this model, market exchanges at equilibrium prices do not affect the
distribution of wealth.

• Explain how an imaginary “auctioneer” with complete knowledge of all of the relevant
facts and the power to prohibit out-of-equilibrium trades could set prices under which
markets would clear.

• Describe a decentralized process in which buyers and sellers with limited information
could bargain their way to a Pareto-efficient allocation as long as there were no impedi-
ments to efficient bargaining.

• Explain why in this decentralized process, the resulting distribution of wealth will differ
from the distribution prior to market exchange.

• Understand the conditions under which bargaining among private economic actors can
implement Pareto improvements or even Pareto-efficient outcomes, providing an alter-
native to governmental remedies such as taxes, subsidies and regulation.
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14.1 INTRODUCTION: KITCHEN TALK IN
MOSCOW
At the height of the Cold War, in a model kitchen installed as an exhibit at
the US embassy in Moscow to impress Russians with the living standards of
the American people, two aggressive debaters faced off: Nikita Khrushchev
(KRUS-chef), Premier and First Secretary of the Communist Party of the
Soviet Union, and Richard Nixon, Vice President of the United States (and
later to be President). The date was July 24, 1959.

Figure 14.1 Nikita Kruschev
and Richard Nixon at the
so-called Kitchen debate, July
24, 1959.2

Photo by Howard Sochurek/The LIFE
Picture Collection via Getty Images.

Nixon: I want to show you this kitchen. It is like those of our houses
in California.

Khrushchev: We have such things.
Nixon: This is our newest model . . . Our steel workers as you know

are now on strike. But any steel worker could buy this house.
Khrushchev: In Russia, all you have to do to get a house is to be

born in the Soviet Union. You are entitled to housing . . . In America, if
you don’t have a dollar you have a right to choose . . . sleeping on the
pavement.

Nixon: We have 1,000 builders building 1,000 different houses. We
don’t have one decision made at the top by one government official.
This is the difference.

Khrushchev: . . . in another 7 years, we’ll be at the level of America,
and after that we’ll go farther. As we pass you by, we’ll wave “hi”
to you.

The “kitchen debate” was a surprisingly genial episode in the competition
between the Soviet Union and its allies on the one hand and the US and
other capitalist nations on the other. The conflict would bring humanity to
the brink of global nuclear war on more than one occasion. At issue was
the superiority, even survival, of two competing economic systems: central
economic planning and capitalism.
Four decades before Khrushchev and Nixon met in the model kitchen

in Moscow, economists had debated whether or not a government could
do a better job of allocating society’s resources than the market. At issue
was whether the economy should be guided by the “one decision . . . by
one government official” that Nixon mentioned (a centralized economy),
or instead by the countless decisions of the buyers and sellers, investors
and workers, and others whose actions are coordinated by markets in a
decentralized economy.
A centralized economy (also called a “centrally planned” economy) is

one in which the government (the central planner) decides what should

CENTRALIZED ECONOMY A centralized economy is one in which the
government decides what should be produced, where, by whom, and when, and
how the resulting goods should be distributed among the population.
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be produced, where, by whom, and when, and how the resulting goods
should be distributed among the population. In a decentralized or “market”
economy, on the other hand, individual firms, people, and other economic
actors make choices about production and consumption with only limited
coordination by a government. No economy is entirely centralized, as

! reminder In Chapter 1
what we called an Invisible
Hand Game was one in which
entirely self-regarding players
achieve a Pareto-efficient
outcome even though they
interact noncooperatively,
that is without coordinating
their actions in any way.

private decisions of people are never entirely controlled by a government.
Similarly no economy is entirely decentralized, as government policies limit
the feasible actions that people may take (policies to protect public health,
for example), and alter the benefits and costs of particular actions (through
taxes, for example).
The sometimes academic debate (which we return to at the end of

this chapter) took a decidedly practical turn when, in 1928, the Soviet
Union became the first-ever country to centralize economic decision-
making. With their first five-year plan the government of the Soviet Union
replaced markets as the main mechanism for determining the priorities
and functioning of the economy. They substituted instead the decisions of
government officials.
For the half century following the introduction of the five-year plans, the

Soviet economy did well compared to some capitalist countries—Brazil and
South Korea, for example—despite the devastation of the German invasion
and occupation during World War II.
Just a year after the Soviet Union’s first five-year plan was launched,

the capitalist world plunged into the Great Depression, a cataclysm of
economic insecurity and unemployment that barely affected the Soviet
Union. Shortly thereafter, Adolf Hitler’s rise to power in Germany—in part
a result of the high levels of unemployment—raised the stakes of the
ongoing debate. Germany’s economy under fascist rule for the most part
avoided the Great Depression. These events and the idea that the centrally
planned economy could avoid the boom-and-bust dynamic of the capitalist
economies buttressed the case against capitalism.
Opinions differ onwhowon the kitchen debate, but Figure 14.2—depicting

the GDP per capita over time of several countries, including the US and
USSR—shows that Khrushchev’s claim that the Soviet Union would overtake
the US simply did not happen. Notice from Figure 14.2, too, that at the
height of the debate on planning versus the market the Soviet economy
was growing rapidly, under the first and second five-year plans (1928–1938),
while the US economywas struggling to recover from the crash of 1929. But
in the long run, the centrally planned economy about which Khrushchev
had boasted was outstripped by the US especially in the three decades
following World War II, termed the “golden age of capitalism.”

DECENTRALIZED ECONOMY In a decentralized economy, who produces what,
when, how, and for whom is determined by the uncoordinated decisions of
owners of individual firms, employees, and other private economic actors.
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Figure 14.2 The natural logarithm of real per-capita GDP of the USA, the USSR,
Brazil, and South Korea over the twentieth century. When the natural logarithm is
plotted against time, the slope of the curve is the rate of growth, so aside from the
Great Depression and World War II, the rate of growth of per-capital GDP in the US
has been fairly constant over the period. The rate of growth in the USSR exceeded
that of the US during the 1920s and 1930s but then declined to less than the US in
the decade prior to the end of Communist Party rule there. South Korea’s growth
dramatically increased in the mid-1960s and has remained very high since.
Source: Inklaar et al.(2018).
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14.2 A GENERAL COMPETITIVE EQUILIBRIUM
Long before the 1930s debate on centralization vs decentralization,
economists have studied what we call a perfectly competitive general
equilibrium system. A key objective has been to determine the conditions
under which a set of interrelated markets (that is, a market system) that
allow unimpeded entry and exit to a large number of entirely self-regarding
buyers and producers could implement a Pareto-efficient allocation.

The invisible hand and general equilibrium analysis
The question dates back to Adam Smith and his, at the time, shocking idea
that the uncoordinated individual pursuit of self-interest in a competitive
economywould be guided by an “invisible hand” to serve the public interest.
To better understand how Smith’s invisible hand might work (and why

HISTORY In the century after
Adam Smith wrote, the idea of
the invisible hand made its
way into popular culture, as
this snip from Lewis Carroll’s
1865 Alice in Wonderland
shows: “The game seems to
be going on rather better
now,” Alice said. “’Tis so,” said
the Duchess: “and the moral
of it is—’Oh, ’tis love, ’tis love,
that makes the world go
round.’ ” “Somebody said,”
whispered Alice, “that it’s
done by everyone minding
their own business.”3 it might not) economists have modeled the economy as a whole (called
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general equilibrium), rather than focusing on a single market (partial equi-
librium).

Figure 14.3 Friedrich Hayek
(1899–1992). An Austrian-
born philosopher and
economist, Hayek was a critic
of the centrally planned
economy and an advocate of
limited government. But he
had little time for the
economic models often
deployed in opposition to
government interventions in
the economy. His
dissatisfaction with the model
of perfect competition is clear
in the head quote of Chapter
9. He won a Nobel Prize in
economics for his work
demonstrating (in the words
of the prize committee) “how
prices as such are the carriers
of essential information on
cost and demand conditions,
how the price system is a
mechanism for communication
of . . . information.”4 Hayek’s
own words on this topic are
the head quote for this final
part of our book.
Photo from From LSE Library,
IMAGELIBRARY/1025.

• General equilibrium:When we analyze the equilibria of all markets simul-
taneously, thenwe engage in general equilibrium analysis, to understand
the ways in which markets affect each other.

! reminder Remember the
classical institutional
challenge from Chapter 1?
Consider how remarkable it is
if a set of institutions as
simple as those regulating a
competitive market can
address the challenge, even if
only in special circumstances.

• Partial equilibrium:When we analyze the equilibrium of a single market,
say the market for fish populated by fish buyers and fish sellers, then we
are engaged in partial equilibrium analysis.

Our analysis of themarket for Benetton’s clothing items in Chapter 10 and
credit in Chapter 12 and buying and selling risk in Chapter 13 are examples
of partial equilibrium economics. Our “whole economy” model in Chapter
11 is an example of general equilibrium analysis because it brings together
the equilibrium number of firms and prices in the goods market with the
equilibrium wages and employment levels in the labor market. Our models
using the Edgeworth box—buying and selling coffee and data for example
in Chapter 4—are also simple examples of general equilibrium analysis (and
we will use that method here). Attempts to clarify the conditions under
which Adam Smith’s surprising claims for the invisible hand might be true
have occupied some of the best minds in economics since the origin of our
discipline.
What they found out is of some interest for that reason alone. Kenneth

Arrow and Frank Hahn put it this way:

There is by now a long and . . . imposing line of economists from
Adam Smith to the present who have sought to show that a
decentralized economy motivated by self-interest and guided
by price signals would be compatible with a coherent disposi-
tion of economic resources that could be regarded in a well-
defined sense as superior to a large class of possible alternative
dispositions.5

They were not doing this as advocates of the invisible hand but more out
of scientific curiosity, they explained:

That [this claim] has permeated the economic thinking of a large
number of people who are in no way economists is itself sufficient
grounds for investigating it seriously . . . it is important to know

GENERAL EQUILIBRIUM General equilibrium analysis is a study of two or more
markets and their interactions.

PARTIAL EQUILIBRIUM Partial equilibrium analysis is the study of a single
market.
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not only whether it is true but whether it could be true. (original
emphasis)

Figure 14.4 Léon Walras
(1834–1910). The idea of a
perfectly competitive general
equilibrium was developed by
Walras, a French economist
with a passion for social
justice and for mathematics.
His father had been a
schoolmate of Augustin
Cournot, whose model of
competition among firms you
studied in Chapter 9. Along
with Alfred Marshal, Walras
(pronounced val-RA) is
considered the founder of the
“neoclassical school” of
economics that in most
countries was the
predominant approach in
economics during the
twentieth century,
substantially extended by the
introduction of Keynesian
macroeconomics following
the Great Depression.6

Photo by Album/Alamy Stock Photo.

Almost two and a half centuries after Smith, we now know that there
are indeed conditions under which Adam Smith’s remarkable conjecture
could be true. But we will also see that, except in very special cases, market
competition even if “perfect” does not lead to a Pareto-efficient outcome.
We begin by presenting the model of the general equilibrium of a per-

fectly competitive economy. The model of the equilibrium is:

• general: because it concerns buying and selling of two goods rather than
a single good; and

• perfectly competitive: because at the equilibrium of this model players are
price-takers—they take prices as given—and markets clear.

CHECKPOINT 14.1 Allocations in the Edgeworth box Consider Figure 14.5
and do the following:

a. Reading from the figure say who gets what amount of the two goods at
points z and tB.

b. Find the points which are the opposite of Pareto improvements over
allocation z, namely allocations which are worse for one of the players
and not better for any.

c. How does the figure show that allocations tB and tA are Pareto improve-
ments over allocation z?

A model of perfectly competitive general equilibrium
Wereturn to themodel that you studied inChapter 4. Therewe showedhow
goods might be exchanged in an Edgeworth box under a variety of rules of
the game, including cases in which one of the two players has first-mover
(price-setting) advantage or “take-it-or-leave-it” (TIOLI) power (price and
quantity setting).
Here we study a symmetric interaction among players, neither of whom

has any special advantage in bargaining. They will exchange goods at prices
that they take as given and that clear the market. We will not ask yet what
determines the price, but will instead be interested in the properties of the
resulting equilibrium, and particularly in the conditions under which it will
be Pareto efficient.
The model is illustrated by the Edgeworth boxes shown in Figure 14.5

for two traders, Adamo and Beatriz, who are allocating some fixed total
number of goods, similar to our illustrationwith Ayanda and Biko in Chapter
4 but under different rules of the game. The total amount of the two goods
available (x and y) determine the dimensions of the box: x× y (in this case,
10× 15). The initial allocation of the two goods is indicated by point z: Adamo
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has a lot of coffee and Beatriz has a lot of data. These two bundles of coffee
and data are referred to as Adamo’s and Beatriz’s endowments.
We term the endowment the fallback option for two traders because, as

in our previous use of the Edgeworth box, it is the outcome that they will
experience if they do not trade. The participation constraints of the two are
the indifference curves uAz and uBz which show all the allocations resulting
from a trade that each values as highly as not trading at all.

! reminder Perfectly
competitive means that the
Nash equilibrium of a market
is a situation in which supply
equals demand and neither
buyers nor sellers can benefit
by altering either of the two
strategies available to them,
namely, the prices at which
they offer to transact or the
amounts they seek to
transact.

They both can be better off if Adamo exchanges some of his coffee for
some of Beatriz’s data. This is shown by the Pareto-improving lens bounded
by their participation constraints. The lens is the set of all allocations that
are Pareto superior to their endowments at z.

! reminder An A is Pareto
superior to allocation B if at
allocation A at least one
person is better off than at
allocation B and no person is
worse off than at A. The terms
“Pareto improvement over” or
“Pareto dominates” are
equivalent to “Pareto superior
to.”

The Pareto-improving lens narrows down the set of possible trades that
A and B might make. Remembering that because their exchange must be
voluntary, points not in the Pareto-improving lens cannot occur. The reason
is that at least one of the two would be worse off as a result, and so would
refuse to trade.

HISTORY The perfectly
competitive general
equilibrium model is
sometimes termed the
Walrasian (val-RAY-sian)
model (after one of its
originators), or in its more
mathematical variants, the
Arrow—Debreu model (after
two economists who
contributed to its
twentieth-century
development).

Every point in the Pareto-improving lens is an allocation that both A and
B could agree to if the only alternative was no trade at all. The reason is that
moving from point z to that point would make both better off (or at least
one of them better off and the other not worse off).
To understand the trades that each might actually make, we need to

consider the prices at which the two exchange their goods. To do this we
adopt an indirect strategy. We do not ask where the prices come from, as
we did in Chapter 4.

❯ EXAMPLE In this video
(tinyurl.com/y6eaqpgn)
Kathryn Graddy explains how
real markets work, illustrated
by a fish market (from the
CORE project.
www.core-econ.org).

Instead we work backward from what is required for an outcome of the
traders’ interactions to be a Nash equilibrium, specifically, the properties
that a price must have if it is to be an equilibrium consistent with the rules
of the game of a perfectly competitive market. So we:

• consider all possible hypothetical prices, with the same prices determin-
ing the rate at which the two will exchange goods;

• suppose that the traders take each price as given (we don’t ask why they
would do this);

• analyze the trades that they would like to make at each of these prices
using the price-offer curve that you studied in Chapter 3;

• find one of these hypothetical prices for which the pair of price-offer
curves is mutually consistent (so that, for example, the amount of coffee
that A wishes to sell at that price is the same amount as B wishes
to buy).

• this is a general equilibrium because the trades indicated by the price–
offer curves are the best that each can do at any given price, so neither
trader could benefit by offering to change the quantity of goods that they
are transacting.

https://tinyurl.com/y6eaqpgn
https://www.core-econ.org
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Because price-offer curves play a central role in this line of reasoning
Figure 14.6 shows A’s price-offer curve. The difference between Adamo’s
endowment z and any point on his price-offer curve represents a rear-
rangement of his ownership of goods (giving up some coffee, getting more
data) that he would be willing to implement through voluntary exchange.
For example point j indicates that in order to get 4 gb of data (so he would
then have 5 gb rather than just one in his endowment), he would at most be
willing to give up 4 kilograms of coffee (hewould as a result have 5 kilograms
of coffee rather than the 9 kilos at his endowment). This information tells

! reminder A trader’s
price-offer curve shows the
greatest amount of one good
that a person will give up in
return for each amount of
another good (or money). In
the Edgeworth box, the price
means the price of the x good
in terms of how many y goods
are required to purchase one
unit of the x good. This means
that a “price” is the price of
coffee. So a price like pj = 1 in
Figure 14.6 means that 1
kilogram of coffee costs 1 gb
of data. A higher relative price
of coffee would be 2 gb of
data for 1 kg of coffee (a
steeper line), a lower price
would be 0.5 gb of data for 1
kg of coffee (a flatter line).
Points on the price–offer
curve are thus the maximal
willingness to pay (in gb of
data) for 1 kg of coffee.

us how much Adamo will offer to sell (and be willing to buy) for each of the
hypothetical prices. There is no money in this model so a price is a ratio
of one good to the other, such as how many gb of data Adamo will receive
in return for 1 kg of coffee is given by the (negative of the) slope of a line
passing through point z. One of these possible prices for the two goods is
indicated by the price line pj in Figure 14.6 at which Adamo gets 1 gb of data
in exchange for 1 kg of coffee, so the “price of coffee” is 1 (gb of data) and
the price line pj has a slope of −1.

!reminder If you would like
to review the derivation of a
price-offer curve for a
price-taking actor return to
Chapter 3 (section 3.9).

Figure 14.5 The Edgeworth box, participation constraints, and the
Pareto-improving lens. Remember, the dimensions of the box are given by the
total amounts of the two goods to be divided among the two players, that is 10 kg
of coffee and 15 gb of data. Each trader—Adamo and Beatriz—has an endowment
shown by point z with corresponding participation constraints uAz and uBz . The
yellow-shaded area between these two curves is made up of all of the allocations
that are better for both than the endowment allocation, z.
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Figure 14.6 A’s price-offer curve with three different prices. The price of coffee
(gb of data required to purchase one kg of coffee) is the (negative of) the slope of
each of the three price lines pk,pj , and pn. Given some low price of coffee such as
pk = 0.58, A will sell less coffee (meaning that he will buy fewer gb of data
indicated by point k) than at a higher price pj = 1 (point j).

A's coffee (kilograms), xA

A'
s 

da
ta

 (g
ig

ab
yt

es
), 

yA

0 1 2 3 4 5 6 7 8 9 10
0
1
2
3
4
5
6
7
8
9

10
11
12
13
14
15

u1
A u2

A u3
A

pk

pj

pn

A's price–offer
curve

A

B10 9 8 7 6 5 4 3 2 1 0

15
14
13
12
11
10
9
8
7
6
5
4
3
2
1
0

B's coffee (kilograms), xB

B's data (gigabytes), y B

z

n

j

k

Recall from Chapter 4 a price-offer curve is constructed by treating

! reminder The orange
price lines are a kind of
budget constraint for Adamo.
The negative of its slope is the
marginal rate of
transformation of kilograms of
coffee into gigabytes of data.
So at points k, j, and n where
the price line is tangent to the
indifference curves Adamo
has implemented the
individual utility-maximizing
rule, equating mrs =mrt.

the price line as a constraint on the trader’s utility-maximizing process.
So in Figure 14.6 think of each of the three price lines pk,pj, and pn as
alternative budget constraints corresponding to the three prices. We then
find a point of tangency between each of the given price lines and one of
Adamo’s indifference curves. This means that each point on his price-offer
curve—such as n, j, and k—is a tangency between the price line through that
point and an indifference curve.

14.3 MARKET CLEARING AND PARETO
EFFICIENCY
How will the two traders respond to some hypothetical price?

A non-clearing market
To answer the question we need to refer to Beatriz’s price–offer curve. In
Figure 14.7 we show the desired trades of the two when the price is pj. Here
is what we find out:
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Figure 14.7 A non-clearing market in an Edgeworth box. The blue and green
price-offer curves show that at the relative prices of the two goods given by the
slope of the orange price line each trader will choose a corresponding allocation
given by the intersection of the price line and their price–offer curve. The price
line (pj) results in excess demand for coffee and excess supply of data. So if the
price, for some reason, were pj , the transaction indicated by allocation j (and not
h) would be implemented because the amount transacted is determined by the
short side of the market, that is, the person whose desired level of transactions is
least, in this case Adamo. There would remain unrealized mutual gains shown by
the small yellow-shaded Pareto-improving lens.
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• Adamo would not want to sell much coffee (indicated by point j, the
intersection of the price line and his price–offer curve); while

• Beatriz would want to purchase more coffee (indicated by point h, the
intersection of the same price line and her utility-maximizing choice).

This means that at price pj the markets do not clear:

• At the price pj, the demand for coffee (by Beatriz) exceeds the supply
(Adamo’s offer); or, what is the same thing,

• Beatriz’s supply of data exceeds Adamo’s demand for data.

At the price pj, Adamo is on the short side of a non-clearing market, the
side for which the number of desired transactions is least. Beatriz, who
wants to exchange more goods than Adamo, is on the long side. As you
saw in Chapter 9 and as you know from the way the labor market works,
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the transaction that will occur is determined by the amount of trade the
short-sider desires.
This is because the exchange is voluntary. The long-sider, Beatriz, who

would like to trade more at the Beatriz-favorable price pj, cannot require
Adamo to trade more than he would like. In this case Adamo is like the
employer, the short side in the labor market: the number of people hired
is determined by the employers not by those wishing to find a job. And the
amount of coffee and data that will be exchanged is determined by Adamo.
Could point j be a Nash equilibrium? To see that it cannot, imagine that

you are Beatriz. At the price pj you would like to buymore of Adamo’s coffee
but he is not willing to sell more. What would you do? You would offer him a
somewhat higher price of coffee and he would agree to sell (as you can see
from Adamo’s price–offer curve, raising the price, e.g. to pn will get Adamo
to sell more). Both would then be better off. Or Adamo, thinking along the
same lines, could have just offered to sell more coffee if Beatriz would pay
a bit more of her data per kg that she gives up.
So allocation j resulting from the price pj cannot be a Nash equilibrium.

Exchanging goods at that price cannot be an equilibrium. The fact that at
point j Beatriz could offer Adamo terms under which exchanging more of
the goods would be mutually beneficial means that the allocation at point j
could not be Pareto efficient. The following reasoning confirms this:

• At point j, Adamo’s indifference curve uAj is tangent to the price line (that’s
why Adamo wanted to sell that amount).

• At point j, Beatriz’s indifference curve uBj is not tangent to the price line
(that’s why Beatriz wanted to buymore coffee than Adamowanted to sell).

• Therefore the two indifference curves have different slopes at point j,
which means that they intersect and so they cannot be tangent.

• But this means that the allocation at point j cannot be Pareto efficient:
Above and to the left of point j you can see a small Pareto-improving lens
representing allocations with more goods being exchanged.

We have already shown that the allocation j and the price pj cannot be
a Nash equilibrium; we can now also conclude that it is also not Pareto
efficient.

CHECKPOINT 14.2 Non-clearing markets Using Figure 14.7 explain what
exchange would occur if the price was pj: who trades how much of what to
whom? What trade would Beatriz have preferred to make at that price?

A Pareto-efficient Nash equilibrium
Is there a Nash equilibrium allocation that is also Pareto efficient? To find
the Nash equilibrium price, think about the definition: a Nash equilibrium
is a mutual best response. The Nash equilibriummust be a point on each of
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Figure 14.8 A general competitive equilibrium. The blue and green price-offer
curves show that at the relative prices of the two goods given by the slope of the
orange price line each trader will choose a corresponding allocation given by the
intersection of the price line and their price–offer curve. The price line, pN , shows
how Adamo’s desired sales of coffee to Beatriz are equal to Beatriz’s desired
purchases of coffee. At the same price Beatriz’s desired sales of data to Adamo
are equal to Adamo’s desired purchases of data. The market clears at pN and
there is neither excess demand nor excess supply of either good.
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their price–offer curves, in other words the intersection of their price-offer
curves.
To see this, turn to Figure 14.8, in which we show the two price-offer

curves. You can see that there is a price of the two goods—shown by the
price line pN—under which three conditions hold: market clearing, Pareto
efficiency, and Nash equilibrium.
First, markets clear: at point n Adamo’s supply of coffee is equal to

Beatriz’s demand for coffee and Beatriz’s supply of data is equal to Adamo’s
demand for data.

! reminder The
mrsA =mrsB rule. An
allocation among two or more
people is Pareto efficient if
their two indifference curves
are tangent at that allocation.
The mrs =mrt rule applies to
an individual requiring that
the slope of her indifference
curve be tangent to the
feasible frontier that is the
constraint on her individual
utility maximization process.

Second, the allocation is Pareto efficient. Here is why.

• At point n, Beatriz’s indifference curve is tangent to the price line; it is
on Beatriz’s price-offer curve which are all points of tangency between a
price line and the person’s indifference curve (mrsA = mrtA).

• By the same reasoning, at point n, Adamo’s indifference curve is tangent
to the same price line (mrsB =mrtB).
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• If both people’s indifference curves are tangent to the same price line at
point n (the law of one price), they must have the same slope.

• Therefore the two indifference curves must be tangent to each other,
meaning that the allocation at point n is Pareto efficient because their
marginal rates of substitution are equal (the mrsA =mrsB rule).

Third, the allocation is a Nash equilibrium: as a mutual best response,

! reminder The law of one
price states that in
equilibrium identical goods or
services will transact at the
same price.

Adamo is doing the best he can given the quantities of data and coffee
Beatriz is willing to transact, and Beatriz is doing the best she can given
the transactions that Adamo is willing to implement. Neither can benefit by
offering to trade at some price other than pN, so being a price-taker is also
the best they can do.

! reminder This is another
case of an allocation that
implements the mrsA =mrsB

rule as the unintended result
of the the two actors using
the mrs =mrt rule to
maximize their own utiltiy.

The model we have used is very simple, but extensions of the model to
cases with many buyers and sellers of many goods in which they are not
simply “endowed” an initial allocation but produce the goods they exchange
yields the same result.
Because the buyers and sellers are price-takers and we made use of the

law of one price, the resulting allocation is sometimes referred to as a
perfectly competitive general equilibrium. But the model does not address
the question: How did competition determine the price pN?
What was shown instead is that there exists a price like pN resulting in an

allocation with the three properties:market clearing, Pareto efficiency, and
Nash equilibrium. The gap in the model—the lack of an explanation of how
the equilibrium prices come about—has proven difficult to repair without
dropping the assumption that people act as price-takers. We will suggest a
way that this can be done in section 14.10 by adopting amore realisticmodel
of how competition works.

14.4 PRICES AS MESSAGES, MARKETS AS
INFORMATION PROCESSORS
Even keeping this caveat in mind, the general equilibriummodel supports a
surprising result: there exists a set of prices such that people independently
maximizing their own utility would implement a Pareto-efficient allocation
if these prices were somehow the ones at which they were constrained to
transact.
The italicized text is important, and we will later ask: Can we expect

markets (even if perfectly competitive) to produce prices like pN? But for
now we assume that set of relative prices like pN is (somehow) known and
are the prices at which goods transact.
To see the advantages of the decentralized coordination of the allocation

of goods to people bymeans of prices, imagine thatmarkets were outlawed,
and that you were tasked with allocating two goods, x and y, between
Adamo (A) and Beatriz (B) in a Pareto-efficient way. We will use this two-
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person case as a lens for studying the relevant case, in which there are
thousands of Adamos and Beatrizes.

HISTORY Looking ahead, the
main theme of Friedrich
Hayek’s 1945 critique of the
centralized economy was that
it would be impossible to
collect all of the information
necessary to plan a
centralized economy. People
buying and selling on
competitive markets
unknowingly produce the
information that they need
(prices) not intentionally, but
as an unintended by-product
of their privately motivated
actions.6

Consumption: Unintentionally equating marginal rates of
substitution
You know that Pareto efficiency requires allocations that satisfy themrsA =
mrsB rule. That is, Pareto efficiency requires that people’s indifference
curves are tangent or:

Slope of A’s indifference curve = Slope of B’s indifference curve

mrsA(xA,yA) = uAx
uAy

= uBx
uBy

=mrsB(xB,yB) (14.1)

To do this you would have to know the indifference curves of the two, a
challenging task in the case of just two people, and virtually impossible for
an entire economy. You would have to know (which means: devise ways of
finding out) the utility functions of each person.
But if the perfectly competitive general equilibrium prices were in force

the problem would be a lot simpler. Here is why.

• Each person maximizes utility constrained by a budget constraint.

• To do this they use the mrs =mrt rule, equating the slope of their
indifference curve to the slope of their budget constraint, which is given
by the (negative of) the price ratio px

py
.

• But that price ratio is the same for all buyers and sellers (the law of one
price, again).

• This means that they are equating their marginal rates of substitution.

Because all traders are doing the same thing—constrained by the same ratio
of prices—each unknowingly equates their own marginal rate of substitu-
tion to the marginal rates of substitution of all the other traders. In other
words:

mrsA(xA,yA) = uAx
uAy

=mrtA = px
py

=mrtB = uBx
uBy

=mrsB(xB,yB) (14.2)

Equation 14.2 says that even though they did not intend it, by pursuing

! reminder Remember that
a relative price can be thought
of as the ratio of prices of two
goods, e.g. px/py , which shows
the price of one good (x)
relative to the price of
another good (y). We have
also thought of relative prices
as the marginal rate of
transformation or the
opportunity cost of choosing
one good over another.

their own interest—maximizing their utility subject to a budget constraint
by implementing themrs =mrt rule—they implement an allocation in which
their marginal rates of substitution are equal, and which, therefore, is
Pareto efficient.
What information did Adamo and Beatriz need to have to unintention-

ally implement an efficient outcome? Not much. Each had to know their
own preferences (not the preferences of the other) and the prices of
the goods.
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Production: Unintentionally equating marginal rates of
transformation
We now extend the model to include production. To see what Pareto
efficiency requires return to Figure 6.7. There we showed that a person
optimizes her utility by producing and consuming such that:

marginal rate of substitution = marginal rate of transformation

which requires:

slope of indifference curve = slope of feasible frontier

Each actor—Adamo and Beatriz—not only consumes the goods x and y, they

!reminder In Chapter 3 you
saw how the person, doing
the best she can, equated the
slope of her indifference
curve (the marginal rate of
substitution) to the slope of
the feasible frontier (the
marginal rate of
transformation or opportunity
costs).

produce the goods x and y. To produce the goods, they make choices about
which technologies to use, the scale of output, the mix of inputs resulting
in the marginal costs of producing the goods cAx ,cAy ,cBx ,cBy .
Remember from Chapter 8 that in a perfectly competitive equilibrium

firms act as price-takers, and as a result theymaximize profits by producing
up to the point that marginal cost equals the given price of the good. So,
considering each Adamo and Beatriz as producers of the goods, the ratio of
prices will equal the ratio of marginal costs for both. That is:

A’s mrt = cAx
cAy

= px
py

= cBx
cBy

= B’s mrt (14.3)

Bringing together production and consumption
Having added production by using each trader’s costs of production, effi-
ciency now requires that the marginal rate of substitution in people’s
indifference curves be equal to the marginal rate of transformation in the
production of the two goods. We now have:

uAx
uAy

= cAx
cAy

= px
py

= cBx
cBy

= uBx
uBy

. (14.4)

All traders optimize with respect to the same relative prices. They there-
fore equate their own marginal rate of substitution in consumption as
well as their marginal rate of transformation in production (the ratio of
marginal costs) to the other trader’s marginal rates of substitution and
transformation. They thereby implement a Pareto-efficient allocation.

M-CHECK In Equation 14.3
the ratio of marginal costs is
equal to the price ratio and
the ratio of marginal costs is
the same for the two
producers, A and B. The
marginal cost ratio is the
opportunity cost of good x in
terms of good y—how much of
y each would have to give up
to get produce an additional
unit of good x—or, the
marginal rate of
transformation.

Equation 14.4 shows that prices convey two kinds of information about
goods:

• People’s subjective value: How valuable it is to people who consume or
use it (measured by their marginal rates of substitution, which is their
willingness to pay); and

• Cost: How costly it is to produce it (measured by the ratio of theirmarginal
costs, which is the same thing as the marginal rate of transformation).
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Equation 14.4 shows that the perfectly competitive equilibrium equates
these two aspects of scarcity: themarginal rate of transformation (the ratio
of marginal costs, the relative costliness of the goods) and themarginal rate
of substitution (the ratio of marginal utilities, the relative value of the goods
to users) are both equal to the ratio of prices and therefore are equal to each
other.
As a result, perfectly competitive equilibrium prices send messages to

people who buy and produce goods. If a drought in the American Midwest
has decimated the wheat crop, then the price of bread will rise, and the
message to the person is “maybe put potatoes on the table tonight instead
of bread.” If the price of tin has risen due to dwindling reserves of the
metal, the owner of the firm hears: “consider redesigning your product
using plastic.”
Prices do more than convey messages about scarcity: they also provide

the motivation to act on the information. If bread or tin is more expensive,
the personwho buys it or the producer using tin as an input will savemoney
by shifting to an alternative.

❯ EXAMPLE Example If
(contrary to Equation 14.4) the
opportunity cost of producing
x were greater for A than for
B, then this would mean that
B has a comparative
advantage in producing x, and
that they both could do better
if B would produce more of x
and A produced more of y.
This would be a case of
specialization according to
comparative advantage
studied in Chapter 6.

To summarize:

Price = Message about scarcity + Motivation to act on the message

But there is a hitch: the prices have to be right. Imagine that instead of
rising due to a drought, the price of bread had fallen because farmers are
now using a new fertilizer, which, when it runs off into nearby rivers and
streams, destroys the aquatic environment and the tourism or commercial
fisheries that depends on it. The message sent by the lower price of bread
would be “let’s have bread tonight rather than pasta.” But themessagewould
bemistaken: the lower price does notmeasure the full cost of putting bread
on the table.

CHECKPOINT 14.3 Law of one price Explain why the Law of one price is
essential to showing that individuals will consume bundles of goods such
that their marginal rates of substitution are equated (as in Equation 14.2).

14.5 PARETO EFFICIENCY AND THE INVISIBLE
HAND: THE FIRST WELFARE THEOREM
We can generalize from the bread example by returning to the distinction

! reminder The fishermen
in Chapter 5 incurred a private
cost of fishing, but they also
imposed costs on the other
fishermen due to depletion of
fish stocks. The reason for the
coordination failure in that
case—overfishing—was that
the fishermen took account of
only the private cost of their
own choice to fish more. This
did not accurately measure
the social cost of fishing
because it did not include the
external cost that one
fisherman fishing more
imposed on the other.

between private costs and benefits and social costs and benefits first
introduced in Chapter 5. The private cost (marginal or average) is the cost
that the decision maker bears as a result of some action that he or she

SCARCE A good is scarce if it is valued by people (they would prefer to have
more of it) and there is an opportunity cost of acquiring more of it.
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takes. The social cost is the private cost plus any costs imposed on others
as negative external effects. That is:

Marginal social cost = Marginal private cost+External cost (14.5)

For prices to send the right messages they must:

• measure howmuch goods contribute to people’s satisfaction (utility); and

• howmuch they cost society to produce (the marginal social costs includ-
ing the negative external effects).

We can use Equation 14.5 to understand whether an outcome is Pareto
efficient or not. For the perfectly competitive general equilibrium alloca-

! reminder A
Pareto-efficient outcome can
be implemented if policies are
adopted so that actors bear
the otherwise external costs
that their actions impose on
others. The fishermen in
Chapter 5 reduced their
fishing hours when they were
forced to pay (in taxes) for the
external costs of their actions
on others: they internalized
the external costs and
therefore reduced their hours
spent fishing. They therefore
achieved a Pareto-efficient
outcome.

tion to be Pareto efficient Equation 14.4 is not sufficient. The reason is that
what perfect competition (along with the law of one price) ensures is that
the ratio of prices is equal to the ratio of private marginal costs. This is what
Equation 14.4 says.
But what is required for Pareto efficiency is that the price ratio equals

the ratio of marginal social costs. That is, Pareto efficiency requires that
the price equals the entire costs the producer’s marginal private costs plus
the external costs the producer imposes on others.
In the example of bread prices and wheat farming above, this means

that the price of bread would have to include the costs that the new
fertilizer imposes on fishing and tourism. In the example of “conspicuous
consumption” in Chapter 7 building a luxury home in an otherwise modest
neighborhood imposes a disutility on the neighbors. This disutility is an
uncompensated negative external effect, so it would have to be included
in the price of the new home for home sales to result in Pareto–efficient
outcomes.
In this model (that is, assuming perfect competition) for marginal private

costs to equal marginal social costs it must be the case that:

! reminder If contracts are
complete, there are:

• No missing markets: there
is a market in every good
and service that people
value, so that everything
that matters has a price and

• No uncompensated external
effects: when people
exchange goods and
services any aspect of the
production and use of the
good that affects anyone’s
well-being (including those
not party to the transaction)
is measured in the price.

• Nomissing markets: there are markets for any aspect of an exchange that
people value (pro or con), so that everything that matters has a price.

• No uncompensated external effects: when people exchange goods and
services any aspect of the production and use of the good that affects
anyone’s well-being (including those not party to the transaction) is
measured in the price.

When these two conditions are both met, we say contracts are complete.
In discussions of general equilibrium this is sometimes called the market
completeness assumption. Where markets are entirely missing we do not
have complete contracts because there are no contracts.
Where these two conditions are met, the equilibrium of a perfectly

competitive economy will be Pareto efficient. This is expressed by what

HISTORY This result was
proven independently by
Kenneth Arrow and Gerard
Debreu in 1951 and published
in a paper they coauthored
three years later.7
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is called the first theorem of welfare economics but which might better be
called, honoring Adam Smith, the Invisible Hand theorem.

First theorem of welfare economics: A perfectly competitive equilibrium
of an economy with complete contracts is Pareto efficient.

When contracts are complete, the competitive general equilibrium of the
economy is Pareto efficient because prices send the right message: the
marginal private cost of a good to the firm or consumer is exactly equal
to the marginal social cost to society of having another unit of that good
available. We can summarize the two requirements that if met ensure that
an equilibrium be Pareto efficient:

• Perfect competition: All markets must be perfectly competitive, so that in
equilibrium each buyer and seller take prices as given, and the law of one
price holds. This insures that prices will be equal to the marginal private
cost of their production.

• Contracts must be complete: so that there are no uncompensated external
effects. This insures thatmarginal private cost equals marginal social cost.

If both conditions hold, then the ratio of the prices of any two goods will
be equal to the ratio of their marginal social costs.
Using the superscripts P to refer to marginal private costs and S to refer

to marginal social costs, we can extend Equation 14.4 to take account of the
requirement that marginal private costs = marginal social costs:

mrs(x,y) =

Perfect
competition

⏞⎴⎴⎴⏞⎴⎴⎴⏞ux
uy

= px
py

= cpx
cpy

= csx
csy⏟⎵⏟⎵⏟

Complete
contracts

=msrt(x,y) (14.6)

Equation 14.6 is the familiar condition for Pareto efficiency stating that
the marginal rate of substitution in consumption (mrs) must be equal to
the marginal rate of transformation in production. But here we use msrt
to mean the marginal social rate of transformation, meaning the ratio of
marginal social costs, that is, taking account of both private costs and the
costs imposed on others by the uncompensated external effects of the
production of the good.
Equation 14.6 also makes it clear that the equality of the mrs to the ratio

of prices and the ratio of marginal private costs and marginal private rate
of transformation mrt requires perfect competition while the private and
marginal social rate of transformation requires contracts to be complete.

FIRST WELFARE THEOREM A perfectly competitive equilibrium of an economy
with complete contracts is Pareto efficient.
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We will see in the next section that these requirements are not likely
to be met.

CHECKPOINT 14.4 First Theorem of Welfare Economics Explain why
both perfect competition and complete contracts are required by the
theorem (Equation 14.6).

14.6 MARKET FAILURES DUE TO
UNCOMPENSATED EXTERNAL EFFECTS
At first glance, the first welfare theorem appears to vindicate Adam Smith’s
conjecture that competitive markets would ensure that traders be “led by
an invisible hand to promote an endwhich was not part of” the participants’
intentions.

HISTORY Gerard Debreu,
who along with Kenneth Arrow
proved what we have called
the Invisible Hand theorem, in
1984 told the French journal
Le Figaro “The superiority of
the liberal economy [meaning
substantially unregulated
competitive markets] is
incontestable and can be
demonstrated
mathematically . . .” He was
referring to his own justly
famous theorem.8

But few economists take the theorem as demonstrating that real-world
market institutions in fact implement Pareto-efficient outcomes. The rea-
son is that the above two conditions required by the theorem—perfect
competition and complete markets—are not even remotely descriptive of
the world’s economies today.
To developmore empirically groundedmodels we have introduced price-

making actors—owners of firms inmarkets with limited competition, as well
as principals interacting under incomplete contracts with agents in non-
clearingmarkets for credit, labor, and goods of variable quality—in Chapters
8, 9, 10, and 11. Here we draw general conclusions from these examples.

Uncompensated external effects
The two fishermen overfishing a lake in Chapter 1 were our first example
of a coordination failure—Nash equilibria that are Pareto inefficient due to
the lack of coordination among the economic actors involved. In Chapter 5
we returned to the problem, showing how the two fishermen determine the
hours they devote to fishing by balancing their marginal private costs (their
own disutility of effort in fishing) and the marginal benefits (how much
each additional hour added to the catch). The coordination failure among
the fishermen was due to the fact that each fisherman—in deciding how
much to fish—did not include in the costs of their own fishing the negative
effect of their fishing on how much fish the other fisherman caught. These
additional costs are an uncompensated external effect.
Another example: when fuel costs are low, more people decide to drive to

work rather than taking public transport or choosing to ride their bicycles.
The information conveyed by the low price does not include the carbon
emissions and other environmental costs of deciding to drive. The effects
on the decisionmaker are termed private costs and benefits, while the total
effects, including costs inflicted or benefits enjoyed by others, are social
costs and benefits.
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We can understand why these and other market failures are common by
thinking about how they could be avoided. How could the cost of driving

! reminder Costs inflicted
on others (pollution and
congestion that are worse
because you drive to work)
are termed negative external
effects; while uncompensated
benefits conferred on others
are positive external effects.

to work accurately reflect all of the costs incurred by anyone, not just
the private costs incurred by the decision maker? The most obvious (if
impractical) way would be to require the driver to pay everyone affected
by the resulting environmental damage (or traffic congestion) an amount
equal to the damage inflicted.
This is impossible to do, but it sets a standard of what has to be done

or approximated if the “price of driving to work” is to send the correct
message. A similar approach applies if you drive recklessly on the way to
work, skid off the road, and crash into somebody’s house. Tort law (the law
of negligence) in most countries would require you to pay for the damage
to the house. You are held liable for the damages so that you would pay the
cost you had inflicted on another.
Knowing this, youmight think twice about driving towork (or at least slow

! reminder In section 1.16
we showed how an application
of tort law in a prisoners’
dilemma game—requiring
the defector to pay the
cost that they impose
on a cooperator—could
convert the interaction
to an invisible hand game.

down a bit when you are late). But while tort law in most countries covers
some kinds of harm inflicted on others (reckless driving), other important
external effects are not be covered by tort law (adding to air pollution of
congestion by driving your car).
Table 14.1 gives examples of important types of market failure. In all of

these examples there are uncompensated external effects. For each of them,
it is the case that either:

• the private costs to the decision maker of an activity differ from the social
costs including both the private costs and the negative external effects on
others, in this case the private costs are less than the social costs; or

• the private benefits to the decision maker differ from the social benefits,
in this case the social benefits exceeding the private benefits;

or both of the above.
An example we have already mentioned illustrates how Table 14.1 is con-

structed. A farm uses pesticides that contaminate the local water supply.
The farm’s private costs for its pesticide use do not include the external
cost the farm’s owners impose on fishermen and private citizens who use
the river water or other water sources contaminated by the use of the
pesticides. Because the farmers do not pay the full cost of the pesticides
(social cost = private cost + external cost), they overuse pesticides.
Now consider an example not from the table, but describing the kind of

neighborhood you might live in. A homeowner plants a beautiful garden
that her neighbors can see. She enjoys the flowers she has planted at her
house, but the social benefits include not only her enjoyment of the flowers
but also the enjoyment of neighbors who pass by. Because homeowners do
not reap the full benefits of maintaining a beautiful home (social benefits =
private benefits + external benefit), many will under-provide home main-
tenance and garden cultivation.
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Table 14.1 Examples of uncompensated external effects and market failures.

Type of problem The decision Uncompensated
external cost or
benefit

Market failure

Public good A firm invests in
R&D

Other firms can
use the innovation

Too little R&D

Public bad You take an
international
flight

Resulting increased
carbon emissions
imposes climate
change costs on
others

Overuse of air travel

Negative external
effect

A farm uses
pesticides that
contaminates water

Damage to fishing
industry

Overuse of
pesticide

Positive external
effect

A firm trains a
worker

Another firm
benefits if the
worker quits

Too little worker
training

Common property
resource

You travel to
work by car

Congestion for
other road users

Overuse of roads
and highways

Moral hazard
Hidden action
(labor)

An employee on a
fixed wage decides
how hard to work

Hard work
increases her
employer’s profits

On the job effort is
too low

Moral hazard
Hidden action
(credit)

A borrower decides
how much risk to
take

Lender is exposed
to default risk

Excessive risk

Adverse selection
(insurance)

People with serious
health problems
are more likely to
buy insurance

Insurer’s profits
fall insurance
prices rise

Insurance costs rise
so only the ill seek
to purchase
insurance

Veblen effects
(conspicuous
consumption as a
public bad)

A wealthy person
engages in
conspicuous
consumption

Other people feel
that their income
is inadequate

Excessive working
and competitive
consumption to
catch up

Incomplete contracts and missing markets
If the gardener somehow owned the sight of her flowers which she could
sell or rent to people walking by, or the neighbors of the polluting farmers
owned the clean water around their house which they could sell to the
polluting farmers, the market failure could be avoided. Market failures
occur because the external benefits and costs of a person’s actions are not
owned by anyone.
Think about waste: if you redecorate your house and you tear up the floor

or knock down a wall, you own the debris and you have to dispose of it,
even if you need to pay someone to take it away. But this is not the case
with pollutants from a farm or loud music you might play at night. You do
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Figure 14.9 Market failures and other coordination failures resulting from
uncompensated external costs or benefits due to incomplete contracts. The
farmer using pesticides or herbicides imposes a negative external cost on the
person who depends on fishing for their livelihood.
Image credit: Anmei Zhi.

not have a contract with the farm company specifying at what price you
are willing to accept contaminated water. You cannot bargain with your
neighbor about the price you will charge to give him the right to play music
after 10 p.m. (though strange as this last case may seem, we will return to
it later in the chapter).
If the problem is uncompensated external effects, why don’t coun-

tries just rewrite their laws so that benefits conferred on others must be
rewarded, and costs inflicted on others be paid by the decision maker? In
Chapter 11 we reviewed the reasons why the kinds of contracts that would
enforce these objectives are incomplete or unenforceable: the necessary
information is either not available or not verifiable, the external effects
are too complex or difficult to measure to be written into an enforceable
contract, or there may be no legal system to enforce the contract (as in
pollution that crosses national borders).
For these and other reasons, in most cases it is impractical to use tort law

or any other body of law to make people liable for the costs they inflict on
others. It is equally infeasible to use the legal system to compensate people
for the beneficial effects they have on others, for example, to pay those
who keep beautiful gardens an amount equal to the pleasure this confers
on those who pass their house, because a court would have to know how
much that pleasure was worth to each person who walked by.
In the earlier examples of uncompensated external effects, the reason

why uncompensated external costs and benefits occur is the same:
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• Some information about an aspect of an exchange that is of concern to ! reminder When
information is non-verifiable
it means that it cannot be
taken to a court or other third
party to adjudicate on a
contract, and the contract is
therefore incomplete even if
information is not
asymmetrical.

someone other than the decision maker is asymmetric or non-verifiable.

• Therefore there can be no contract or property rights ensuring that
external effects will be compensated.

• As a result, some of the social costs or benefits of the decision maker’s
actions will be excluded from (or will not be sufficiently valued in) the
decision-making process.

The result is a market failure even in a perfectly competitive equilibrium.
Market failures are a kind of coordination failure, where the broader term
is sometimes used to describe a Pareto-inefficient outcome in problems
like traffic congestion where the relevant social interactions are not on a
market.

CHECKPOINT 14.5 Uncompensated external effects Review: Make sure
you can explain the uncompensated external effects shown in each row of
the third column of Table 14.1, and why these result in the market failures
shown in the final column.

14.7 PERFECT COMPETITION AND INEQUALITY:
DISTRIBUTIONAL NEUTRALITY
Economists celebrate the first welfare theorem because it explains what is
required for the prices to be right. Doing this clarifies the (very demanding)
conditions under which a perfectly competitive market would allow buyers
and sellers to realize all of the possible mutual gains from exchange.
The samemodel also has a lot to say about how these gains frommutually

beneficial exchanges will be shared. A remarkable feature of the model that
we explain below is that the total value of the goods that each player holds
in the competitive equilibrium after exchange is the same as the value of
each actors’ endowment bundle when both are valued at the competitive
equilibrium prices.
This means that the distribution of wealth is unchanged by the process of

exchange, a feature termed the distributional neutrality of the market. Both
are better off after the exchange—they have moved to higher indifference
curves—it is the value of their bundles that has not changed. We will now
see how this comes about.

Distributional neutrality: A graphical illustration
As before, the two traders in Figure 14.10 each have a positive but different
initial allocation or endowment of both goods (xAz ,yAz ) and (xBz ,yBz ) indicated
in Figure 14.10 by point z (as in the previous figures, and in Chapter
4). The endowment is an exogenous initial distribution of wealth, the
determination of which is beyond the model. The participation constraints
of the two traders (uAz and uBz ) are the indifference curves passing through
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! reminder Recall that with
a quasi-linear utility function
that is linear in y, the person’s
marginal rate of substitution
does not depend on how
much y she has. A difference
in the amount of y that the
person has shifts the
indifference curves without
changing the slope. We call
this a ‘vertical displacement’
or ‘vertical shift.’

M-CHECK In Figure 14.10 and
later figures we use
quasi-linear utility functions
(linear in y) so the marginal
utility of y is a constant as y
increases. The result is that
the Pareto-efficient curve is a
vertical line because changing
the amount of y that the two
have does not alter their
marginal rates of substitution,
so Pareto efficiency requires a
particular distribution of the x
good that is independent of
the distribution of the y good.
This allows us to treat
distribution separately from
the Pareto efficiency.

Figure 14.10 Distributional neutrality of exchange in the perfectly competitive
equilibrium. At their endowment point z, Adamo has 8.5 units of x and 0.9 units of
y. He trades 3.5 units of x, to obtain 3.5 units of y, resulting in his competitive
equilibrium allocation of 5 units of x and 4.4 units of y, at point n. At the
equilibrium, Beatriz has 5 units of x and 5.6 units of y. The market-clearing price is
shown by the slope of the market-clearing price line, −pN = 1 (this is the ratio of
the number of units of good y exchanged for units of good x, therefore a relative
price). The value of the traders’ wealth at the equilibrium outcome (n) is the same
as the value of their wealth at their endowments (z). So with the Nash equilibrium
price, pN = 1, for Adamo, pN ⋅ xAn + yAn = pN ⋅ xAz + yAz = 9.4 and for Beatriz
pN ⋅ xBn + yBn = pN ⋅ xBz + yBz = 10.6.
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their initial endowments (z). The yellow-shaded lens between them is the
set of Pareto improvements over z.
Points making up the Pareto-efficient curve in Figure 14.10—both the

dashed and solid portions of the curve—are the allocations of the two goods
that are at the tangencies of the two traders’ indifference curves, where
their marginal rates of substitution are equal. We know:

• from the first welfare theorem that the final allocation is Pareto efficient
so it will be somewhere along the Pareto-efficient curve in the figure; and

• from the fact that the exchange will be voluntary and the two traders have
endowments given by point z that the perfectly competitive equilibrium
allocation will be at some point between f and g.

M-CHECK The two traders
have identical utility functions
of the following form:
uA(xA,yA) = yA + 2xA − 1

12
(xA)2

and
uB(xB,yB) = yB + 2xB − 1

12
(xB)2.
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The law of one price means that all transactions are made at the same M-CHECK Both equal
treatment and distributional
neutrality are general results
of the model, independent of
the quasi-linear utility
functions we have chosen as
a simplification to illustrate
the model.

market equilibrium price. The law has two far-reaching implications.

• Equal treatment: An implication of the assumption that all transactions
take place at equilibrium prices is that two people who have the same
preferences and initial endowment will end up in equilibrium with the
same consumption bundle, because they face the same equilibriumprices
and the same budget constraint. This is the equal treatment property of
the perfectly competitive general equilibrium model. No matter which
Adamo typewe consider, all of their transactionswill be at the same price,
so all of the Adamos will end up at the same final allocation. (The same
will be true of all the Beatrizes.)

• Distributional neutrality: The final allocation reached by all the Adamos
will have the same value (as total wealth) at the market equilibrium price,
pN, as the initial endowment (z). This follows because all points on the
price line—including the endowment and the equilibrium allocation—have
the same wealth value (at the price given by the slope of the price line).
The value of what they get at the market equilibrium prices is the same
as the value of the initial endowment at those prices. The same is true of
all the Beatrizes.

! reminder The price line is
the budget constraint facing
each of the traders, and the
value of expenditure along
any budget constraint is the
same, namely, it is the total
expenditure that constrains
the maximum the buyer can
spend.

Thus, in addition to Pareto efficiency we have a second important result
about the equilibrium of a perfectly competitive economy: the degree of
inequality that results after the trading process is identical to the inequality
in the value of the traders’ initial endowments, when the endowment and
post-exchange allocations are valued at the equilibrium prices.

M-NOTE 14.1 Wealth and distributional neutrality

For either trader A or trader B, wealth at their endowment is given by mz :

Endowment wealth: mz = pxxz +pyyz

We can let py = 1, so: mz = pxxz + yz

Let p = px
py
. As py = 1, p = px . We can then define their post-exchange wealth

as:

Wealth after exchange mn = pxn + yn
y after exchange yn = yz +Δy
x after exchange xn = xz +Δx

Wealth after exchange mn = p(xz +Δx) + (yz +Δy)

continued

DISTRIBUTIONAL NEUTRALITY Distributional neutrality is a characteristic of
the perfectly competitive general equilibrium model in which the distribution of
wealth following competitive exchange is identical to the distribution of wealth
prior to exchange.



OUP CORRECTED PROOF – FINAL, 11/9/2021, SPi

820 Perfect Competition and the Invisible Hand

In every exchange whatever the price, it must be the case that the value
bought is equal to the value sold or, what is the same thing, the value of
the purchase minus the value of what was bought sum to zero. In reading the
equations below, remember that if the person exchanged some of the y-good
for some of the x-good, then Δx > 0 and Δy < 0:

Value purchased equals value sold pΔx+Δy = 0

from which we see that p =
−Δy
Δx (14.7)

therefore mn = pxz + yz +pΔx+Δy⏟⎵⏟⎵⏟
=0

= pxz + yz =mz (14.8)

Equation 14.8 says that when wealth is valued at the equilibrium prices, the
trader’s wealth at their endowment (xz,yz) is equal to their wealth at their
post-exchange allocation (xn,yn).
Because this is true of both players—no difference in their wealth before

and after exchange—the distribution of wealth must be the same at point z
and point n when wealth is valued at the price at which the exchanges took
place.
We can use our numerical example in Figure 14.10 to see that equation 14.8

holds. We will show this holds for Adamo, but you can similarly see that it
holds for Beatriz. Recalling that p = 1 we have:

mA
n = 1×8.5+0.9+ 1×3.5+ (−3.5)⏟⎵⎵⎵⏟⎵⎵⎵⏟

0

= 1×8.5+0.9 =mA
z

CHECKPOINT 14.6 Distributional neutrality Using Figure 14.10 explain
why the distribution of wealth (the goods held by the two individuals valued
at the relative prices in equilibrium) is the same after the exchange as it was
at the endowment.

14.8 EFFICIENCY, FAIRNESS, AND WEALTH
REDISTRIBUTION: THE SECOND WELFARE
THEOREM

! reminder It is confusing
that indifference curves with
the usual concave to the
origin (bowed in) shape are
part of the convexity
assumption.

The distributional neutrality of the perfectly competitive market combined
with the first welfare theorem is the basis for a kind of “division of labor”
among policies which can be stated “let market competition address objec-
tive of efficiency and let wealth redistribution address the objective of
fairness.”
Stated mathematically, what is called the second welfare theorem

addresses how an outcome that is both fair and efficient might be
implemented by the combination of a redistribution of wealth and the
process of perfectly competitive market exchange. The conditions under
which the second theorem of welfare economics holds are somewhat more
demanding than the first (or Invisible Hand) welfare theorem, for which the
assumption of complete contracts is sufficient.
A second key condition for the second theorem to hold is called the

convexity assumption. This is satisfied if:
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Figure 14.11 The second theorem of welfare economics. Initially, each Adamo has
lots of the good x, xA , but very little good y, yA , as shown by point z0 . With this
initial allocation and price pN the traders would end up at n0 . But, if the citizens
through their government chose to redistribute the initial endowments to z1 by
taking some of good y from each Beatriz and giving it to each Adamo, then trading
would start at point endowment z1. At the resulting Pareto-efficient outcome n1
the Adamos are better off, as intended by the policy. (The Beatrizes are clearly
worse off).
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• the indifference curves for two goods are “bowed inward” toward the
origin (as is true here, due to diminishing marginal utility of the x-good);
and

• the production possibility frontier (the frontier of the feasible production
set) is “bowed outward” from the origin as it is in Figure 6.7 in Chapter 6.

The assumptions of the second theorem are more limiting than those of
the first theorem. The reason is that in addition to ruling out missing
markets and other kinds of incomplete contracts, also ruled out is any
significant economies of scale such as those suggested by our survey of
the evidence on cost curves in section 8.5 of Chapter 8. Also inconsistent
with the sufficient conditions for the convexity assumption are the “bowed
inward” feasible frontiers illustrated in Figures 6.4 and 6.5 of Chapter 6,
where we showed how a country might get poverty trapped in an inferior
Nash equilibrium.
Here is the theorem.

Second theorem of welfare economics: Given both complete contracts
and convexity, any Pareto-efficient allocation can be implemented by an
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assignment (a redistribution) of endowments among parties, followed by a
perfectly competitive exchange process.

To see the theorem’s importance, suppose that the citizens of an econ-

HISTORY Nobel Laureate
Amartya Sen wrote that the
second welfare theorem
“belongs to the revolutionists’
handbook” because it
suggested to many readers
that an efficient way to reduce
inequality is by redistributing
wealth.9

omy wish to redistribute goods to the less well-off members of society
and they select a particular Pareto-efficient allocation as their preferred
outcome.
The secondwelfare theorem says that an alternative, fair outcome can be

implemented by reassigning property rights among the citizens (changing
who haswhat at the initial endowments) followed by a perfectly competitive
exchange process.
Why are the results of the second welfare theorem interesting to

economists?
Often, governments adopt policies to alter final allocations of goods and

services by changing prices, for example, by placing price controls on cer-
tain goods, or taxing others, or minimum wage laws that put a floor under
wages, and rent control laws that put a ceiling on rents. The second welfare
theorem tells us that instead of changing prices, governments seeking to
address economic inequalities could achieve the same result by altering the
initial distribution of endowments and then letting markets operate, rather

HISTORY Shortly after South
Africa’s first democratic
election in 1994 that ended
the system of racial inequality
called apartheid, President
Nelson Mandela asked one of
the authors of this book to
take part in a commission
advising him about economic
policy. Bowles proposed that
the land and other wealth that
had been confiscated from
the black African population
should be returned to their
former owners (or their
families) and that the market
exchange process would then
implement a more just
allocation. He was simply
repeating the logic of the
second welfare theorem.

than by changing prices. The contrast of the two approaches is illustrated
by two types of policies that helped poor farmers.

• Changing prices: The government of the Indian state of West Bengal,
electedwith support of less well-off farmers, placed a ceiling on the share
of the farmers’ crops that could be claimed by the landlord.10 This is a
policy to affect prices, in this case, the rent that the tenant farmers have
to pay to their landlords (the owners of the farms).

• Redistributing wealth: Half a century ago the governments of South Korea
and Taiwan adopted policies that limited the amount of land that large
landlords could own and distributed land to landless farmers. This is how
policy can alter initial endowments, in this case the ownership of the land
through redistributing wealth.11

We can illustrate these alternative approaches by returning to
Figure 14.11. Consider what would happen if the Adamos and Beatrizes
making up the population decided that the Adamos really deserve more.
They propose to pursue this end by changing the price. Because the Adamos
are the sellers of the good, this could be done by passing a law setting a

SECOND WELFARE THEOREM Given complete contracts and the convexity
assumption about production and preferences, any Pareto-efficient allocation can
be implemented by some assignment of the endowments of all parties, followed
by a perfectly competitive market exchange process.
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price of the good p1 that is higher than the competitive equilibrium price
pN and then letting the two groups exchange goods in any way they wished.
But, at a higher price, markets would not clear (pN is the market-clearing
price) and there would be excess supply of the good. We also know that the
result would not be Pareto efficient.
Suppose instead that they decided to redistribute the wealth: in Fig-

❯ EXAMPLE John Roemer’s
treatment of the Marxian
theory of exploitation is
based on the same distribu-
tional neutrality of the
market: “If the exploitation of
the worker seems unfair, it is
because one thinks the initial
distribution of capital stock,
which gives rise to it is
unfair.”12

ure 14.11 the endowments are redistributed from z0 to z1, after which
perfectly competitive exchange at equilibrium prices takes the traders
to n1 rather than the original post-exchange allocation n0. So under the
assumptions of the second welfare theorem, particularly the assumption
that all exchange takes place at the eventual equilibrium prices, wealth
redistribution followed by perfectly competitive exchange represents a
mechanism that can implement any equal-treatment Pareto-efficient allo-
cation.
The two welfare theorems suggest that under the assumed conditions

the second approach—wealth distribution—is preferred. The distributional
neutrality of the market means that a redistribution of wealth translates
directly into a redistribution of the value of final asset ownership. This is the
basis of what we called the division of labor for public policies mentioned
above: let prices do the work of achieving an efficient allocation, and let
reassignments of initial endowments (the zs) do the work of achieving
fairness.

Pareto efficiency and distributional neutrality: Why the
theorems are important
When the two welfare theorems are taken together they appear to leave
little room for ethical concerns about the operation of a competitivemarket
system. The distribution of well-being is determined not by markets them-
selves but rather the distribution of initial endowments because “markets”
are distribution neutral.

Figure 14.12 Kenneth Arrow
(1921–2017) was an American
economist who by the age of
30 had proved three theorems
that were to shape the
development of econo-
mics and the other social
sciences, the two welfare
theorems presented here and
his so-called impossibility
theorem. The latter theorem
showed that if citizens’
preferences are ordinal (they
rank outcomes rather than
assigning cardinal numbers to
them) and are not comparable
across individuals, then there
is no system of voting that can
meet a set of criteria broadly
capturing our idea of how a
democracy should work. He
also made major contri-
butions to understanding the
process of learning-by-doing
introduced in Chapter 6.
Photo by Linda A. Cicero/Stanford
News Service. Wikimedia Commons.

Kenneth Arrow pointed out that under the conditions specified by the
theorems that he first proved:

Any complaints about [the market system’s] operation can be
reduced to complaints about the distribution of income . . . the
price system itself determines the distribution of income only in
the sense of preserving the status quo.13

MECHANISM A mechanism is a set of rules of the game—possibly designed
deliberately—that provide the incentives, constraints, and information that will
result in an allocation—often a preferred allocation—being implemented.
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Others, including the philosopher David Gauthier, have drawn evenmore
general conclusions from the model:

The operation of a market cannot in itself raise any evaluative
issues. Market outcomes are fair if . . . they result from fair initial
distributions . . . the presumption of free activity ensures that no
one is subject to any form of compulsion, or to any type of
limitation not already affecting her actions as a solitary individ-
ual. . . . [Thus] morality has no application to market interaction
under the conditions of perfect competition.14

In other words, at the perfectly competitive general equilibrium, there
is nothing morally wrong that was not already there at the original
endowment.

CHECKPOINT 14.7 From the “revolutionist’s handbook” Use Figures 14.8
and 14.11 to contrast the two strategies for redistributing income from B to
A: changing prices or redistributing wealth. In Figure 14.8 draw a new price
line which if imposed (by the government) would raise A’s income and utility
and lower B’s.

14.9 MARKET DYNAMICS: GETTING TO AN
EQUILIBRIUM AND STAYING THERE
But does the price-taking competitive equilibrium help us to understand
real economies? For us to answer that question, we need to know, in
addition:

• Would an economy that got to a price-taking equilibrium stay there?

HISTORY Arrow’s and
Roemer’s observations had
been anticipated by the US
Supreme Court in its 1915
decision Coppage v. State of
Kansas, “wherever the right of
private property exists, there
must and will be inequalities
of fortune; . . . it is impossible
to uphold the freedom of
contract and the right of
private property without at
the same time recognizing as
legitimate these inequalities
of fortune that are the
necessary result of the
exercise of those rights.”15

• How could an economy get to a price-taking competitive equilibrium to
begin with?

Staying there: Is a price-taking “equilibrium” a Nash
equilibrium?
In the real world, the markets that most closely approximate price-taking
are also those where the commodity being traded has been standardized
and certified by some third party (like the market for #2 red winter
wheat we introduced in Chapter 10). The standardization of commodities
increases the effective number of competitive suppliers and greatly reduces
the influence any one competitor can have on the market price. Large
numbers of competitors make it more difficult for firms to collude. If an
entire economy were like the market for #2 red winter wheat with goods
defined by complete contracts as enforced by the Chicago Board of Trade
and found itself in a price-taking competitive equilibrium, would it stay
there? We explored in Chapters 8 and 9 how buyers and sellers would have
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an incentive to change their behavior inways thatwould result in a different
kind of equilibrium.
If, in a competitive price-taking equilibrium, there is something a firmor a

family could do to raise its profits or utility—for example acting like a price-
maker rather than a price-taker—given what everyone else is doing (that is,
price-taking), then the price-taking “equilibrium” is not a Nash equilibrium
and it will not persist.

! reminder In Chapters 8
and 9 we discussed how firms
would differentiate their
goods to ensure that they
could maintain market power.

The first thing that at least some firms would explore is finding a way to
escape from the competition of other firms bymaking their product distinct
in some way so that other firms’ products are no longer perfect substitutes
for the firm’s differentiated output. Product redesign or advertising might
accomplish this. If successful, the firm would then face a downward-
sloping demand curve, and be able to restrict output, charge a price
greater than marginal cost, and make profits above the opportunity cost
of capital.

! reminder In the Cournot
model of Chapter 9 the typical
firm sees itself as sharing the
market with a limited number
of competitors, and therefore
as having some power to
influence market price.

The important conclusion is that price-taking may not be profit-
maximizing behavior even in an initially competitive market because there
are opportunities to make more profits by deliberately altering the nature
of the competition that a firm faces.
Even without product differentiation, in real-world economies firmsmay

face downward-sloping demand curves because the number of effective
competitors they face is limited. One example of these limits is geography;
think of restaurants—How many competitors does a mid-priced Italian
restaurant have in a small city?

! reminder Remember
(from Chapter 9) that
price-taking is not an
assumption about how people
behave in general.
Price-taking is the result of a
perfectly competitive market
equilibrium. Price-takers at
the market equilibrium will do
better if they become
price-makers when the
market is out of equilibrium.
Competitive markets reach an
equilibrium through some of
the buyers or sellers changing
their prices in order to
capture the rents that exist
when the market is not in
equilibrium. Price-taking does
not mean that buyers or
sellers cannot set a price
different from what others are
setting; they can set any price
they wish. Price-taking means
they cannot benefit from
doing so.

CHECKPOINT 14.8 AdamSmith on competition In TheWealth of Nations,
Adam Smith wrote that “People of the same trade seldom meet together,
even for merriment and diversion, but the conversation ends in a con-
spiracy against the public, or in some contrivance to raise prices.” Less
often cited is his next sentence: “It is impossible indeed to prevent such
meetings, by any law which either could be executed, or would be consistent
with liberty.” On the basis of this passage how would Smith respond to
the following question: Is price-taking behavior among competitors a Nash
equilibrium?

Getting there: The parable of the auctioneer
Walras—whose model of perfectly competition general equilibriumwe have
so far employed—did not explain the process bywhich an economy of people
and firms would reach the price-taking competitive equilibrium that his
equations describe. In one edition of his book, Walras proposed the idea
that the market-clearing equilibrium prices could be found by adding to
the economy adding a fictional character, the Auctioneer.
The Auctioneer, Walras wrote, “cries out a system of prices at random”

and asks that all the people and firms report their price-taking profit- and
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utility-maximizing supplies and demands of all the commodities at those
random prices. Given that the Auctioneer is just randomly choosing prices,
for any given set of prices suppliers, the result would typically be:

• excess demand: too little of some commodities (so that demand exceeds
supply); and

• excess supply: too much of others (supply exceeding demand).

But, excess supply and demand are not a problem for the Auction-
eer because no one actually produces or exchanges at these random
prices in Walras’s parable: the Auctioneer simply does not allow it. Sooner
or later the Auctioneer by chance would hit upon the market-clearing
price-taking competitive equilibrium prices. Having confirmed that mar-
kets would clear, once the equilibrium prices were known to all traders and
everyone instructed to restrict their transactions to the equilibrium prices
the Auctioneer would then allow production, exchange, and consumption
to take place.

HISTORY All that Kenneth
Arrow and Frank Hahn
claimed for the second
welfare theorem is that “in a
certain sense any desired
efficient allocation can be
achieved by redistribution of
initial assets followed by the
achievement of an
equilibrium.” They are careful
not to suggest that the
equilibrium can be achieved
in a decentralized manner.
They illustrate the second
welfare theorem with an
example of “an omniscient
state” that “computes a price
vector . . . satisfying the
hypotheses of the theorem.”16 Neither Walras nor anyone since has imagined such experimentation

by an Auctioneer is how prices and market clearing come about. Walras
created the parable as a device to demonstrate that market-clearing prices
could exist and could somehow be discovered. The lack of a convincing
account of how an economymight get froman initial endowment to a price-
taking competitive equilibrium challenges a common interpretation of the
second welfare theorem: namely that redistribution of endowments fol-
lowed by market exchange can implement any Pareto-efficient allocation.
How do buyers and sellers act out of equilibrium? Can buyers and sellers

move to a Pareto-efficient equilibrium from any initial endowment? The
perfectly competitive general equilibrium model does not provide answers
to these questions. As a result, we cannot say how buyers and sellers can
achieve any Pareto-efficient equilibrium from a given initial endowment
without exploring alternatives to Walras’s Auctioneer. This is what we do in
the next section.

14.10 BARGAINING AND RENT-SEEKING: A MORE
REALISTIC MODEL OF MARKET DYNAMICS
Traders might get to an equilibrium without the services of the Auctioneer.
How? Traders can reach market equilibrium through a decentralized pro-
cess involving actual trades at disequilibrium prices. To do this we return
to thinking about traders as perfect competitors (introduced in Chapter
9), not as price-takers as in the perfectly competitive general equilibrium.
A perfect competitor is an economic actor who seeks out each and every
opportunity for gains through exchange, driving the economy, eventually
to an equilibrium, by a process of rent-seeking that continues until there
are no rents left to seek.
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More realistic assumptions for exchange
What does an adequate account of such a system require? Let us start with

HISTORY Duncan Foley
(1943–) pioneered the
decentralized bargaining
approach to general
equilibrium theory. In 1994 he
described a setup like this:
“[traders] enter the market
knowing only the transactions
they view as improving their
condition given their
endowments, preferences,
technology, and expectations
[when they] encounter other
[traders]; and make mutually
advantageous transactions
with them in a disorderly and
random fashion.”17 He also (in
1967) introduced the idea that
a fair allocation should be
“envy free” so that each
person’s bundle was such that
they would not want to
exchange bundles with any
other person if they were
given the opportunity.

basic facts about the people trading: They are empirically plausible in what
they are attempting to do and in what they know.

• People differ in their preferences and, because of specialization and the
division of labor, people differ too in their endowments.

• People refuse exchanges thatmake themworse off, so the prices at which
they exchange are mutually agreed upon.

• People know their own preferences but not those of other people.

Next are the facts about the institutions that provide the rules of the game
for trading: the process of exchange is truly decentralized.

• Decentralized trade: trading is arranged by traders not by a government
or some other centralized body.

• No auctioneer: there is no imaginary Auctioneer saying which trades are
allowed.

• Trade is voluntary: a trade takes place if the trade is mutually beneficial
to the two traders involved, and does not take place if it is not mutually
beneficial.

Figure 14.13 illustrates the setting for ourmodel, showing the endowment
allocation (point z) and indifference curves of one of many As and one of
many Bs. Because the As have none of the y good and most of the x good
you can think of the As as sellers of the x good and buyers of the y good. In ! reminder Remember that

(given the current amount of x
and y he has) a person’s
marginal rate of substitution
(his mrsA) is the maximum
amount he is willing to pay in
units of y for an additional
unit of x.

Chapter 4 (section 4.7) we showed how, without the help of an Auctioneer,
two traders could bargain into the yellow Pareto-improving lens.
To remind you how this works, let’s start in Figure 14.10 at the endowment

allocation point z, before any trades have taken place. Here:

mrsAz = uAx /uAy < uBx/uBy =mrsBz (14.9)

The marginal rate of substitution of Beatriz types exceeds the Adamo types
marginal rate of substitution. Her maximum willingness to pay for some
of Adamo’s x-good is greater than the least amount of her y-good that he
would accept in return for giving up some his x-good. So each Adamomight
wish to exchange some of his x for some of a Beatriz’s y and each Beatriz
would conversely wish to trade some of her y for some of an Adamo’s x, so
mutually advantageous trades will be possible.
The market process can be thought of as a large collection of bargains

over potential surpluses like the interactions we have analyzed in Chapters
4 and 9. In section 4.7 we illustrated a simple bargaining rule: the price at
which they exchange should be midway between their willingness to pay
of one and the corresponding willingness to pay of the other. We do not
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M-CHECK The two traders
have identical quadratic,
quasi-linear utility functions
of the form: uA(xA,yA) =
yA + 100xA − 1

20
(xA)2 and

uB(xB,yB) =
yB + 100xB − 1

20
(xB)2 .

HISTORY Stephen Smale, a
mathematician, introduced an
element of market realism by
abandoning the Auctioneer
and allowing transactions
take place at nonequilibrium
prices. Similar to Duncan
Foley’s model, Smale
comments: “The exact
equilibrium depends on
factors such as which agents
first encounter each other.”18

As in Foley’s model, final
wealth and utility therefore
come down to an individual
trader’s endowment, trading
history, and luck.

Figure 14.13 The Edgeworth box that two traders confront in a computer
simulation. All of the Type A traders—the Adamos—have several items of the good
(xA = 9) to sell, but no good y (yA = 0). We could think of them as the producers or
sellers in this economy. All of the Type B traders—the Beatrizes—have very little of
the good (xB = 1), but a significant endowment of cash to purchase the good
(yB = 400). We could think of them as the buyers in the economy. These
simulation models are based on similar simulations from Foley (1994). The solid
portions of the Pareto-efficient curve are allocations that could be implemented
by bargaining between the two (the dashed portions are allocations that violate
the participation constraints of one or the other). Point g is the best that A could
possibly do by bargaining, while point f is the best that B could do. Point n is the
Nash equilibrium from Figure 14.8.
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have to specify exactly how they trade or at what prices other than that
the exchange is voluntary, so that at least one of them benefits and neither
loses as the result of an exchange.
What is important is that any exchange process in which agents seek out

and execute mutually advantageous trades as long as any exist has to lead
them eventually to some Pareto-efficient allocation. So our decentralized
bargaining framework replicates the result of the first welfare theorem but
without bringing in the Auctioneer.
Each trader might engage in a series of trades with different partners,

always implementing Pareto improvements (remember trade is voluntary!).
This process will continue until no one can find a partner with whom a
mutually advantageous trade was possible. When this is the case, we know
two things:

! reminder We spoke about
path dependence in previous
chapters, starting in Chapter 1.
In basic terms, path
dependence means that
“history matters,” that is, the
sequence in which trades
occur matters for which
traders outperform other
traders, or which equilibrium
of a game is more likely to
occur.
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• Pareto efficiency: The outcome is Pareto efficient for the same reason that
it is a Nash equilibrium: there are no mutually beneficial exchanges that
could be carried out.

• Nash equilibrium: The outcomemust be aNash equilibriumbecause given
the strategy sets available to the players—buy or sell offers to others—
there are no actions that any player can make that will result in further
positive payoffs. The reason for this is that, to be executed, an exchange
must confer mutual benefits, and from the fact the outcome is Pareto
efficient, we know there are no such opportunities remaining. So no
further trading is a best response for each player.

Without knowing more about the details of the exchange process, such as
the exact order in which the agents meet and the exact trades they might
make, we cannot say where along the Pareto-efficient curve the As and Bs
will end up. But we do know two additional things about the result:

• The market is no longer distributionally neutral; nor is equal treatment
observed. One Adamo may trade consistently at more favorable prices
than another on some particular trading path, and get a larger share of
the consumer surplus. The same is true of the Beatrizes. The result is
that after the exchange process there are inequalities among the Adamos
and among the Beatrizes even thought they had the same initial wealth
endowments.

• Exchanges take place at disequilibrium prices. None of the traders know
what the Nash equilibrium price of the perfectly competitive model is,
they simply trade at whatever mutually beneficial price they can agree
on.

We can illustrate how such a decentralized market exchange process
might work using a computer simulation.

CHECKPOINT 14.9 Bargaining to better outcomes Using Figure 14.8
explain how the two types—Adamos and Beatrizes—might bargain so that
starting at an initial endowment z, the final allocation could be f, n, or b.
What will determine which of these final allocations (or others that are also
possible) will occur?

14.11 COMPUTATIONAL GENERAL EQUILIBRIUM:
MARKETS, EFFICIENCY, AND INEQUALITY
We simulate disequilibrium trade using two goods (x and y) and two types
of traders, A and B. Each trader has their own utility function and initial
endowment of the two goods. There is an equal number (1,000) of each type
of trader. The “traders” are just lines of code in the computer program that
simulates the market in our model.
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In each round of trading, the traders are paired randomly, so over the
course of many rounds of the simulation they interact with many different
traders of the other type rather than a single other as we have so far
assumed in our one-on-one version of the Edgeworth box. For each pair
in a given round, the program computes offer prices given their current
holdings of the two goods, and chooses a random price in the interval
between the two offer prices.
We limit trade at the random price between the traders’ offer prices by

the smaller of their two utility-maximizing offers. This is consistent with
the short side of a non-clearing market determining the quality of goods
traded as you saw in Chapter 9 and Figure 14.18. This involves calculating the
demand function for each trader and ensures that the trades are feasible
and do not decrease a trader’s utility. Each trader’s holding of the two
goods is updated by the trade, and carried forward to the next round of
trading.

! reminder Remember that
“offer price” is another name
for marginal rate of
substitution because it is the
price at which a trader is
willing to give up some y in
order to get an extra unit of x.
Therefore when the offer
prices are equal, the marginal
rates of substitutions are
equal and the allocation is
Pareto efficient.

This process continues until there are no availablemutually advantageous
trades, which means that the final allocation is Pareto efficient.
Because both traders have quasi-linear utility functions, their offer prices

depend only on their holding of the non-linear good. In this case, all Pareto-
efficient allocations give the same amount of the nonlinear good to all the
traders of the same type, and the price ratio in the final trade is the same
as the perfectly competitive general equilibrium.
We illustrate the basics of the simulation in Figure 14.13 where we will let

the y-good represent “money available for other purchases” or just “money.”

! reminder Remember that
a trader’s participation
constraint is their fallback
utility or the utility that they
would receive at their
endowment, z.

The Pareto-efficient allocation of the good is for each of the As and Bs to
have five units of the good. The Pareto-efficient allocations are shown in
both Figures 14.13 and 14.14. The traders will go on trading until they reach
that allocation. Remember trading continues until there are no mutually
beneficial exchanges possible, until a Pareto-efficient outcome has been
reached.

Disequilibrium trading creates inequality
What is undetermined is howmuchmoney eachwill have left over for other
purchases when the trading ends.
Figure 14.14 shows trading paths for two Type A traders: one who did

poorly and another who did well. The difference between them is purely
a matter of luck. Though the traders did not perform equally well, their
trading in every round implemented Pareto-efficient outcome. The same
inequalities are also evident among the Bs in the simulation.
Why did one do so much better than the other? Talent? Bargaining

power? Mistakes? No, there are no mistakes: each trade made by both
traders made them better off as the panel (b) in the figure shows, where
the trader moves to ever higher indifference curves.
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Figure 14.14 Bargaining to a Pareto-efficient and unequal outcome. In both
panels, n is the perfectly competitive general equilibrium as would be
implemented for all traders by the fictional Auctioneer. Panel (a) shows a
simulated path for a Type A trader who we selected to illustrate the case of a
trader who does not obtain a significant increase in utility as a consequence of
the trades that they make in the simulation. He traded several times, but his
trades resulted in only small increases in utility, with him eventually arriving at a
final allocation (L for low) on the Pareto-efficient curve. Panel (b) show a
simulated path for a Type A trader who obtains a significant increase in his utility,
resulting in a final allocation (H for high) on the Pareto-efficient curve. Each
intermediate trade is shown by a hollow circle. The endowments are shown by
point z, and the final allocations are shown by the black dots L and H. The figures
are generated with agents who have the same preferences and the starting wealth
shown at point z. Their trades take them above the utility they received at z.
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(a) A low-performing Type A trader
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(b) A high-performing Type A trader

Moreover, the model does not advantage any one player over any other.
The pairing to trade is random, and so is the selection of prices (from the
mutually beneficial range at which they both wish to trade). To understand
the results shown in Figure 14.14 remember that a particular A interacts
with many different Bs (not—except by chance—multiple times with the
same B).
In addition to tracing their gains in utility we can also track their wealth

and its distribution. Because the wealth of each player is made up of two
goods we need some price in order to sum the total wealth of a player.
We know that following exchange, the bundles of all of the players are
arrayed somewhere along the Pareto-efficient curve. Because the equated
marginal rates of substitution along that curve are all equal we know the
prices at which trade concluded is given by that common slope. We use that
price as the relative value of the two goods making up their wealth in our
calculations of the wealth of each player.



OUP CORRECTED PROOF – FINAL, 11/9/2021, SPi

832 Perfect Competition and the Invisible Hand

Referring back to Figure 14.13 you know that one of the points on the
Pareto-efficient curve, point n, is on the price line that includes the endow-
ment allocation z. Remember this is the trade thatwould have been executed
by all of the players had the trading been organized by the Auctioneer.
And we know from the distributional neutrality of that process that the
distribution of wealth at points n and z are identical.
But then it follows that the As that ended up at points below n, for

example at point f in Figure 14.13 have less wealth than at their endowment.
An example in Figure 14.14 is point L the post exchange bundle of the low-
performing A trader. They lostwealth in the trading process. The Bs at point
f gained wealth. Other As—for example those near point g in Figure 14.13—
gained wealth, as did the Bs who ended up near point f.
How much inequality did the trading process create? In Figure 14.15 we

show the distribution of wealth following the exchange process for both the
As and the Bs. Remember there were no endowment differences among the
As or among the Bs, so all of the wealth inequality shown in the figure is the
result of the trading process itself.
Here is what we have learned from our decentralized market model and

its simulations.

• Pareto efficiency: All of the traders end up on the Pareto-efficient curve.

• Gains from trade: Both As and Bs benefited from trading (no A is below
his participation constraint, and no B is below hers).

• Wealth inequality: The two types of traders started off with identical
wealth within their types, but they ended up with very different levels
of wealth; many losing modest amounts of wealth and some capturing
very significant wealth increases.

A more realistic market environment would have generated greater
inequalities:

• Bargaining power: If we also introduced some differences in bargaining
power, then the price at which a trader settles may be more or less
favorable than some other trader; so inequality would no longer just be a
matter of luck.

• Discrimination: Or, if some traders were the targets of racial, religious,
gender, or other discrimination, then they would tend to face less favor-
able prices, introducing yet more inequality.

• Non-random matching: Finally perfect competitors in the real world
would not settle for being randomly matched: those with more informa-

! reminder You have seen
that unequal treatment is a
result of a competitive labor
market in Chapter 11. Among a
group of identical workers
(with identical skills and other
endowments) some workers
will be employed and others
not employed. In other words,
some are renting their
endowments for a wage w
while others are not
transacting at all (they are
labor market-excluded
workers).

tion would seek out and find trading counterparts holding very different
quantities of the goods than they had, and with whom the range for
mutually beneficial trades was therefore especially large.
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Figure 14.15 The wealth distributions of the traders from the simulations. The
figure shows the distribution of wealth at the final allocations for all traders. Their
wealth at the endowment point for both As and Bs is 450, using the prices that
would have occurred had the trades been organized by an Auctioneer, and that
were the final trading prices. As the distributions demonstrate, within the types of
traders, wealth is unequally distributed, with some traders achieving much higher
levels of wealth than other, less fortunate, traders.
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Our model has affirmed that competitive exchange can implement
Pareto-efficient outcomes, evenwithout the Auctioneer as long as there are
no impediments to bargaining. But there has been some collateral damage
to the other results of the perfectly competitive general equilibriummodel.
We have to give up Arrows’s insistence on the distributional neutrality of

markets, namely that markets merely preserve the status quo distribution
of wealth at the initial endowment. Whether the inequalities emerging in
the trading process among identical people are of significant magnitude
remains an open question. Our simulation cannot speak to that question.
But as a theoretical proposition, the distribution neutrality of the perfectly
competitivemarket based on the law of one price, like the Auctioneer called
in to enforce the law, is a fiction.

CHECKPOINT 14.10 Markets generate inequality: Beyond distributional
neutrality Explain why, after bargaining with the other type, both As and
Bs in Figure 14.15 end up with different levels of wealth even though all As
started off with identical endowments, and the same is true of all the Bs.
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14.12 BARGAINING TO AN EFFICIENT OUTCOME:
THE COASE THEOREM
Our model of traders with limited information, buying and selling at what-
ever prices they can agree upon until there are nomore mutually beneficial
trades to be made suggests that bilateral bargaining may play a key role in
achieving a Pareto-efficient outcome for an economy.
Ronald Coase observed that even if some external effect cannot be cov-

ered in a contract, the economy can still reach a Pareto-efficient outcome
through bilateral exchanges as long as traders can bargain efficiently,
including bargaining over the uncompensated external effects. Our model
of competitive exchange is an example of Coase’s reasoning, as we have
assumed that any possible exchange with the potential to benefit both
traders will be implemented.

Coase versus standard approaches in economics and law
In the field called welfare economics, the standard approach to coordi-
nation failures of the type illustrated in Table 14.1 is that the government
should impose taxes or provide subsidies designed so that private economic
actors internalize the external benefits and costs of their actions on others.
The tax or subsidy transforms each person’s objective function and hence,
their utility- or profit-maximizing first-order conditions, so that each will
act as if they were taking account of the effects of their actions on others.
We saw an example of how taxes do this in Chapter 5 when each fisherman
was taxed by the government for each hour that they fished. The tax
reduced their fishing time to the Pareto-efficient level.

Figure 14.16 Ronald Coase
(1910–2013). You encountered
Coase’s contributions to
understanding firms in
Chapter 11. In accepting the
Nobel Prize in 1992 he
reminisced that as a young
man he had wondered: “How
did one reconcile the views
expressed by economists on
the role of the pricing system
and the impossibility of
successful central economic
planning with the
existence . . . of these
apparently planned societies,
firms, operating within our
own society.”19 Both legal
practice and economic theory
have been shaped by his
theory of bargaining.20

Image courtesy of Coase-Sandor
Institute for Law and Economics,
University of Chicago Law School.

Compelling arguments for “green taxes” and government-provided
schooling are routinely made on these grounds, invoking reasoning origi-
natingwith AlfredMarshall and A. C. Pigou (1877–1959) early in the twentieth
century. In legal theory, standard approaches to activities generating
external costs are to prohibit the activities or make those generating
the external costs legally responsible for (“liable for”) compensating those
harmed for the external costs inflicted on them. An example of a prohibition
would be requiring the replacement of incandescent light bulbs with LED
lighting to reduce greenhouse gas emissions. We used a liability rule in
Chapter 1 to get the fishermen to a Pareto-efficient outcome by making
each liable for the damage they caused the other.

WELFARE ECONOMICS A branch of economics that studies the effect of
economic policies and institutions on individual and societal well-being
(“welfare”).
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Table 14.2 Three approaches to internalizing external costs and benefits.

Approach Ways to internalize or limit external effects Examples

Welfare economics (Pigouvian) taxes and subsidies by
governments

Green taxes, public
education

Legal theory Prohibitions and liability (tort) law by courts Prohibition of incandescent
bulbs

Coase Bargaining by private parties Cap-and-trade
environmental policies

Coase provided a private alternative to governmental intervention
through taxes, subsidies, or prohibitions to address the problem of external
costs and benefits. He demonstrated that, under specific conditions,
entirely private transactions motivated by self-interest could accomplish
the same objectives. Table 14.2 summarizes approaches to coordination
failures including Coase’s contribution.
Coase reconsidered Pigou’s theory and ideas. In 1920, Pigou had explained

the role of costly external effects imposed on others by the example of a
railroadwhose engines caused sparks, lighting fires in the farmland through
which the train passed. The fires damage the crops and cost the farmers

❯ EXAMPLE Pigou did not
dream up his example of
trains igniting fires. In 1918,
the Cloquet-Moose Lake Fire
in Minnesota, US, was started
by sparks from a railroad; 453
people died and over 50,000
were displaced or injured.
More than 250,000 acres of
land burned and the fire
caused over $1.2 billion (in
2020 US dollars) in damage to
properties.21

lost profits.
Pigou had written that to internalize the external cost imposed on the

farmers the owners of the railroad should be liable for the damage caused
by the trains. If the owners of the railroad anticipated the liability, thiswould
induce them to account for the costs of their actions on others.
Coase responded that “if the railroad couldmake a bargain with everyone

having property adjoining the railway line and there were no costs involved
in making such bargains, it would not matter whether the railway was liable
for damages caused by fires or not.”22 We call this key assumption “no costs
involved in making such bargains” the Coase’s proviso.
This surprising conclusion is motivated by the following observation. If

the costs of the fires exceeded the cost of preventing the sparks (say, by
redesigning the engines), then even if the railroad was under no obligation
to prevent the fires, those whowere harmed could simply pay the railroad a
sufficiently large sum to induce them to agree to eliminate the fire damage,
and still be better off than before. Conversely, supposing that the farmers
had the right be be compensated for the fires, if the cost to the railroad
of controlling sparks is very high, the railroad could pay the neighboring
farmers not to cultivate the land near the tracks.
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You have already encountered Coase’s proviso—costless bargaining—
in the simulation model of competitive exchange where we assumed
that traders exchanged goods if there was a mutual benefit to be had.
If executing a trade involved, for example, substantial legal expenses—that
is transaction costs—then Coase’s proviso is violated.
Bargaining is costless when the parties to the bargain, such as traders in

an Edgeworth box interaction, do not incur costs in executing a trade other
than the price of the good exchanged. Costless bargaining—or as Coase
sometimes put it the lack of “impediments to bargaining”—is important,
and, unlikemanywho have invoked Coase against governmental regulation,
Coase himself stressed it: “if market transactions were costless all that
matters (questions of equity aside) is that the rights of the various parties
should be well defined and the results of legal actions easy to forecast.
But . . . the situation is quite differentwhenmarket transactions are so costly
as to make it difficult to change the arrangement of rights established by
the law.”23 What came to be called the Coase theorem achieves a seemingly

! reminder As the head
quote to Chapter 10 suggests,
Coase was scornful of
economic theories such as
the perfectly competitive
general equilibrium model or
our decentralized bargaining
model that assume the
absence of transactions costs.

dramatic extension of the theorems of welfare economics. Even where
contracts are incomplete and, as a result, uncompensated external effects
like those illustrated in Table 14.1 occur, efficient allocations can result from
bargains. The Coase theorem states that Pareto-efficient allocations occur
if the people affected can bargain efficiently over the rights governing the
actions that result in the external costs or benefits.

HISTORY Because there is
some controversy about what
the “theorem” means (as
Coase himself said, there is
no explicit “Coase theorem”),
it may be useful to consult its
author. In his 1992 Nobel
lecture, Coase wrote:
“What I showed . . . was that in
a regime of zero transactions
costs, an assumption of
standard economic theory,
negotiations between the
parties would lead to those
arrangements being made
which would maximize wealth,
and this irrespective of the
initial assignment of rights.”24

CHECKPOINT 14.11 The Coase theorem Explain Coase’s reasoning that in
the case of railway sparks igniting farmers’ fields, the external effect could
be internalized by private bargaining between the railroad owners and the
farmers as long as there were no transaction costs, irrespective of whether
the railroad initially had the right to emit the sparks or not.

TRANSACTION COSTS Costs that impede the bargaining process when contracts
are incomplete, including costs of acquiring information about the good to be
traded, and costs of enforcing a contract.

COSTLESS BARGAINING Bargaining is costless when the parties to the bargain
do not incur transaction costs in executing a trade other than the price of the
good exchanged. Efficient bargaining is often used interchangeably with the term
“costless bargaining.”

COASE THEOREM The Coase theorem states that Pareto-efficient allocations
will be implemented as long as transactions costs are absent, so that those
affected are able to bargain costlessly over the rights governing an exchange or
other interaction, independently of the initial assignment of these rights.
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14.13 AN EXAMPLE: HOW COASEAN BARGAINING
WORKS
Tounderstand the conditions underwhichCoase’s argumentwould be true,
think about a situation similar to one of the examples that Coase used when
he first introduced the idea.
Let’s consider two people: Anders and Bianca. Bianca operates a small

metalworking shop next to Anders’s yoga studio and when Bianca cuts
metal the loud noise disturbs the people practicing yoga next door. The loud
noise is a negative external effect (a cost) that Bianca imposes on Anders.
To explain what occurs we shall describe a set of payoffs for Anders

and Bianca depending on the actions they take. This will allow us to
construct game trees to explain what the Nash equilibrium outcomes of
the interaction will be. We consider two cases:

• Bianca has the initial rights: Bianca can use her loudmachinery—imposing
a cost on Anders—as much as she likes; he can bargain with her to get her
to restrict her usage.

• Anders has the initial rights: Anders has the right to restrict Bianca’s usage
of the machinery; she can bargain with him to allow her to use it.

Let’s say that if there is no bargaining, and if Bianca uses her metal-
cutting saw during the hours of operation of Anders’s yoga studio, then
Bianca receives a payoff of 5 and Anders 1. If she is restricted to not use
the machine when the yoga studio is open, then both get payoffs of 4.

Bargaining when Bianca has initial rights
Problems like this are sometimes addressed by what are called zoning laws,
which for example exclude “nuisance activities” such as garbage inciner-
ators or pig farms from residential neighborhoods or professional office
locations. Coase’s idea is that private bargaining rather than government
policies could get Bianca to internalize the external cost she imposes on
Anders, giving her the private incentive to operate her shop in a way that
does not disturb Anders’s yoga sessions.
The initial assignment of rights in this case is whether or not Bianca has

the right to generate as much noise as she wants, whenever she wants.
The possible bargains between her and Anders include a payment from one
to the other along with the transfer of the initial rights from one to the
other. For example, Bianca initially has the right to operate her machinery
in an unrestricted way, but she might be willing to give up that right—giving
Anders the right to restrict her use of the saw—if Anders paid her enough.
Remember, like any other exchange, for a bargain to be implemented

it must result in both parties being better off (or at least one of them
being better off and the other not worse off). This is because exchange is
voluntary. Both parties must accept the deal. So the result of the bargain
must be a Pareto improvement over the result that would occur without
the bargain.
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Figure 14.17 The case of bargaining between Anders and Bianca when Bianca
initially has the right to use her machine unrestrictedly. Anders is the first mover,
with his decision branches and payoffs in blue. Bianca is the second mover, with
her decision branches and payoffs in red. Anders can Bargain (to restrict) or not. If
Anders bargains, Bianca can accept or reject the bargain. If Anders does not
bargain, Bianca can Restrict voluntarily or choose to Use unrestricted. Panel (a)
shows the game without the solution; panel (b) shows the solution to the game
with the pruned branches faded out and the Nash equilibrium shown as (Bargain
(to restrict), Accept).
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The game tree in Figure 14.17 illustrates the case in which Bianca has the
right to unrestricted use of her metal saw. At the top of the tree Anders can
choose either:

• Don’t bargain with Bianca to get her to restrict her usage of the machin-
ery; or

• Bargain (to restrict) and offer her 2 to restrict her use of the machinery.

If he offers this bargain, then, moving down the game tree, Bianca has the
choice between:

• Reject Anders’s offer and exercise her right to unrestricted use of her
machinery; or

• Accept the bargain and Restrict.

On the right branch of the tree, Anders does not bargain, and Bianca then
chooses between:

• Restrict: to limit her usage of the metal-cutting saw; or

• Use unrestricted: meaning use her metal-cutting saw whenever she
pleases.



OUP CORRECTED PROOF – FINAL, 11/9/2021, SPi

An Example: How Coasean Bargaining Works 839

The numbers at the end of the branches are the payoffs to the two people:
Anders’s in blue, Bianca’s in red. You already know that if Anders does not
bargain and Bianca chooses Use then Anders gets 1 and Bianca gets 5, while
if Bianca restricts they both get 4.
On the left branch of the tree, that is, if Anders chooses Bargain (to

restrict) offering Bianca 2 to not use her saw the outcomes are as follows:

• If Bianca rejects the offer and retains unrestricted rights to use her
machine, then she gets 5 and Anders gets 1.

• But if she accepts his offer, then before being paid by Anders Bianca gets
4 and then with the payment from Anders she gets 4+ 2 = 6; as a result,
Anders gets 4− 2 = 2.

How would this game be played if both Anders and Bianca cared only about
their own payoffs? To find the outcome of the game, look for the Nash
equilibrium, that is, an outcome resulting from Bianca’s choice being a best
response to Anders’s choice and Anders’s choice also being a best response
to what he can anticipate will be Bianca’s choice.
Anders is the first mover. To decide what to do, Anders anticipates what

Biancawill do in response. He goes directly to the payoffs. The best he could
do is to get 4, that is, if he did not bargain and Bianca chooses Restrict. But,
then, looking at Bianca’s payoffs, he can see that if he does not bargain, she
will choose Use, because she will then get 5 rather than 4. And he will get 1.
So Anders now considers the bargaining option. The best he can do is 2,

that is if Bianca accepts his bargain. To figure out if she will, he needs to
consider how Bianca will make her choice. Bianca would think that she can
get 5 if she chooses Reject and can use her machine in an unrestricted way.
But she could get 6 if Anders offers her 2 to secure an agreement to restrict
her use (that is, her payoff of 4 if she restricts plus the 2 that Anders offers
in this case).
Anders will be better off bargaining with Bianca, giving her 2, to Restrict

and ending up with the 4 he gets if Bianca chooses Restrict, minus the 2 he
pays to Bianca, or 2 for himself, which is better than the 1 he would get if
Bianca chose to Reject his offer. So the outcome of the gamewill be (Bargain
(to restrict), Accept) with the total payoffs of the two being 6+ 2 = 8,
which is larger than the total payoffs of the two, or 5+ 1 = 6, without the
bargain.
Coase’s point, “negotiations between the parties would lead to those

arrangements being made which would maximize wealth,” applied here,
means that the noise problem would be solved by the bargaining process
providing Bianca’s incentives for Accept a bargain and restrict the use of the
machine that imposes the negative external effect. This is true even though
she has the right to use her machine in an unrestricted way (she was free
to Reject Anders’s offer).
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Bargaining when Anders has initial rights
Now consider the alternative case in which Bianca initially does not have
the unrestricted right to use her metal saw. Could she bargain with Anders
to get that right?
Figure 14.18 shows that the answer is “no.” Alternatively, Bianca could

propose to Anders to transfer the right to unrestricted use to herself, in
return for a payment from Bianca to Anders. Recall that if Bianca has the
right to unrestricted use, she receives a payoff of 5 and Anders receives
a payoff of 1. Suppose Bianca offers Anders half of what she would gain by
unrestricted use of hermachines. Thiswould be 0.5, as, without the bargain,
Bianca was receiving a payoff of 4.
In this case, Bianca would receive a payoff of 4.5, which is better off than

she was without the bargain. Anders, however, would only receive a payoff
of 1.5, which isworse off than hewaswithout the bargain, where he received
a payoff of 4. He would thus reject Bianca’s offer.
Is there any offer he wouldn’t reject? Consider Anders’s fallback option:

he can get a payoff of 4 if he rejects the offer, lets the initial assignment of
rights do its work, and Bianca has to Restrict. He therefore needs a payoff
of at least 4 when he transfers the right to her.
We saw in Figure 14.17 that if Bianca Rejects when Anders offered a

Bargain, Anders would get a payoff of 1. The difference between 1 and 4 tells

Figure 14.18 Bargaining to allow when Anders has the initial rights to limit
Bianca’s use of her machine. Bianca is the first-mover with her decision branches
in red. Anders is the second mover with his decision branches in blue. Bianca can
Bargain (to allow) or not. If Bianca bargains with Anders, Anders can accept or
reject the bargain. Panel (a) shows the game without the solution; panel
(b) shows the solution to the game with the pruned branches faded out. Bianca
will restrict at either solution.
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us how much Bianca would have to pay him: 4− 1 = 3 is the least amount
Bianca could pay.
But if Bianca paid Anders 3 (allowing her unrestricted use of her noisy

machines), she would end up with 5−3 = 2. A payoff of 2 is less than if
she had voluntarily chosen to restrict, where she gets 4 and Anders gets 4.
Bianca would not offer this bargain, and will Restrict with a payoff (of (4,4)).
Figure 14.19 allows us to visualize our main result in a different way: that,

whether Bianca or Anders has the initial right, bargaining (or not bargaining)
will lead to the same outcome—Bianca restricting her use of machines, with
a total combined wealth of 8. This is what Coase meant by writing that the
external effect will be internalized “irrespective of the initial assignment of
rights.”
The initial distribution of rights, however, does matter in terms of who

gets what. Points n in panel (a) and za in panel (b) of Figure 14.19 are our
two solutions, where Bianca has the initial right and Anders has the initial
right respectively. We can see that in both cases total combined wealth
will be 8. However, the distribution of wealth differs. When Bianca has the

Figure 14.19 The distribution of payoffs depends on the initial assignment of
rights. In panel (a), we show the case where Bianca has the initial right to use her
machines and Anders seeks to bargain with her. zb shows the fallback position
with no bargain, and the yellow-shaded area shows all possible Pareto-improving
bargains, n being the particular solution to our game. The green line shows the
feasible frontier for payoffs to Bianca and Anders if they arrive at an agreement to
restrict Bianca’s use of the machine. In panel (b), Anders has the initial right to
restrict Bianca’s use of the machine, and Bianca seeks to bargain with him. za
shows the fallback position with no bargain, which is more than any of the points
on the feasible frontier if they arrive at an agreement to allow Bianca to use the
machine without restriction. Therefore, they will not enter into this agreement.
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initial right, she gets a payoff of 6, while Anders gets a payoff of 2. When
Anders has the initial right, they both receive a payoff of 4.

CHECKPOINT 14.12 Explaining the payoffs

a. What is the smallest payment that Anders could have offered to Bianca
that would have led her to agree to the bargain and choose Restrict?

b. Suppose that Bianca has the unrestricted right to operate her machine,
that Anders plans to operate his yoga studio for just one year, and the
payoffs shown are for the year. Use Figure 14.19 to explain how much
Anders would be willing to pay if he could bribe the city government to
amend the zoning law so as to withdraw Bianca’s unrestricted right.

Coasean bargaining: Why it works and why it might not
Looking at the two cases in which Bianca had or did not have unrestricted
rights, the outcome—Restrict—occurs independently of who had the initial
rights. Notice that the outcome with bargaining when she did have the
rights, with payoffs (2,6) is Pareto superior to the outcome in that same
case without bargaining with payoffs (1,5). But the payoffs when Bianca has
the right to Accept and use her machines in an unrestricted way (2,6) are
not Pareto superior to the outcome inwhich she did not have that right (4,4).
The Pareto improvement shows the Coase theorem in action. As long as

the two parties can bargain costlessly:

• The assignment of rights does not affect efficiency: Bargaining will inter-
nalize the external costs and the inefficiency will be addressed indepen-
dently of the initial assignment of rights.

• The assignment of rights does affect distribution: who has the rights will
affect the distribution of payoffs. Bianca does better and Anders does
worse when Bianca has the right to the unrestricted use of the machine.

As Coase said, the reason why bargaining will implement the Restrict
outcome is that the total payoffs under restrict (8) exceed the payoffs when
Bianca plays Unrestricted (6). The difference between the two is the sum of
two effects:

• the external cost to Anders of unrestricted use of Bianca’s machine, that
is, the difference in Anders’s payoffs under Restrict and Unrestricted
(4− 1 = 3); and

• the opportunity cost of Bianca restricting his use of the machine, that is,
the difference between Bianca’s payoffs under Unrestricted and Restrict
(5− 4 = 1).

HISTORY In a paper
published in 1960 (one of the
two that won him the Nobel
Prize in economics three
decades later) Coase wrote
that the idea on which his
theorem is based, namely,
that there were no costs of
bargaining, was “a very
unrealistic assumption.”25 To
carry out a market transaction
people need to discover who
it is that one wishes to deal
with, to inform people that
one wishes to deal and on
what terms, to conduct
negotiations leading up to a
bargain, to draw up the
contract, to undertake the
inspection needed to make
sure that the terms of the
contract are being observed,
and so on.

Restricting Bianca’s use of themachine—eliminating the external cost in the
first bullet above—will benefit Anders by 3 but cost Bianca just 1. Whoever



OUP CORRECTED PROOF – FINAL, 11/9/2021, SPi

An Example: How Coasean Bargaining Works 843

has the initial rights, there will be some bargain that will result in the use
being restricted.
But in stating his “theorem” Coase was careful to assume that “there are

no costs involved in making such bargains.” Letting the example be a little
bit more realistic makes it clear why.

• Bargaining is costly.

• People affected are many and diverse.

• People adversely affected face a coordination problem.

Bargaining is costly. Imagine that Anders and Bianca are not neighbors
able to bargain informallywith one another at virtually zero cost but instead
hire teams of lawyers to bargain on their behalf.

❯ EXAMPLE Imagine
Bianca’s metalworking studio
had two more neighbors: say
Caroline’s Hair Salon and
Deepal’s Law Offices. Caroline
plays music and so isn’t as
badly affected as Anders.
Deepal really suffers from the
noisy machines and it affects
her ability to keep law clients.
So there are differential
harms which would make it
difficult for all three of
Bianca’s neighbors to agree
on a common bargain.Return to the left panel of the figure: assume that legal fees are three

times any amount transferred, and ask if bargaining will succeed in imple-
menting the outcome (Bargain, Restrict). Remember this occurred because
Anders paid Bianca 2 to secure her agreement to Restrict. Studying the
payoffs, you will see that he could have offered Bianca just a little more
than 1 (so that Bianca would get a bit more than 5 if she chose Restrict). But
even paying this lesser amount (just 1) to Bianca, along with the legal fees
would cost Anders a total of 4, leaving him with a payoff of zero, which is
worse than what he would get if Bianca chose Unrestricted. So there would
be no agreement that Anders could have offered that would benefit both
and so be both proposed and accepted.
People adversely affected are many and diverse. A second step in the

direction of realism provides another reason why Coase’s zero bargaining
costs assumption is not generally applicable. Pigou’s example of the railroad
company and the farmers along the train’s route is a good one because at
least on one side of the interaction there are a large number of people (in
this case the farmers).
Before bargaining with the railroad company, the farmers would have to

agree with one another, perhaps bargaining about which farmers should
pay more or less of the costs of securing the railroad’s agreement to
redesign their engines, if that is the solution. Even if the external costs
imposed on the farmers exceeded the opportunity cost to the railroad of
redesigning the engines to avoid the fires, the costs in legal fees and the
farmers’ own time could be large enough so that no bargain could be struck,
and the railroad would continue causing the farmers’ crops to burn.
People adversely affected face a coordination problem. Related to the pre-

vious problem, as the number of people bearing an external cost increases,
the likelihood that they can coordinate to bargain with the party imposing
the costs decreases. This problem is sometimes called the problem of
concentrated benefits and diffuse costs. The person imposing the cost on
others—Bianca in this case—received concentrated benefits from being able
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to run her machine (the profit she makes from doing so). But, if instead of
affecting Anders alone, Bianca’s actions affected Anders, Caroline, Deepal,
Erkan, Friederike, and many others each of whom bore some costs, but
not that great a cost individually, then the costs are diffused among many
people.
If one or some of themwere able to reach a bargainwith Bianca to restrict

her activities, the result of the bargain itself would be a public good (non-
rival and non-excludable, as discussed in Chapters 1 and 5). Each person
would therefore have an incentive to free ride on the efforts of others
to bargain with Bianca: obtaining the benefits without paying the costs.
This means bargaining itself is a coordination problem. We explore this
dynamic further in Chapter 16 and explain why it is hard to design policies
to overcome such problems of coordinating collective action among many
people who bear costs they’d rather others incur.

CHECKPOINT 14.13 Bargaining to allow external effects Think about a
case different from that shown in Figure 14.18 in which the payoff to Bianca
from Unrestricted is much larger, 10, which means that the opportunity cost
of restricting (that is 6, or 10 minus the 4 she gets if she chooses Restrict)
is much greater. The payoff to Anders if Bianca is unrestricted is, as before,
1. Using the reasoning above but with these different payoffs:

a. Show that if the two can bargain, then Bianca will make unrestricted use
of her machinery whether she initially has the right to do so or not.

b. If Bianca did not have the unrestricted right to use the machine and if
Anders could make a take-it-or-leave-it (TIOLI) offer to Bianca to grant
her permission to unrestricted use of the machine, what bargain would
he offer?

c. If Bianca did have the unrestricted right to use her machine explain why
Anders cannot bargain with Bianca to secure her agreement to Restrict.

14.14 APPLICATION: BARGAINING OVER A
CURFEW
Anders’s and Bianca’s simple game tree clarified the basic idea of Coase’s
bargaining model, but most bargaining problems involve strategy sets with
a much greater range of choices than Restrict, Use unrestricted, Accept,
Reject, and so on. Most bargaining models involve strategies like we have
considered when studying firms’ choices of output, how much time people
spend exploiting the fishing stock, and similar choices in which the action
of a player can vary over a wide range.
To see how we can use Coasean reasoning in cases like this we introduce

a new setting.26
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The neighbors’ utilities and indifference curves
Anna (A) and Bertolt (B) are neighbors. Bertolt enjoys playing loudmusic late
into the night, while Anna worships the rising sun, and hence wants to go
to sleep early. The coordination problem they face arises from the negative
external effect that Bertolt’s music imposes on Anna, similar to the noise of
Bianca’s metal saw disturbing Anders’s yoga sessions.
A government-imposed curfew is proposed specifying the time of night,

T, after which no music is to be played. If A could determine the curfew she
would set T = TA = 9 p.m., while B would select T = TB = 3 a.m.

M-CHECK So as to be able
to write TB > TA , and to
construct the figures below
we let TA = 9 p.m. take a value
of 1 and TB, that is 3 a.m. or
six hours later as 1+6 = 7.

The time at which the curfew is set is the initial assignment of rights.
For example if T = TB, then Bertolt has the unrestricted right to play music
whenever he would like. Or, if T = TA, then Anna has the initial rights and
can have Bertolt charged with a violation of the curfew if his music disturbs
her sleep.
The curfew law has a proviso that the curfew can be reset if the two

neighbors can agree on the time. This means that supposing the curfew
was set at T = TA Bertolt could offer Anna a sum of money to secure her
agreement to a later curfew.
Here is the game (we do not specify the rules under which they may

bargain as that would not add any insights to the model):

• The city’s mayor sets a curfew TA ≤ T ≤ TB and informs A and B.

• If T < TB, then B can offer to transfer a sum of money to A in return for
her agreeing to some later curfew (reducing his income left over).

• If T > TA, then A can offer to transfer a sum of money to B in return for
his agreeing to some earlier curfew (reducing her income left over).

• If one of these offered bargains is accepted by the other, then the mayor
is informed of the new agreed upon curfew time, the transfer of funds (if
any) occurs, and the two neighbors enjoy the utilities shown below

• This ends the game.

Letting α and β be positive constants indicating the importance of the
curfew time relative to income in the well-being of each (the relative
intensity of their preferences) here are their utility functions.

Anna’s utility: uA(T,y) = y−α(TA −T)2 (14.10)

Bertolt’s utility: uB(T,y) = −y−β(TB −T)2 (14.11)

M-CHECK You can see from
the utility functions and the
indifference curves that for
both of them the curfew could
be either too early or too late:
Anna would not like to be
prohibited from playing music
prior to 9 p.m. and Bertholt
would not like to be bothered
by loud music after 3 a.m.

The term y is a transfer from Bertolt to Anna. Where y takes a negative
value it is a transfer from in the other direction, from Anna to Bertolt. For
simplicity, we let α+β = 1. The two utility functions are quasi-linear, so that
transfers of y are equivalent to transfers of utility, and the marginal utility
of income is a constant equal to one. The neighbors’ indifference curves
are shown in Figures 14.20 (a) and (b). The vertical axis in both cases is
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Figure 14.20 Indifference curves for Anna and Bertolt over payments and the
curfew time. The difference in income yA = y in panel (a) is Bertolt’s payment to
Anna. In panel (b) the difference in income yB = −y is Anna’s payment to Bertolt.
Anna dislikes any curfew later than 9 p.m., so for a later curfew to be equivalent to
the earlier one for her it would have to come along with a payment from Bertolt.
This is why her indifference curves slope upwards in the after 9 p.m. portion of
the figure. A similar reasoning explains why the indifference curves for Bertolt,
who dislikes curfews earlier than 3 a.m., slope downward in the portion of the
figure before 3 a.m.
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the change in income. A positive y-coordinate indicates that the person
is receiving income from the other; a negative coordinate means that they
are paying the other.
We can see that for Anna, after 9 p.m:

• Later curfew times are a bad.

• Payments from Bertolt (positive values on the vertical axis) are a good
(alternatively, paying Bertolt (y < 0)) reduces her utility.

• Her indifference curves therefore slope upward.

For Bertolt, before 3 a.m:

• Later curfew times are a good.

• A payment from Anna (that is, some y < 0) is also a good (alternatively,
paying Anna, (y > 0)) is a bad.

• His indifference curves therefore slope downward.

Given the conflict of interest between the neighbors about the curfew
time, the best an Impartial Spectator such as themayor of the town inwhich
Anna andBertolt live, can do is tominimize the level of disutility each incurs,
as we now show.
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CHECKPOINT 14.14 Conflicts of interest

a. Why are Anna’s indifference curves downward-sloping for times earlier
than 9 p.m.?

b. Why are Bertolt’s indifference curves upward-sloping for times later than
3 a.m.?

c. Explain why (for both of them) the indifference curves are flat for their
preferred curfew time.

d. Explain why the utility associated with Anna’s indifference curves is less
for curves farther to the right after 9 p.m. and is also less for curves
farther down.

A mayor proposes a curfew between two conflicting
neighbors
The mayor of the town faced with this conflict of interest among the (only)
two citizens consults Adam Smith’s Impartial Spectator. As you recall from
meeting her in earlier chapters, the Impartial Spectator places an equal
value on the well-being of all citizens. As a result she suggests that the
mayor set T to maximize total social utility,W = uA +uB.

!reminder In Chapter 5, the
Impartial Spectator had a
social welfare function,W,
that was the sum of the
players’ utilities as it is here.
In Chapter 4 it was a
Cobb-Douglas function.

Accepting this idea and assuming that he knows the utility functions of
the two citizens, we now explain why the mayor will choose the curfew, Ti

(the i superscript is for impartial):

Socially optimal curfew Ti = αTA +βTB (14.12)

This is a weighted sum of the two preferred curfew times. If α = β
(meaning the time of the curfew is equally important to the two citizens),
the socially optimal curfew is halfway between the two neighbors’ preferred
times.
Figure 14.21 shows how Ti is determined. To see why midnight is the

socially optimal curfew, imagine that an earlier curfew were imposed, for
example, T′ = 10:30 p.m. Then comparing points g and h in Figure 14.21 we
see that the marginal disutility to A of a later curfew (that is, −uAT(T′) shown
as point h) would be less than themarginal utility to B of a later curfew (that
is, uBT(T′), point g) or

−uAT(T′) < uBT(T′) (14.13)

A’s marginal disutility of a later curfew < B’s marginal utility of a later curfew

Marginal cost of a later curfew < Marginal benefit of a later curfew

We can also interpret Equation 14.13 to say that B’s willingness to pay for
a slightly later curfew (the right side of the equation) is greater than A’s
willingness to accept a later curfew, that is, the least amount that she would
accept in return for agreeing to a later curfew.
So the benefits of extending the curfew to a later hour exceed the

costs, and some later curfew would be socially optimal. Similar reasoning
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Figure 14.21 The socially optimal curfew. The horizontal axis is the time of the
curfew. The upward-rising line is A’s marginal disutility of a later curfew, which is
zero if the curfew is 9 p.m. and it rises the later is the curfew. B’s marginal utility
of a later curfew is substantial when the curfew is early and it declines to zero
when the curfew is B’s ideal time, 3 a.m. The socially optimal curfew Ti is the time
that equates these two quantities.

TA = 9 p.m. T′ Ti = 12 a.m. TB = 3 a.m.
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applies to the reverse case—a curfew later than is socially optimal so that
the marginal benefits of an earlier curfew exceed the marginal costs. The
conclusion is that the socially optimal curfew is the value (Ti) such that:

−uAT(Ti) = uBT(Ti) (14.14)

or, the marginal disutility (to A) of a later curfew equals the marginal utility
(to B) of a later curfew.

M-NOTE 14.2 The socially optimal curfew

The mayor wishes to impose the socially optimal curfew, taking account of
both Anna’s and Bertolt’s preferences in her social welfare function,W.

W = uA +uB

W = y−α(TA −T)2 − y−β(TB −T)2

W = −α(TA −T)2 −β(TB −T)2 (14.15)

To find the maximum total social welfare, we differentiate Equation 14.15 with
respect to T and set the result equal to zero.

𝜕W
𝜕T = 2α(TA −T) + 2β(TB −T) = 0 (14.16)

continued
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We can rearrange this to read

−2α(TA −T)⏟⎵⎵⏟⎵⎵⏟
−uAT

= 2β(TB −T)⏟⎵⎵⏟⎵⎵⏟
uBT

(14.17)

A’s marginal disutility of a later curfew = B’s marginal utility of a
later curfew

The left-hand side of Equation 14.17 is the green upward sloped line in Figure
14.21; the right-hand side of the equation is the downward sloped blue line in
the figure.
To find the socially optimal curfew (Ti) that is implied by this procedure,

divide Equation 14.16 by 2 and isolate the T terms:

αT+βT = αTA +βTB

T(α+β) = αTA +βTB

Ti = αTA +βTB

α+β (14.18)

We have assumed α+β = 1, so Ti = αTA +βTB (14.19)

CHECKPOINT 14.15 The socially optimal curfew

a. Use the text and Equation 14.13 to explain why a curfew later than Ti

would not be socially optimal.

b. Suppose that Anna cared less about uninterrupted sleep than Bertolt
cared about uninterrupted music, so that α < β. Redraw Figure 14.21 to
reflect this new situation and explain how the socially optimal curfew is
affected.

Private bargaining
The Coase theorem says that it doesn’t matter for Pareto efficiency which
of the two determines the curfew or even if some third party determines it
as long as the two can efficiently bargain to rearrange the relevant property
rights, meaning in this case, the curfew itself. Suppose the bargaining

! reminder Bargaining is
efficient if the allocation
resulting from the bargain is
Pareto efficient. Coase
described efficient bargaining
as “costless” or the absence
of impediments to bargaining.

takes the form of either neighbor paying the other an amount of money.
For example B pays y to A in return for A agreeing to a later curfew than
whatever is initially announced (with y > 0 being a payment from B to A,
y < 0 would be a payment from A to B for an earlier curfew). Would private
bargaining achieve the same result as the curfew chosen by the impartial
spectator?
Figure 14.22 illustrates the possibilities of a bargain between the two. The

! reminder As we did in
constructing the earlier
Edgeworth boxes, Figure 14.22
is based on Figure 14.20 but
with Bertolt’s vertical axis
scale and indifference curves
inverted.

solid horizontal curfew-time line at y = 0 is the case in which no money
changes hands. Points a and b correspond to each neighbor’s preferred
curfew time: Anna’s at 9 p.m. (with indifference curves uAa for her and uBa
for Bertolt) and Bertolt’s at 3 a.m. (with indifference curves uBb for him
and uAb for Anna). The vertical dimension as before represents a possible
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Figure 14.22 Indifference curves at different endowments and at the allocation
chosen by the mayor (impartial spectator). The horizontal axis is the time of the
curfew (T), with TA and TB indicating A’s and B’s preferred curfews. The vertical
axis shows the transfers between A and B in terms of money (y). Ti is the social
optimum. As with any Edgeworth box, each point in the figure is an allocation
experienced by both A and B, that is, a curfew T and a transfer from B to A, y
(which if y < 0 is a transfer from A to B.)
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transfer between the two, points above the horizontal curfew-time line
being allocations with transfers from B to A, and those below the line,
transfers from A to B. Any point in the figure is an allocation, that is a
bundle of (T,y) experienced by each of the citizens. Figure 14.22 is another
Edgeworth box of the kind that you have already seen in this and earlier
chapters. But here what is being traded is not two goods, or a good and
money, but instead a legal right—to play music or to have uninterrupted
sleep—and money.
The impartial spectator’s choice—a midnight curfew—is shown by point

i on the curfew-time line where neither transfers money to the other
and each has a utility uA4 = uB4 = 4.5. The Pareto efficient curve is all of the
allocations at which the curfew is at midnight and where the neighbors’
indifference curves are tangent ormrsA(T,y) =mrsB(T,y). As in Figure 14.20,
because the marginal utility of income is constant for both people (due
to their quasi-linear utility functions) the indifference curves are vertical
displacements of one another.
So, other tangencies can be found along a vertical line through midnight

on the curfew-time line, giving the Pareto-efficient curve. Pareto-efficient

M-CHECK The
Pareto-efficient curve is
vertical here for the same
reason that it was in Figure
14.11 and other figures earlier
in the chapter. Because with
the quasi-linear utility
function, the marginal utility
of y is uAy = 1 and uBy = −1, the
marginal rates of substitution
based on the ratios uT

uy
are

simply uT . This is why in
Figure 14.20 the expressions
for the slopes of the
indifference curves do not
include y.
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outcomes will set the curfew at midnight, but differ in the payments
between the neighbors.
We introduced the Impartial Spectator as a thought experiment, to

determine what the socially optimal curfew would be. But returning to the
real lives of our citizens, consider what would appear to be the worst case,
no curfew at all, whichmeans that in the absence of any bargaining between
the two, B will impose loud music on A until TB o’clock every night (3 a.m.).
That is, Bertolt has the initial rights just like Bianca did in the previous
example to run her machine whenever she wanted to unless Anders struck
a bargain with her.
To see if Bertolt and Annamight strike a bargain, consider the interaction

between the two as illustrated in Figure 14.23. As in the previous figure, the
time of the curfew (T) is on the horizontal axis and the difference in incomes
for A and B are measured vertically.
If B has the right to play music as late as he wants, then the initial

endowment is point bwhere there is no curfew and no transfer. The values
of the fallback options of the two—their utility if no bargain is struck—are
shown by the indifference curves uA1 and uB5 (these are equivalent to uAb and
uBb in 14.22). These are the participation constraints limiting the bargains
that they might voluntarily agree to. The area between them shaded in
yellow is the Pareto-improving lens: each point in the lens is an allocation
different from the no-bargain outcome at which both would be better off.
Using Equations 14.10 and 14.11 we see that if the status quo curfew is TB,

B gets utility 0 while A gets −18. Both would prefer any point in the Pareto-
improving lens. We do not know what bargain the two traders will agree
to. The bargain will depend on the institutions and norms governing the
bargaining process. Here is an example. Suppose B can make a take it-or-
leave-it (TIOLI) offer to A.

! reminder A negative y
means A transfers to B,
whereas a positive y would
mean B transfers to A.

Referring to Figure 14.23:

• B will require A pay B the amount y = −15 (A has a negative income
difference yA = −15 and B a positive with yB = 15).

• B will agree to a curfew set at Ti = 4 (midnight).

• The outcome will be uA
tB
= −18,uB

tB
= 9.

The result is that:

• the curfew is set at the Pareto efficient time because the two bargained
efficiently; and

• all of the gains from the bargaining between A and B have been captured
by B because the bargaining rules allowed B to make a TIOLI offer.

From this we can see that Bertolt had two distinct advantages: the initial
assignment of rights (he was free to play music as late as he wished) and
superior bargaining power (he could make a TIOLI offer).
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Figure 14.23 Optimal Coasean bargaining. The horizontal axis is the time of the
curfew (T), with TA and TB indicating A’s and B’s preferred curfews. The vertical
axis shows the money transfers from B to A (y). Midnight is the social optimum
and the Pareto-efficient curfew. The initial endowment is point b, which means
that B has the right to play music as late as he wants (3 a.m.) If they arrive at a
negotiated solution to split the rents 50-50, then they will arrive at point v. We
assumed TA = 1 (9 p.m.),TB = 7 (3 a.m.),α = 1
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Even without TIOLI power, however, Bertolt would have done very well
due to the initial assignment of rights. Had the two split the rents from
their bargaining equally, both gaining 4.5 over their fallback option—shown
by point v in Figure 14.24—the utilities at the bargained allocation would
have been uA = −13.5,uB = 4.5.

M-CHECK The
Pareto-improving lens must
exist because at T = TB,
duB/dT = 0 (TB is B’s
preferred curfew time) while
duA/dT < 0 (A would benefit
from an earlier curfew). So the
marginal cost to B of a slightly
earlier curfew is virtually zero,
and as a result there will exist
some combination of an
earlier curfew dT < 0 and
some payment from A to B −y
that will make both better off.

CHECKPOINT 14.16 Switching the initial rights Instead of Bertolt having
initial rights as in Figure 14.21, assume that Anna had initial rights to impose
a curfew at 9 p.m. and that Bertolt could offer her a bargain to extend the
curfew to midnight.

a. Show on Figure 14.22 what the Pareto-improving lens would be.

b. Show the TIOLI offers each would make to the other were a bargain to
be made.

c. Indicate an equal sharing of the rents bargain when neither of them has
TIOLI power.
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Efficient Coasean bargaining and the bargaining set ! reminder In Chapter 4 we
used the utility possibilities
frontier when discussing the
choices the Impartial
Spectator might make about
which Pareto-efficient
outcome to choose depending
on their social welfare
function. Those outcomes that
were Pareto efficient lay on
the utility possibilities
frontier. If bargaining is
efficient, the result will be one
of the points on the utility
possibilities frontier.

What we do know—here is the Coasean condition for an agreement—is
that if the institutions and norms governing the bargaining process allow
Pareto-efficient bargains, then the outcomewill be Pareto efficient. That is,
the allocation of goods and income resulting from traders bargaining with
each other will be an allocation along the Pareto-efficient curve within the
Pareto-improving lens.
Figure 14.24 shows the utility possibilities frontier and the bargaining set

for the allocations of time and money. Because Figure 14.24 is in terms of
utility it depicts the surplus that the players can obtain as a consequence
of trading: the gains from exchange. The Pareto-improving lens in Figure
14.23 in terms of allocations of the curfew and money corresponds to the
utilities in the yellow-shaded Pareto-improving triangle in Figure 14.24.

Figure 14.24 The utility possibilities frontier and bargaining set that results
from the Coasean bargaining. The triangle in yellow is the bargaining set and
corresponds to the Pareto-improving lens in Figure 14.23, similar to the
Pareto-improving set and utility possibilities frontier you’ve seen in Figure 4.6 in
Chapter 4. Points a, b, tA , tB , i, and v correspond to the same points in Figures
14.22 and 14.23, but now represent the utilities at each allocation rather than the
curfew time (T) and differences in income (yA and yB). Point b is the no-bargain
fallback option. Point tB is the outcome of the bargaining when B has TIOLI power.
Point v corresponds to the implementation of the Pareto-optimal curfew after A
makes a payment to B.
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To see why this has to be true, imagine that the two had settled on some
curfew other than Ti, say T′, in Figure 14.21. A would be willing to pay B to
further reduce T, themaximumpayment offered by A (uA(T′)) exceeding the
minimum acceptable to B (uB(T′)). The outcomes consistent with efficient
Coasean bargaining differ from the standpoint of distribution, but all are
Pareto efficient as Coase put it, “irrespective of the initial assignment of
rights.”27

Wealth and credit constraints on Coasean bargaining
In our model so far, from the standpoint of Pareto efficiency Coase is right:
who holds the property rights does not matter (“questions of equity aside”).
But our result illustrating the Coase theorem—showing that the Pareto-
efficient allocation results irrespective of the initial assignment of rights—
depends on a critical assumption. We assumed that Anna had the funds
necessary to pay Bertolt 15. But we know from Chapter 12 that many people
are credit-constrained or credit-market excluded. So it could be that A is
not wealthy and does not have (and cannot borrow) the funds necessary to
compensate B.
If Anna’s exclusion fromcreditmarkets had constrained her to pay Bertolt

nomore than 1, while Bertolt waswealthy enough to be unconstrained, then
the initial assignment of rights would have mattered.
In this case if the status quo—no bargain—fallback position had been a

9 p.m. curfew instead of 3 a.m. curfew, then the two could have bargained
to the Pareto-efficient midnight curfew, Bertolt compensating Anna 15 for
agreeing to the postponement of the curfew. But if Bertolt initially had the
right to play music as late as he pleased, Anna would not have had the funds
necessary to compensate him sufficiently to secure his agreement to turn
off the music at midnight. In this case the initial assignment of rights does
affect the Pareto efficiency of the Nash equilibrium.

CHECKPOINT 14.17 Wealth constraints on efficient bargaining Use Fig-
ure 14.23 to do the following:

a. Show the feasible set of Pareto-improving bargains if A is unable to
transfer more than 1 to B, and if the initial assignment of rights is a
3 a.m. curfew.

b. Explain why this means that the result of their bargaining will not be a
Pareto-efficient allocation.

14.15 BARGAINING, MARKETS, AND PUBLIC
POLICY
The Coase theorem shares with the second welfare theorem the idea that
a Pareto-efficient Nash equilibrium can be implemented irrespective of
the distribution of wealth (whether that takes the form of an endowment
allocation of goods or the initial curfew). The mechanisms ensuring this
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result differ—perfect competition and complete contracts for the second
theorem and efficient bargaining for the Coase theorem. But the effect is
the same: to separate the questions of efficiency and fairness.
Economists have for themost partwelcomed the resulting opportunity to

focus on questions of efficiency, while setting aside fairness. But the domain
in real economies forwhich theCoase theoremappliesmay be quite limited.
This is due not only to the limited wealth and credit market exclusion
or quantity constraints of some actors, but also to the fact that efficient
bargaining requires that whatever is agreed upon be part of a complete and
enforceable contract.

HISTORY Coase’s
contribution proved
controversial, in large
measure because it was used
to advocate a limited role for
government in addressing
market failures. James
Buchanan and Gordon Tullock
wrote: “If the costs of
organizing decisions should
be zero, all externalities
would be eliminated by
voluntary private behavior
regardless of the initial
structure of property rights.
There would, in this case, be
no rational basis for state or
collective action beyond the
initial minimum delineation
of the power of individual
disposition over resources.”28

Advocates of a lesser
economic role of government
often favored the conclusion
and often forgot the “if”
clause on which it is based.

Among the more surprising claims said to be based on Coase’s reasoning
is that the assignment of property rights is efficient in actual economies.
However, when the Coase theorem is presented sufficiently precisely to
be correct, all it says is that if there are no impediments for traders
to bargain efficiently, then outcomes will be Pareto efficient. This seems
disappointingly similar to the first welfare theorem.29 The conditions under
which the Coase theorem holds—no impediments to efficient bargaining—
include complete contracting in whatever the bargain is about. This has led
to a concern that:

• Where the Coase theoremworks, the welfare theorems also hold, and the
Coase theorem is unnecessary.

• Where the welfare theorems fail (due to contractual incompleteness), the
zero-bargaining costs assumed by the Coase theorem will also not hold.

Some have concluded on this basis that when the Coase theorem is
needed it fails, and is therefore of little relevance. But this interpretation
misunderstands the significance of Coase’s analysis. What he pointed out
is that trading on competitive markets is not the only way to get from an
inefficient initial endowment to a point on the Pareto-efficient curve or at
least closer to it: people can bargain bilaterally without an Auctioneer and
still obtain Pareto-efficient outcomes.
We therefore need to understand theCoase theoremnot as a case against

the Pigouvian tax-and-subsidy welfare economics tradition. Instead, where
neither markets nor governments succeed, we can understand the Coase
theorem as a specification of the conditions under which private rear-
rangements of property rights may overcome—or lessen the effects of—
coordination failures.
By indicating what is required—efficient bargaining—the Coase theorem

makes clear just how improbable it is inmany situations that private decen-
tralized allocations will be Pareto efficient. In this respect, it may resemble
the first welfare theorem: it neither advocates nor opposes decentralized
solutions, rather it clarifies what is required for the results to be Pareto
efficient.
The Coase theorem also underlines the value of distinguishing between

efficiency arguments and fairness arguments concerning policies for cop-
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ing with coordination failures. The Pigouvian position—for example, that
polluters should pay for the harm they do—is often voiced by environmen-
talists. But does the “make the polluters pay” principle apply if the polluters

✓ FACT CHECK The World
Health Organization reported
in 2018 that about three
billion people worldwide cook
using polluting open fires or
stoves with kerosene, dung,
wood, and other biomass. The
external cost? About four
million people a year die of
respiratory diseases related
to air pollution caused by air
pollutants from such cooking
and heating.30

in question were not carbon-based energy companies but instead people
who live in cities in poor nations who cook and heat by means of fires
because they lack the income to purchase more environmentally-friendly
stoves? Many people would object to this application of the principle on
grounds of fairness.
While Coase is helpful in clarifying challenges of this nature, it is not clear

how a Coase-inspired solution to this problem—those who care about air
quality bargaining with those cooking over wood fires—could work, given
the extraordinary transaction costs of arranging a private bargain among all
of those involved. A tax-financed subsidy for environment-friendly stoves
along with a prohibition of wood fires might be a more effective solution.

CHECKPOINT 14.18 Pigou and external effects caused by people living
in poverty

a. Explain why the example above—asking that a person living in poverty
who causes pollution should bear the costs of that pollution—is consis-
tent with the Pigouvian position outlined earlier in the chapter.

b. What would a Coasean bargain potentially look like in this case between
another party and the poor person who cooks with their polluting stove?

14.16 APPLICATION: PLANNING VERSUS THE
MARKET IN THE HISTORY OF ECONOMICS
The fierce debates over capitalism vs. the centrally planned economy in
the 1920s and 1930s—known as the socialist calculation debate—were about
ideal systems, that is ways of organizing an economy in which troublesome
details like incomplete contracts and asymmetric information were simply
ignored.

Debating the possibility of central planning

HISTORY In the lecture
commemorating his Nobel
Prize, Coase commented on
the role of economic advisers
from the US and the costly
transition from a centrally
planned to a capitalist
economy in the 1990s (see
Figure 14.2): “Without the
appropriate institutions no
market economy of any
significance is possible. If we
knew more about our own
economy, we would be in a
better position to advise
them.”31

Theoretical economists including Enrico Barone (1859–1924), a student of
Pareto, had explored exactly these questions in depth before World War I
and the Russian Revolution. Barone concluded that the job of the “ministry
of production” of a socialist regime would be to mimic the conditions of
price-taking competitive equilibrium by equating marginal rates of trans-
formation and marginal rates of substitution across the different sectors of
the economy. Because any profits or other surpluses or rents that might
accrue to socialist enterprises would be controlled by the socialist state,
Barone envisioned the state as redistributing the economic surplus in line
with its political preferences over income distribution.32
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After the Bolshevik Revolution in 1917 that brought the Communist
Party to power in Russia and the rest of the Soviet Union, the Austrian
philosopher Ludwig vonMises (1881–1973) predicted the failure of the Soviet
attempt to institute a “planned” economy. He reasoned that to implement
an efficient government plan it would be necessary to solve thousands (or
tens of thousands) of simultaneous equations (like Equation 14.6) describing
the equality of marginal rates of transformation and marginal rates of
substitution for each of the huge number of produced goods and services
that make up a modern economy.

HISTORY Just about the
same time that the socialist
calculation debate erupted,
Alan Turing (1912–1954), John
von Neumann (1903–1957),
and other pioneers of the
computer age were laying the
foundations for the
construction of digital
computers that would come to
have the power to solve very
large systems of equations of
the type that a central
planner would use. A bit later
the Russian mathematician
and economist Leonid
Kantorovich (1912–1986) was
developing computational
methods for solving very large
constrained maximization
problems of the type that
central planners face.

Barone and later advocates of what came to be called “market socialism”
including Oskar Lange (1904–1965) and Abba Lerner (1903–1982) noted that
even if the direct solution of the numerous equations describing the con-
ditions for Pareto efficiency proved to be beyond the capacity of existing
mathematical methods, a socialist economy could in principle instruct its
managers to act as if they were price-taking profit-maximizing capitalists
to achieve the same efficient outcomes.

HISTORY Long before the
debate on central planning,
John Stuart Mill had provided
a critique of the problems of a
hypothetical nonmarket
economy—worker motivation,
and reduced innovation—far
more carefully than any
produced prior to Hayek in
1945.

The backdrop to the debate during the 1920s and 1930s was the Great
Depression in the capitalist countries (except in fascist Germany) and rapid
economic growth in the Soviet Union under their initial five-year plans
(see Figure 14.2). By the 1940s the debate was all but over, and surprisingly
the “pro-planning” side appeared to have won. Even the arch opponent of
socialism, Joseph Schumpeter, conceded: “Can socialism work? Of course
it can. . . . There is nothing wrong with the pure theory of socialism.”33 He
was echoing another opponent of socialism, Pareto, who much earlier had
affirmed the feasibility of rational economic calculation in what he called
“an argument in favor of collectivist production,” concluding that “pure
economics does not give us a truly decisive criterion for choosing between
the organization of society based on private property and a socialist orga-
nization.”34

What then was wrong with centralized planning? And what was wrong
with the economic theory that so inadequately captured the economic
shortcomings of centralized allocations and had seemingly vindicated the
planned economy?

The problem of information and price signals
A striking feature of the calculation debate is that both sides had deployed
the same economic model on behalf of their opposing arguments. This was
the perfectly competitive general equilibrium model along with the often
implicit assumption that all actors had access to information about prices
and trading throughout the economy.
Hayek soon appreciated the error and counterattacked on stronger

grounds. In his 1945 paper “The Use of Knowledge in Society” he reframed
the debate in terms of the costs and limited availability of information, ideas
the perfectly competitive general equilibrium model left out.
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The problem with centralized economics planning, according to Hayek,
is that the information needed by the planner is privately held by millions
of economic actors. The actors lack the will and the means to transfer
their information to a central authority. By contrast, according to Hayek,
decentralized markets make effective use of dispersed information. People
know their own preferences and respond to prices. Under ideal conditions,
people observe prices and behave as if the prices reflect the scarcity of the
goods in question.

HISTORY One of the leaders
of the Russian Revolution,
Leon Trotsky, explained the
essentials of Hayek’s idea well
over a decade prior to Hayek’s
celebrated paper: “If a
universal mind existed, such a
mind, of course, could a priori
draw up a faultless and
exhaustive economic plan,
beginning with the number of
acres of wheat down to the
last button for a vest. The
bureaucracy often imagines
that just such a mind is at its
disposal . . .”35

By focusing attention on which institutions more effectively use the
available information, Hayek’s paper counts as a landmark work in the
theory of economic institutions. In identifying a major shortcoming of
centralized planning, Hayek also pointed to the deficiencies of the perfectly
competitive general equilibrium model, namely the assumption that all
actors have sufficient information so that complete contracts can regulate
the exchange process.
For some economists, the general equilibriummodel of perfect competi-

tion had provided a strong justification to leave the allocation of resources
to the market and to limit government activities to providing institutions
ensuring competition and private property rights. But most economists,
including Arrow, held that the empirical implausibility of the first welfare
theorem’s assumptions—especially complete contracts—disqualified it as a
defense of limited government.

❯ EXAMPLE In this video
(tinyurl.com/y3pcuxa8),
Joseph Stiglitz comments on
why the financial crisis was a
market failure (from the CORE
project. www.core-econ.org).

CHECKPOINT 14.19 The perfectly competitive model and central plan-
ning Economics Nobel Prize winner Joseph Stiglitz wryly observed that “if
the neoclassical model of the economy [meaning, the perfectly competitive
complete contracts model] were correct, . . . centrally planned socialism
would have run into far fewer problems.”36 Use Hayek’s ideas presented
here and in the head quote to Part IV of this book to explain why this
seemingly contradictory observation by Stiglitz could be true.

14.17 PERFECT COMPETITION, MARKETS, AND
CAPITALISM
The perfectly competitive general equilibrium model is not really about
capitalism, or any other market system. Nor does it capture even the
idealized logic of a system of decentralized allocation among people with
limited information of the type that Hayek described. The all-knowing and
all-powerful Auctioneer that Walras invented to provide the equilibrium
prices of the model bears a striking resemblance to the equally idealized
central planner.
Markets play no real role in this model, nor is the model consistent with

any plausible process of how equilibrium is reached. The reason is that
buyers and sellers do not set prices (they are “price-takers”).

https://tinyurl.com/y3pcuxa8
https://www.core-econ.org
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Fortunately economics has a lot more to offer about how markets work HISTORY Arrow and Hahn
drew attention to this gap: “If
we did not stipulate . . . an
auctioneer, we would have to
describe how it comes about
that at any moment of time
two goods exchange on the
same terms wherever such an
exchange takes place and how
these terms come to change
under market pressure.”37

than the perfectly competitive market equilibrium, as the contrast in Table
14.3 between prefect competition and the model of bargaining with zero
transactions costs that we introduced and simulated in sections 14.10 and
14.11 illustrates.
It is not surprising then that the claimed Pareto efficiency of the perfectly

competitive equilibrium outcomes now plays virtually no role in scholarly
discussions of economic policy and institutions. Instead people have refo-
cused on the practical question of choices among feasible institutions and
policies supporting real-world outcomes that improve welfare, but may not
be Pareto efficient.
The fact that the conditions under which even highly competitive mar-

kets will implement Pareto-efficient outcomes are unlikely to be observed
in real economies is not a reason to abandon or limit the use of markets
as a component of our system of economic institutions. It is simply a
reminder that discovering an appropriate balance ofmarkets, governments,
and other institutions requires comparing imperfect systems, not idealized
ones. And in this comparison a key element must be, as Hayek wrote in
the head quote of this part of our book, which actors—whether it be the
owners of firm, their employees, government officials, or consumers—have
information adequate to implement improved outcomes.
In this practical task, however, the lessons of the welfare theorems

remain important. Under the right conditions, people acting autonomously
in pursuit of their own interests may implement socially desirable out-
comes. Enhancing the capacity of private actions—either buying and selling
on markets, or Coasean bargaining—to accomplish these ends remains an
important aim of policy.

CHECKPOINT 14.20 Rent seeking and perfect competition Make sure
you can explain in your own words the contrasts in each row of Table 14.3.

Table 14.3 A comparison of rent-seeking competition with zero transaction costs
and perfect competition.

Rent-seeking competition
(Sections 14.10 and 14.11)

Perfect competition
(Sections 14.3 to 14.9)

Actors Price-makers Price-takers
Law of one price No Yes
Equal treatment No Yes
Distribution Markets affect inequality Distribution neutrality
Pareto efficiency Yes Yes
How prices change Rent-seeking, bargaining Fictional Auctioneer
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14.18 CONCLUSION: IDEAL SYSTEMS IN AN
IMPERFECT WORLD
The classical institutional challenge that we introduced in Chapter 1—how
can we design a set of institutions that will improve the conditions of
humanity—continues to be an important theme in economics. In the last
half century or so—often assisted bymathematical reasoning—we have been
able to contribute some light to the often heated debates about the invisible
hand and its policy implications.
Three conclusions stand out:

• The perfectly competitive general equilibrium approach on which the
welfare theorems are based does not provide a model of how the decen-
tralized process of competition among firm owners and other people
would reach and remain at some particular allocation.

• The assumptions under which a perfectly competitive equilibrium—if
reached and sustained—would be Pareto efficient are unlikely to hold in
any real economy.

• The main value of the bargaining approach proposed by Coase is that it
expands the menu of institutional choices beyond perfect competition
versus centralized government allocations. But the conditions under
which bargainingwould achieve Pareto-efficient outcomes are, like those
underlying the first and second welfare theorems, unlikely to hold as a
general rule, even approximately in real economies.

These somewhat disappointing results do not detract from the contri-
bution of the invisible hand and the debates surrounding it. They clarify
the economics of the world we live in. In this world, a process approxi-
mating Smith’s invisible hand reasoning can sometimes actually operate—
bargaining among private actors—providing a set of institutions that along
with government policies to address coordination failures is superior in
many respects to some of the alternatives, including a highly centralized
economy, like the one that Nikita Khrushchev advocated in the kitchen
debate with Richard Nixon.
The lessons of the perfectly competitive general equilibrium model,

efficient bargaining, and the invisible hand motivate the final two topics
we will address.
First, in the next chapter we turn away from the abstract and idealized

world of the perfectly competitive equilibrium and efficient bargaining to a
real historical and current entity: capitalism and its economic constitution.
The inhabitants of this world are not the undifferentiated price-taking
“traders” whowehave considered here but instead amuchmore interesting
and lifelike cast of characters: employers and employees, lenders and
borrowers, the wealthy and the property-less, the included and the
excluded, the price-making first movers, and the second movers.
Second, in the final chapter we will study governmental policies and

how they might improve the functioning of a capitalist economy. The
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observation that the conditions under which Adam Smith’s invisible hand
will work are not realized in any economy is not a sufficient basis for
concluding that government interventions in the economy will improve
economic outcomes.While well-designed policies can play an essential role
in sustaining both more fair and more efficient outcomes, idealized models
of the government (like the idealized model of the perfectly competitive
economy or the process of bargaining studied here) are inadequate.

MAKING CONNECTIONS
Rules of the game: Perfect competition and the perfect competitor: Two
views of competition—the perfectly competitive general equilibrium exchange
process governed by complete contracts and coordinated by an “auctioneer”
and decentralized bargaining among rent-seeking buyers and sellers—differ
in how they represent the game in which buyers and sellers are engaged.

Mutual gains from trade (rents): People choose exchanges and other
economic interactions over their fallback endowments because, through buy-
ing and selling or bargaining, they share in the mutual gains from trade that
these interactions allow.

The distribution of the resulting rents: In the perfectly competitive general
equilibriummodel the process of exchange among price-takers does not affect
the distribution of wealth among the parties to the exchange. This is not
the case under alternative rules of the exchange game such as decentralized
bargaining.

Wealth redistribution and fairness: Both models—bargaining and perfectly
competitive general equilibrium—clarify the relationship between the initial
distribution of wealth (endowments) or rights and the resulting post-exchange
differences in utility or wealth of the players. This provides the basis for
considering policies that redistribute endowments and rights in order to
promote fairness.

Pareto efficiency: There are conditions under which the Nash equilibria of
both models are Pareto efficient: complete contracts in the perfectly com-
petitive general equilibrium model and efficient bargaining in the bargaining
model.

Optimization by the mrsA =mrsB and mrs=mrt rules: We used both rules: the
first for identifying points on the Pareto-efficiency curve, the second for
understanding buyers, and sellers, individual optimization underlying their
price–offer curve.

Dynamics: In contrast to the bargaining model, the perfectly competitive
general equilibriummodel provides just a snapshot of an equilibrium outcome
but not a “film” of a process by which that outcome could be reached or
sustained.
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History: Over the last century economics has evolved both through the
application of mathematical reasoning to our studies and through an engage-
ment with dramatic changes in economy and society, including the emergence
and collapse of an alternative economic system—centralized planning—and
the Great Depression. Today we anticipate that engagement with current
realities—climate change, pandemics, mounting inequalities, and the infor-
mation revolution—will continue the process of change.

IMPORTANT IDEAS
decentralized exchange convexity assumption coordination failure
Coase theorem marginal rate of substitution Edgeworth box
Pareto-improving lens utility possibilities frontier Pareto-efficient curve
first welfare theorem Auctioneer endowment allocation
post-exchange allocation market clearing excess supply
second welfare theorem gains from trade institutions
excess demand market failure wealth inequality
social costs and benefits incomplete contract uncompensated external effect
equal treatment distributional neutrality invisible hand
efficient bargaining non-verifiable information asymmetric information
Nash equilibrium initial assignment of rights path dependence
rent seeking costless bargaining property rights
transaction costs marginal social rate of perfect competitor
dynamics transformation (msrt) incomplete contract
socialist calculation debate ideal systems
central planning computer simulation

MATHEMATICAL NOTATION
Notation Interpretation

x,y goods to be allocated among people

p relative price of a good, i.e., px
py

u( ) utility function

c marginal cost of production

m wealth

T time of curfew

α and β disutility parameter for a curfew different from A’s and B’s ideal time

W social utility function

Note on superscripts and subscripts: A, B, i: different people; N: Nash Equilib-
rium; z: endowments.



CHAPTER

15CAPITALISM
INNOVATION AND INEQUALITY

the proprietors of . . . establishments and their operatives do not stand on an equality, . . .
their interests are, to a certain extent, conflicting. The former naturally desire to obtain
as much labor as possible from their workers, while the latter are often induced by the
fear of discharge to conform to the regulations which [are] detrimental to their health
or strength. In other words, the proprietors lay down the rules and the laborers are
practically constrained to obey them.

US Supreme Court,
Holden v. Hardy (1898)1

DOING ECONOMICS

This chapter will enable you to:

• Understand why in many countries “the capitalist revolution” brought rapid increases in
material living standards.

• Explain how, by placing decision-making power in the hands of wealthy and hence not
very risk-averse owners and managers, the capitalist firm can support risk-taking that
promotes innovation.

• Explain that measures to reduce inequality such as tax-financed social insurance and
publicly provided education and health services reduce risk exposure and can also
promote innovation.

• Understand Lorenz curves and the Gini coefficient as measures of inequality.

• Use a model of the whole economy to explain how decreased competition among firms
may increase inequality and how government support for research and education (raising
productivity) can have the opposite effect.

• Analyze the workings of a dual economy with both a capitalist economy sector and an
informal sector.

• Explain the exercise of power by employers over workers and lenders over borrowers as
well as sociological and psychological aspects of relationships between principals and
agents.

• Understand the advantages and limitations of a worker-owned and democratically man-
aged cooperative as an alternative to the capitalist firm.
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15.1 INTRODUCTION: CAPITALISM AND
HISTORY’S HOCKEY STICK
In the fourteenth century, Ibn Battuta (who you met earlier in Chapter 4),
one of the leading geographers and explorers of his age, traveled widely in
Asia, Africa, theMiddle East, Russia, and Spain. In 1347, he visited the landwe
now call Bangladesh. “This is a . . . country . . . abounding in rice,” he wrote.
He described traveling along its waterways passing “between villages and
orchards, just as if we were going through a bazaar.” Six and a half centuries
later, one-third of the people of Bangladesh were undernourished, and the
country was among the world’s poorest.

Figure 15.1 London
Craftsmen’s Real Wages from
1264 to 2001. Shown is an
index whose value is set to
100 for the year 1850. Not
having changed much over
the six centuries prior to 1850,
wages rose to almost seven
times higher in the 150 years
after 1850.
Source: Allen (2001).
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About the time of Ibn Battuta’s visit to Bangladesh, Europe was reeling
under the impact of the bubonic plague, which took the lives of one-quarter
ormore of the residents inmany cities.Manualworkers in London, probably
among the better off anywhere on the continent, consumed fewer than
2,000 calories per day (a physically activeman needs close to 3,000 calories
per day to maintain his health).2

The shortage of labor following the plague boosted real wages through
the middle of the next century. But over the next four centuries real wages
of laborers did not rise in any European city for which records exist: inmost
cities wages fell by substantial amounts and in northern Italy wages fell to
half their earlier level.
But, beginning in the nineteenth century, real wages rose dramatically

first in England and later by even greater amounts in other European
cities. Figure 15.1 illustrates the increase, showing the real wages of London
craftsmen from 1264 to 2001 including the recent sevenfold increase. The

✓ FACT CHECK Look
carefully at the Figures 15.1
and 15.2. In the UK GDP per
capita began its sustained
growth about a century before
the wages of London
craftsmen’s started to rise.
Workers did not get much of a
share in the growth of income
until their bargaining power
increased in the
mid-nineteenth century.

astounding increase in wages in London was replicated in similar increases
in average living standards (measured by percapita income) in Great Britain,
followed by even more dramatic increases in Japan and Italy. Some of the
evidence can be seen in what we call the hockey stick of history, shown in
Figure 15.2.
As Figure 15.2 shows, at the time of Ibn Batutta’s visit to Bangladesh (1346)

the world was flat, economically speaking: countries and regions did not
differ much in their average living standards. The main inequalities were
between the rich and the poor within a country: landlords and farmers,
masters and enslaved people, men and women.
Starting around the middle of the eighteenth century this pattern began

changing as vast differences in average incomes began to develop between
the rich and poor countries and regions.
How did this happen?

!reminder In Chapter 14 we
discussed the centrally
planned economy of, for
example, the Soviet Union,
that for most of the twentieth
century represented an
economic system that was an
alternative to capitalism.
Today, with the exception of
North Korea, Cuba, and
possibly China and Vietnam,
most economies in the world
are capitalist by our
definition, for example, all of
the countries listed in Figure
15.2 and later in the chapter in
Figure 15.11.
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!reminder As in Chapter 14,
in this chapter we represent
the economy as an entire
system, with many markets.
But the system we describe
here—capitalism—bears little
resemblance to the perfectly
competitive general
equilibrium model. To
understand capitalism we will
draw upon what you have
learned about risk (Chapter
13) and the process of
competition (Chapter 9) and
about how markets
connecting principals and
agents especially the labor
market and the credit market
(Chapters 11 and 12), as these
are keys to understanding
how different capitalism is
from the model of perfect
competition.

Figure 15.2 History’s hockey stick: GDP per capita in Britain, China, India, Italy,
and Japan from the year 1000 to 2004. Over most of the last thousand years,
based on the available data in the figure, people living in what is now Italy were
the richest in the world measured by per-capita gross domestic product. Go to the
different version of the “history’s hockey stick” figure at tinyco.re/27937150 where
you can see that prior to the late twentieth century the incomes of Indian and
Chinese people were on average falling.
Source: CORE, The Economy, based on data from the Maddison Project and Our World in Data.3
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CHECKPOINT 15.1 The differing hockey sticks of various countries and
global inequality

a. Use the “hockey stick” figure to explain the meaning of “the world was
flat” for most of the last millennium.

b. What does the figure tell you about inequality among the peoples of the
world in the years 1750, 1850, and 1950?

c. Are there any clues in the figure about why global inequality has
decreased in the past half century (it has)?

https://tinyco.re/27937150
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15.2 CAPITALISM’S SUCCESS: INNOVATION AND
ECONOMIC GROWTH
The answer, very briefly, is capitalism. In this chapter we introduce capital-

! reminder Institutions are
the laws, social norms, and
“rules of the game” that
govern how people behave
and interact in social
interactions.

❯ EXAMPLE In this video
(tinyurl.com/y2tprqrg), Suresh
Naidu, an economic historian,
explains how population
growth, technological
development, and political
events interacted to produce
the real wage hockey stick
(from the CORE project.
www.core-econ.org).

ism as an economic system and focus on two attributes that are frequently
associated with this set of rules of the game:

• growth in living standards supported by innovation; and

• inequalities in both material living standards and economic decision-
making powers.

Capitalism is an economic system in which most production takes place
in privately owned firms that employ labor in return for wages or salaries
to produce goods and services to be sold on markets to make a profit for
the owners of the firm’s capital goods.
As a historical and contemporary entity, capitalist economic systems

have includedwork done by government officials, unpaid work in the home,
and the work of enslaved people. Capitalism contrasts with government
ownership of capital goods in a centrally planned economy, where private✓ FACT CHECK In a 2018

YouGov survey in the US 44
percent expressed a “very” or
“somewhat favorable view of
capitalism.” Among those
polled who were between 18
and 29 years of age
“socialism” was viewed more
favorably (35 percent) than
“capitalism” (30 percent). We
do not know, of course, what
the survey respondents meant
by either of these words.4

firms and markets are relatively unimportant. Another contrast: in a slave
economy, most of the work is done by people who are not hired for wages
but, instead, like the land on which they work, are the property of another
person.
Other forms of economic organization coexist with firms in a capitalist

economic system, but they are not firms: family or individual production
(they do not hire others); nonprofit organizations (they do not seek to make
profit or sell their output on amarket); cooperatives (labor is not hired,work
is done by members); government bodies (they do not seek profit; capital
goods are not privately owned)
Three characteristics of a capitalist firm help to explain why capitalism

as a system has been so innovative. They concern:

• Control rights: Who makes decisions about how the firm is run, what it
produces, what technologies are used, and so on?

CAPITALISM Capitalism is an economic system in which most production takes
place in privately owned firms that employ labor in return for wages or salaries to
produce goods and services to be sold on markets to make a profit for the owners
of the firm’s capital goods.

FIRM A business organization in which private owners of capital goods hire and
direct labor to produce goods and services for sale on markets in order to make a
profit is called a firm (or sometimes a capitalist firm).

https://tinyurl.com/y2tprqrg
https://www.core-econ.org
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• Residual claimancy: Who owns the net revenues (accounting profits) from
the sale of what is produced after the payments for the inputs have been
made?

• Competition and survival: The survival of the firm depends on its making
profits, which requires producing goods that are in demand at a cost
comparable to or lower than competing firms.

In a capitalist firm, the owners of the capital goods used in the production
process have the control rights and are residual claimants on the revenues
of the firm. This is what ownership of a firm means.

The “capitalist revolution”: Creative destruction
Capitalism is an economic system of recent origin, having its roots in the
urban economies of northern Italy, England, Belgium, and the Nether-
lands starting around 500 years ago. Capitalism expanded rapidly, first
in Europe, later in the places where European migrants located or were
colonized by European nations, and eventually to most economies in the
world. Capitalism inaugurated a new economic era as different from what

Figure 15.3 Joseph
Schumpeter (1883–1950).
Schumpeter was Finance
Minister of his native Austria
before becoming a professor
of economics at Harvard
University. Like Karl Marx, he
described capitalism as an
economic system that was
constantly in motion that
would eventually succumb to
what he called “the march
into socialism.” Unlike Marx,
he was no friend of socialism:
his most famous book
Capitalism, Socialism and
Democracy celebrated the
successes of capitalism.5

Photo: Granger Historical Picture
Archive/Alamy Stock Photo.preceded it as did the emergence of agriculture and the spread of the new

institutions associated with settled agriculture roughly 11,000 years before.
One of the most striking outcomes of the “capitalist revolution” was the
rapid increase in the productivity of labor,making possible an extraordinary
and prolonged increase in people’s material living standards, especially in
those countries where workers’ bargaining power was augmented by the
expansion of workers’ political rights. This happened in Europe and not in
Bangladesh.
This accomplishment of productivity and improved well-being is not

controversial even among the most severe critics of capitalism—Marx and
Engels stressed it in their 1848 Communist Manifesto. But adopting a
capitalist economic system was neither sufficient nor necessary for rapid
economic growth.

• Not sufficient: Not all capitalist economies have prospered, for example,
many Latin American economies over the twentieth century experienced
very modest economic growth.

• Not necessary: Some other economic systems have also fostered rapid
economic growth. For example, the Soviet Union under centralized eco-
nomic planning, from the Great Depression until the 1970s, or Vietnam
andChina under amixture ofmarkets and centralized economic planning
since the 1980s.

What capitalism accomplished, and what accounts for much of its pro-
ductive success, is that capitalism provided conditions under which some
individuals would innovate on a grand scale. When people innovate they
introduce new technologies, new products, and new ways of organizing
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production and marketing. Capitalism created incentives for people to
innovate by giving people who had sufficient resources:

❯ EXAMPLE In this video
(tinyurl.com/y39gremt), Lynne
Kiesling, a historian of econo-
mic thought, discusses Joseph
Schumpeter (from the CORE
project. www.core-econ.org).

HISTORY Joseph
Schumpeter is considered the
father of the field of
innovation economics. In 1950
he wrote: “ in capitalist reality,
as distinguished from its
textbook picture, it is not
[price] competition which
counts but the competition
from the new commodity, the
new technology, the new
source of supply, the new type
of organization . . . competition
which commands a decisive
cost or quality advantage and
which strikes not at the
margins of the profits . . . but at
their foundations and at their
very lives.”6

• a reasonable expectation of reaping substantial profits if they successfully
innovated;

• while bearing the costs if they failed.

This process was based on substantial inequalities in wealth combined with
credit and other financial markets that allowed a single individual or a small
group of people to amass substantial resources under unified control and
take risks on a grand scale. Labor markets allowed these material resources
to be put to use to employ vast numbers of workers, so the owners of the
capital goods of a firm could reap the rewards of technological innovation
and economies of scale.
The key to the success of capitalism in raising living standards in the

countries shown in the figure is that it brought about a permanent tech-
nological revolution, a never-ending process whereby new products, new
technologies, and new forms of organization would be introduced and
widely diffused, resulting in a long-run increase in amount of output
produced in an hour of labor. The increase in the productivity of labor
permitted but did not guarantee that the benefits of the permanent tech-
nological revolution would be widely shared. You can see from Figure 15.1
that wages did not begin to rise in London until at least half a century after
the epoch-making innovations of the mid- to late eighteenth century such
as Watt’s steam engine and Hargreaves’s spinning jenny.
For the people directing these business projects, their own personal

wealth and their ability to borrow funds made the risks of innovation
tolerable. For the first time in history, surviving in the competition among
members of the economic elite depended on one’s success in introducing
unprecedented ways of organizing production and sales, new technologies,
and novel products. Joseph Schumpeter referred to the process of innova-
tion as “creative destruction.” The creative part was the new products, new
employment opportunities, and increased productivity associated with the
innovation. The destruction part was the fate of the losers in this process:
those whose jobs are lost, or businesses bankrupted.
The success of these arrangements of work and innovation hinged

critically on the relative security of possession associated with the
rule of law (including private property rights), accomplished in large part

RULE OF LAW Under the rule of law all people—including those who make the
laws, police, heads of state, and other government officials—are subject to the
law. In game theoretic terms rule of law means that irrespective of the personal
identity of the players the rules of the game govern the interaction for all players,
including rules governing how the rules of the game can change.

https://tinyurl.com/y39gremt
https://www.core-econ.org
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by the increasingly powerful nation-states that grew in conjunction with
capitalist economic institutions.

HISTORY Petra Moser, an
economic historian, studied
the engineering and other
innovations on display at
Crystal Palace Exhibition
known as the Great Exhibition
or the Great Exhibition of the
Works of Industry of All
Nations in London in 1851. She
found that countries with no
or weak intellectual property
rights were at least as
innovative as those with
stronger patent laws and
other intellectual property
rights, and concluded “that
when patent rights have been
too broad or too strong, they
have actually discouraged
innovation.”7

The rule of law was important: contracts had to be enforced. But cap-
italism’s success did not hinge on contracts being complete. Quite the
contrary, capitalism fostered the rapid diffusion of new techniques through
a competitive process where firms that imitated the innovators captured
much of the increased economic rents generated by innovators.

❯ EXAMPLE In this video
(tinyurl.com/y6fkvx79), Petra
Moser discusses copyright
protection for nineteenth
century Italian operas (from
the CORE project.
www.core-econ.org).

This was possible because patents, copyrights, and trademark law
provided little protection for the intellectual property rights of the
innovators. As a result, as innovators they could not effectively monopolize
their innovation or prevent imitators for adopting their innovations.
Weak, unenforceable, or even totally absent intellectual property rights
were essential to the process of diffusion of new goods and ways of
producing things.
In the countries where it became the main economic system, capitalism

expanded the scope of both labor and credit markets, both of which (as you
know from Chapters 11 and 12) are characterized by Pareto-inefficient Nash
equilibria. The secret of the capitalist revolution was not that it avoided
market failures and allowed a Pareto-efficient allocation of resources.
Instead, capitalism promoted innovations and investments in capital
goods that radically increased the productivity of labor from one year to
the next.
To depict the connection between capitalism and history’s hockey stick

using the feasible sets of Chapter 6 you would not show a movement along
a production possibility curve (feasible frontier) to some point at which
the mrs =mrt rule obtained. You would show a process of specialization,
exploitation of economies of scale, and most of all the rapid shifting
outwards of the feasible frontier.

CHECKPOINT 15.2 Risk-taking and capitalism What did Schumpeter
mean by “creative destruction”?

15.3 CAPITALIST FIRMS AS INNOVATORS:
EMPLOYMENT AS INSURANCE
Capitalism promoted innovation by concentrating economic decision-
making power in the hands of wealthy employers—capitalists—who had
both the risk tolerance and the resources necessary to undertake the risky
investments which contribute to the process of innovation.
The resources to undertake investments—building factories, developing

new products—were available because the owners of firms were personally
wealthy. And additionally, as you would expect from Chapter 12, as a result
of their wealth, they could borrow substantial sums at moderate rates of
interest. The investments that implement an innovation are risky. The

! reminder From Chapter
13, we know that the slopes of
the indifference curves—with
risk on the horizontal axis and
expected return on the
vertical—are a measure of risk
aversion: steeper means
greater risk aversion.

https://tinyurl.com/y6fkvx79
https://www.core-econ.org
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reason is that time and money have to be committed to some novel project
before knowing what the outcome will be. In Chapter 13 we modeled this
as two possible outcomes—the income of the decision maker—that could
occur as a result of a “good state” happening, or a “bad state” occurring
(with equal probability).
The expected income is just the average of the two equally likely out-

comes. (In the margin “Reminder” notes we recall the basic terms we intro-
duced for dealing with risky decisions.) The level of risk is the difference in
realized income between the good and the bad state.

Figure 15.4 Reminder: The
indifference curves and risk
choice of a risk-averse actor.
The green risk-return
schedule is the feasible
frontier of the feasible set of
risk and expected income. The
indifference curves are
upward-sloping because the
individual is risk averse. The
choice of Δa maximizes the
individual’s utility. Declining
absolute risk aversion means
that people with greater
wealth are less risk averse.
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Figure 15.5 Reminder: the
indifference curves and risk
choice of a wealthy
risk-neutral actor. The
decision maker’s indifference
curves are horizontal because
she is risk neutral. As a result
she chooses Δm with the
maximum expected income
feasible.
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In Figure 15.4 we show the risk-averse choice of a decision maker, and in
Figure 15.5 the contrasting case of a risk-neutral decision maker, whom we
term “wealthy” because of diminishing absolute risk aversion (the tendency
or risk aversion to fall as wealth increases). Most people are more like the
risk-averse person in the first figure than the risk-neutral person in the
second.
The firm in a capitalist economy allows the collaboration among a large

number of people, most of whom—the workers and lower level managers—
are risk averse (due to lack of wealth) and some of whom—owners and
top managers—are less risk averse or even close to risk neutral. The firm’s
total revenue fluctuates between good and bad states, and the rules of the
game defining the capitalist firmmean that the resulting risk is experienced
differently:

• workers and low-level managers are paid a wage or salary that is inde-
pendent of the state that occurs, so as long as they retain their jobs they
are exposed to modest levels of risk;

• owners and top managers are the residual claimants on the firm’s rev-
enues, so they experience the differences in firm’s revenues between a
good and a bad state.

There is also a division of labor: workers and lower-level managers produce
the goods or services based on the decisions made by owners and top
managers. Among these decisions are choices of how much risk to take,
represented by selecting a level of Δ in the margin figures.
There are two important consequences of this setup. First, workers

are willing to work for a firm engaged in risky investments because they
are to some extent protected—by their fixed wages or salaries—from the
differences in revenues realized in good and bad states. Without this pro-
tection wages would have to be substantially higher to motivate workers to
provide effort to the production process. Owners are effectively providing
insurance in return for paying lower wages than would be possible were
workers to bear the same risks as the owners.
Second, the risky decisions are made by people who are not very risk

averse, thus promoting the substantial risk-taking that is required for
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innovation to flourish. This is how the capitalist firm in competition with
other similar firms serves as an innovation machine.
This way of promoting risk-taking and innovation is based on two kinds

of inequality:

! reminder In section 13.9
we showed how a wealthy
individual who is initially not
exposed to risk could agree to
take on some of the risk
exposure of a less wealthy
and highly risk-exposed
person. The capitalist firm,
among other things,
represents a similar kind of
exchange.

• Wealth inequality between owners (and top managers) and workers (and
low-level managers) is the basis for the limited risk aversion that guides
the firm’s decisions.

• Inequalities in decision-making powers, whereby it is the relatively risk-
neutral top mangers and owners that make the risky decisions.

CHECKPOINT 15.3 Risk-taking and capitalism

a. Explain how Figures 15.4 and 15.5 illustrate declining absolute risk
aversion. (If you are not sure, return to Chapter 13.)

b. In what ways does a language instructor or electrician working for a wage
or salary at a large firm bear less risk than if they were in business on
their own?

15.4 CAPITALISM AND INEQUALITY
Unlike the information on per-capita income (in Figure 15.2) consistent
data on inequality of income going back a thousand years do not exist. But

! reminder Wealth is the
value of the land, buildings,
machinery, intellectual
property (e.g. patents), and
other assets that provide
income for their owner.
Income is a flow—some
amount per a given time
period—while wealth is a
stock, without a time
dimension.

information on the fraction of total wealth held by the richest 1 percent (in
Figure 15.6) give us a picture of inequality spanning most of the period in
which capitalism has been the dominant economic system in the countries
in question.
Prior to World War I in the countries shown the wealthiest 1 percent

owned somewhere between one-third and two-thirds of all the wealth.
Since then the top wealth shares have fallen to about one-fifth.
We also have data on the share of income of the top 1 percent since the

beginning of the twentieth century. In all countries shown in Figure 15.7,
the richest 1 percent received a smaller share of income around 1980 than
in 1910, in some cases dramatically so. Most of the fall in the income share of
the very rich took place in the four decades following the Great Depression
in the 1930s, often called the golden age of capitalism.
As you can see comparing the two panels of Figure 15.7, in the non-

European countries (panel (a)) there was a substantial increase in inequality
after 1980, while in the European countries (panel (b)) this was less the case.

✓ FACT CHECK With a
single exception (New
Zealand) no country had
universal suffrage (voting for
all men and women) prior to
the twentieth century. Many
countries abolished property
ownership as a condition for
the right to vote around the
time of World War I also
extending the vote to women
at around the same time or a
bit later. For an account of the
advance (and occasional
retreat) of democracy, see:
tinyurl.com/yxb7qsgx

In Figures 15.7 and 15.6 we have used the income and wealth shares of
the richest 1 percent because information on the rest of the distribution
of income—the share of the very poor, for example, or of the middle third of
the population—is not available until recent years. Using more recent data
we can have a more complete picture of economic inequality.

https://tinyurl.com/yxb7qsgx


OUP CORRECTED PROOF – FINAL, 11/9/2021, SPi

872 Capitalism: Innovation and Inequality

Figure 15.6 The wealth shares of the top 1 percent of the wealth distribution.
After a long period of rising wealth inequality in most of the countries shown, the
half-century ending in 1970 witnessed significant declines in wealth inequality,
measured as shown.
Source: Roine and Waldenström (2015).
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Figure 15.7 Income share of top 1 percent. Shown is the market income (prior to
taxes and government transfers) of the richest 1 percent as a fraction of total
market income. As was the case for wealth shown in Figure 15.6 inequality in
market income fell in every country over most most of the twentieth century, and
then after 1980 rose substantially in some countries (panel (a)) and modestly in
others (the European nations shown in panel(b)).
Source: Alvaredo et al. (2017).
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(b) Countries with little increase in inequality post 1980

HISTORY The use of the
word “capitalism” has had its
booms and busts over the
course of history; and it is
often, but far from always
associated—in newspaper
articles, for example—with the
word “democracy.” Cognitive
scientist Simon DeDeo tracks
what he calls “the marriage
(and divorce) of capitalism
and democracy” using
computer science methods
applied to centuries of
newspaper text. See the video
at cmu-lib.github.io/dhlg/
project-videos/dedeo/

https://cmu-lib.github.io/dhlg/project-videos/dedeo/
https://cmu-lib.github.io/dhlg/project-videos/dedeo/
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But what does it mean to say, for example, that economically speaking
Germany is more equal than the US or that since 1980 economic inequality
has increased in India and China?

! reminder Market income
is income before the payment
of taxes or the receipt of
transfers from the
government; it includes
earnings (wages and salaries
from employment) as well as
income from self-employment
and from the ownership of
assets (interest, rents, or
dividends).

15.5 APPLICATION: MEASURING
INEQUALITY—THE GINI COEFFICIENT AND THE
LORENZ CURVE
Economic inequality is most commonly measured by differences in wealth
or income either among members of a population, for example, a nation, or
between distinct groups of members of a population, for example, between
men and women, or people of different religions or ethnic identity.
Two widely used ways of measuring the extent of inequality are:

• the Gini coefficient that provides a single number measuring how much
disparity there is among the members of the population; and

• the Lorenz curve that represents the entire distribution of income or
wealth in the population.

The Gini coefficient
To understand the Gini coefficient think about a group of people (or
families) and their income. Then ask about each of the possible pairwise
comparisons among them: Howdifferent are the incomes of these two indi-
viduals, relative to the mean income. This way of seeing the Gini coefficient
is shown for a three-person population in Figure 15.8. We represent the
population as a network. The circles (called the “nodes” of the network)
are individuals or families—Ali (A), Brown (B), and Cohen (C)—and the size of
the circle is proportional to the amount of income they have. One of them,
Mr. Ali, might be the employer whose income is profits (after paying taxes)
made by hiring a worker from the Brown family whose income (also after
taxes) is the wages that Mr. Ali pays her, and a member of the Cohen family
is the unemployed person receiving some kind of government assistance
(financed from the taxes the others pay).

LORENZ CURVE The Lorenz curve summarizes the distribution of income or
some other measure across a population, mapping the cumulative (poorest to
richest) population shares and corresponding cumulative income shares.

GINI COEFFICIENT This measure of inequality (using income as an illustration)
is the average difference in income between every pair of individuals in a
population relative to mean income, multiplied by one-half. The Gini coefficient is
usually calculated as the area between the Lorenz curve and the perfect equality
line, divided by the total area under the perfect equality line. See Figure 15.10.
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Figure 15.8 Inequality measured as pairwise differences between people. There
are three households: the Ali, Brown, and Cohen families. Each household is
represented by a circle: the larger the circle, the more income (y) the household
has (yA = 10, yB = 3 and yC = 2 units of income). Each of the double-headed
arrows indicates a unique pair of households: A and B, A and C, and C and B. The
numbers on the arrows show the income difference between the indicated
households (Δij). In the figure the number of households is 3, the number of pairs
is also 3, the total differences between pairs is 16 (8 + 7 + 1), therefore the average
difference is 16/3 = 5.33. The total income is 15 (10 + 3 + 2) and therefore mean
income is 15/3 = 5. The relative mean difference is the average difference divided
by the mean income, and one half of that gives us the Gini coefficient:
(16/3)(3/15)(1/2) = 0.53.

C
yC

= 2
B

yB
= 3

A
yA

= 10

AC
= yA yC

= 8AB
= yA yB

= 7

BC
= yB yC

= 1

The important information about the network is on the arrows (called
the “edges”) between the circles: the labels on the arrows indicate the
difference in income between the two individuals connected by the arrows.
The Gini coefficient is the sum of the income differences among all of the
pairs of households divided by the average income (y) and then multiplied
by one-half (see M-Note 15.1):

G = sum of differences
number of pairs

1
y
1
2

= “relative mean difference” x
1
2

(15.1)

M-CHECK Imagine two
people, A and B, dividing a pie.
Their slices, expressed as a
fraction of the pie, necessarily
sum to 1: sA + sB = 1. Let’s say
that A gets a slice equal to or
larger than B such that
sA ≥ sB. The difference
between the two slices is
sA − sB, which because
sB = 1− sA we can rewrite as
sA − sB = sA − (1− sA) = 2sA − 1.
This is the mean difference
(there is only this single
difference); the average slice
size has to be 1

2
so Equation

15.1 rearranged becomes
sA = G+1

2
or sB = 1−G

2
.

The differences among the three individuals in the figure give you some
idea of the degree of inequality represented by a Gini coefficient of 0.53.
This is just a bit larger than the Gini coefficient for incomes before govern-
ment taxes and transfers in the US just prior to the COVID-19 pandemic.
From Equation 15.1 you can also see that the relative mean difference is
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2×G; so a Gini coefficient of 0.53 (as in Figure 15.8) means that the average
pairwise difference between people in the population is 1.06 times themean
income.
To get a better idea of what the Gini coefficient means imagine

you are dividing a pie with just one other person. We show in the
M-check that:

❯ EXAMPLE In this video
(tinyurl.com/y5kogheo),
Thomas Piketty, Professor of
Economics at the Paris School
of Economics, explains how
he ‘tries to be useful’ by
collecting long-run data on
the distribution of wealth
(from the CORE project.
www.core-econ.org).

The smaller slice, as a fraction of the pie: sB = 1−G
2

(15.2)

You can check that when one person gets the entire pie, G = 1 and when it
is evenly spit, G = 0.

M-NOTE 15.1 Inequality as differences between people

Figure 15.8 represents a population of just three people. But the Gini coeffi-
cient, like the Lorenz curve, is used to measure inequality in populations of
millions. To see how this is done, we take the following steps.

• Let Δij be the absolute difference in income between family i and family j,
meaning the income of the richer family minus the income of the poorer
family (called a pairwise difference).

• We then define the sum of the differences between all pairs as

Δ =∑
i≠j
Δij

where the summation is over all of the unique (i, j) pairs in the population
excluding the cases where i is equal to j (this would be the ”difference
between a family’s income and its own income!).

• If there are n members of the population then the total number of pairs is
n(n−1)

2
, shown as the three edges among the n = 3 families in the figure.

• Then the average difference is Δ divided by the number of pairs or Δ
(n2−n)/2

.

If we then let y be the average income, then we have the following measure
of the Gini coefficient:

Gini coefficient ≡G = ( Δ
(n2 −n)/2 )(

1
y
) 1
2

(15.3)

Thismeans the Gini coefficient is themean difference among all pairs (the first
term: total differences divided by total number of pairs) relative to (divided
by) the mean value of y (the “relative mean difference”) times one-half.

CHECKPOINT 15.4 Understanding the Gini coefficient

A pie will be divided between two people (so the average size of a slice
is 1

2
). Use Equation 15.1 to confirm that if the Gini coefficient of pie slices

between the two is 0.53 then the smaller of the two slices will be 0.235 of
the whole pie.

https://tinyurl.com/y5kogheo
https://www.core-econ.org
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The Lorenz curve
Unlike the Gini coefficient, which summarizes inequality among a group
of people with a single number, the Lorenz curve gives us a picture of
the disparity of income across the whole population. The Lorenz curve
shows the entire population lined up along the horizontal axis from the
poorest to the richest. At any point on the horizontal axis, the height of
the curve indicates the fraction of total income received by the fraction of
the population given by that point on the horizontal axis.
Two Lorenz curves (in green) for the Netherlands are shown in Figure

15.10. In the figure the diagonal blue 45-degree line is how the Lorenz curve
would look hypothetically if everyone had the same income: for example,
it shows that 10 percent of the population receive 10 percent of the total
income, 50 percent of the population receive 50 percent of the income,
and so on. This is called the perfect equality line.

Figure 15.9 The smaller of
two slices of the pie: What
does the Gini coefficient tell
us? The M-Check explains the
calculation of the slices. In
these images B obtains what
is “left over” of the pie (sB is
the remaining amount of the
pie). A had already taken
sA = 1− sB. In empirical
estimates, even in relatively
small groups, we almost never
observe the G = 1 and G = 0
slices. But in 2019 the Gini
coefficient for wealth in
Germany was about 0.78 and
in the United States was
about 0.85. Among the
high-income countries Gini
coefficients for years of
schooling are less than 0.21.8

Source: Design by www.twistopen.in.

G = 0

G = 0.21

G = 0.85

G = 1

For any Lorenz curve we can calculate the Gini coefficient as the area
between the Lorenz curve and the perfect equality line divided by the area
under the perfect equality curve or from the figure:

Gini = A
A+B

(15.4)

The Lorenz curve shows how far a real distribution of income departs
from this line of perfect equality. In Figure 15.10 on the left we have the
distribution of market income (that is, before payment of taxes or receipt
of government transfers).
The market income Lorenz curve indicates that the poorest 25 percent

of the population (0.25 on the horizontal axis) receives about 1.5 percent of
total income (0.015 on the vertical axis), and the lower-earning half of the
population (0.50) has less than 20 percent of income.
In Figure 15.10 (b) we show the Lorenz curve for disposable income, which

better captures living standards. Disposable income is the maximum a
household can spend (“dispose of”) without borrowing or selling something
they own (like their car or house), after paying tax and receiving transfers
(such as unemployment insurance and pensions) from the government.
Notice from the figure that in the Netherlands, almost one-fifth of the
households have a near-zero market income, but most nonetheless have
a substantial level of disposable income. The Lorenz curve for disposable
income is much closer to the perfect equality line than is the Lorenz
curve for market income, meaning that the system of taxes and transfers

LORENZ CURVE The Lorenz curve summarizes the distribution of income or
some other measure across a population, mapping the cumulative (poorest to
richest) population shares and corresponding cumulative income shares.
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Figure 15.10 Distribution of market and disposable income in the Netherlands
(2010). The Gini coefficient of disposable income is less than that of market
income, which means taxes and transfers help reduce income inequality in the
Netherlands.
Source: LIS. Cross National Data Center. Calculations were made for the CORE Project by Stefan
Thewissen (University of Oxford) in April 2015. Household market (labour and capital) income and
disposable income are made comparable through PPP comparisons and are top- and
bottom-coded.
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(b) Lorenz curve and Gini coefficient of
disposable income

in the Netherlands reduces income inequality. To see how progressive
government policy is in the Netherlands, the figure shows that the bottom
20 percent receive only one-half of one percent of market income but over
10 percent of disposable income.
The Netherlands is not exceptional in its progressive policies. Figure 15.11

shows the Gini coefficient of market income and of disposable income for
a large sample of countries. Countries differ substantially in the extent
to which taxes and government transfers reduce inequality in disposable
income. Compare South Korea and Taiwan, on the one hand, where market
incomes are the most equally distributed in the sample of countries but
taxes and transfers are close to distributionally neutral (the Gini coefficient
for disposable income is close to that for market income), with, on the
other hand, Sweden and Germany where market incomes are much more
unequally distributed but the effect of government is highly progressive.

M-CHECK The
representation of the Gini
coefficient using the Lorenz
curve and Equation 15.4 does
not work for very small
populations while the network
representation in Figure 15.8
using Equation 15.3 in M-Note
15.1 can be used on
populations of any size.

Market income is as unequally distributed in Germany as it is in the US,
but inequality of disposable income is one-third greater in the US than in
Germany.
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15.6 INNOVATION AND EQUALITY
In our discussion of the capitalist firm as a source of innovations we
explained that wealth inequality can promote the process of innovation
by concentrating decision-making powers in the hands of the owners and
managers of firms. These people are sufficiently wealthy that they are not

✓ FACT CHECK “Lost
Einsteins” A study of
inventors in the US and how
the environment in which one
grows up, as well as one’s
race, family income, and
gender affect the likelihood of
becoming a major inventor
concluded that “there are
many ‘lost Einsteins’—people
who would have had highly
impactful inventions had they
been exposed to innovation in
childhood—especially among
women, minorities, and
children from low-income
families.”9

very risk averse, and are therefore willing to take a chance on introducing
a new product, technology, or form of organization.

Figure 15.11 Gini coefficients for disposable and market incomes. The level of
income inequality experienced by people is given by the length of the green bars:
that is, the Gini coefficient for disposable income. The right-hand end of the
purple bar is the Gini coefficient of incomes before taxes and transfers. The
numbers at the end of the bars are the Gini coefficient that the bar represents,
times 100.
Source: CORE, The Economy.
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On this basis, you might expect that economies like Germany, where
workers have a substantial consultative voice in the management of large
firms, should lag behind other countries in terms of technology and innova-
tion. And Sweden, with one of the least unequal distributions of disposable
income should also rank poorly as an innovator. Themost innovative among
themajor high-income countrieswould be theUS, theUK, Russia, and other
countries among the most unequal in disposable income, as you can see
from Figure 15.11.
But Figure 15.12 shows that that is not the case. The top innovators

according to the Bloomberg Innovation Index do not include the US, UK,
and Russia. With the exception of Israel, all the most innovation countries—
including Germany, Sweden, and South Korea—have more equal distribu-
tions of disposable income.
There is other evidence that countries with relatively equal distributions

of disposable income are also highly innovative:

• Another commonly usedmeasure of innovation is the number of “triadic”
patents (those filed for the same innovation in the US, the European
Community, and Japan) per head of population. On this measure Sweden
and Finland outrank the US with Denmark not far behind.

• All three of these Nordic countries with modest inequality in disposable
incomeoutrank theUSon research anddevelopment (R&D) by businesses
as a percentage of GDP, researchers per 1,000 workers, and venture
capital as a percentage of GDP.10

• Innovation is essential to the growth in labor productivity (output per
hour) which in turn contributes to the rate of growth of total output
(GDP) per capita. By this measure the more equal countries have a slight
advantage, as can be seen in Figure 15.14 (a). The same is true if we focus
on middle-income economies (panel (b)) where labor productivity may
grow rapidly through a process of technological borrowing from world
leaders.

These data show that there are a good number of countries with modest

HISTORY Most people see
policies of income taxation to
finance transfers to the
general population as a
redistribution of income
between the well-off and the
less well-off. But in 1944,
when the welfare state was in
its infancy, Richard Musgrave
and Evsy Domar adopted a
different way of looking at the
process, similar to the way we
modeled taxes and transfers
in Chapter 13. They showed
that by redistributing income
from the lucky to the unlucky,
progressive taxation and
transfer policies would reduce
risk exposure and therefore
could promote greater
risk-taking.11

levels of inequality in disposable income that are highly innovative. Partly as
a result, these economies have experienced rapid growth in living standards
made possible by impressive improvements in labor productivity.
Commonly mentioned explanations of this include:

❯ EXAMPLE In this video
(tinyurl.com/y4jsx4kd) watch
Michigan State University
economist Lisa Cook explain
how prior to World War I, a
rich stream of contributions
by African-American inventors
was brought to an end by a
wave of anti-black violence
(from the CORE project.
www.core-econ.org).

• high-quality education for virtually all citizens (as in Finland and South
Korea);

• substantial governmental support for basic research and communica-
tions infrastructure; and

• high-wage policies that force low-productivity businesses to close, along
with retraining and reemployment for displaced workers, as in Sweden.

https://tinyurl.com/y4jsx4kd
https://www.core-econ.org
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Figure 15.12 Twenty “most innovative countries”: Bloomberg Innovation Index
2020. The index is based on seven measures of innovation including R&D
spending, researchers as a fraction of population, science and engineering
graduates as a percentage of total graduates, density of high-tech firms (e.g.
biotech, aero space, software), and patenting activity. The US was number 1 when
the list was first compiled, in 2013. Bloomberg is a New York-based media,
software, and data company. The top 20 are not as different one from another as
they appear in the figure because the horizontal axis is truncated at 60 rather
than extending to 0. In the sample of 60 countries, the lowest score is Macao with
a score of 46.
Source: Bloomberg. https://www.bloomberg.com/news/articles/2020-01-18/
germany-breaks-korea-s-six-year-streak-as-most-innovative-nation.
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Returning to our model of decision-making about the level of risk
(Chapter 13) the innovativeness and economic growth of less economically
unequal countries like Germany, Sweden, and Finland should not have
surprised us. Risk-taking, even by quite risk-averse people, can be
promoted by providing opportunities for insurance. For example you
saw in Chapter 13 that the elimination of tuition for higher education
combined with a progressive “graduates income tax” would reduce the
risk of investing in one’s own higher education (one only pays the tax after
graduating). Insurance, we also showed there could also take the form

https://www.bloomberg.com/news/articles/2020-01-18/germany-breaks-korea-s-six-year-streak-as-most-innovative-nation
https://www.bloomberg.com/news/articles/2020-01-18/germany-breaks-korea-s-six-year-streak-as-most-innovative-nation
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of a linear tax and lump-sum transfer. Figure 15.13 reminds you of the Figure 15.13 Reminder: how
insurance reduces risk
exposure and promotes
risk-taking (from Figure
13.14). Chapter 13 also showed
how a linear tax and
redistribution (tax revenues
divided equally among
citizens) provides a similar
kind of insurance.
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basic logic of why the insurance provided by these public policies supports
higher levels of risk-taking.Without insurance the person adopted a limited
level of risk and had, as a result, a modest level of expected income (point
a). With insurance on the terms given by the orange insurance line, the
person took a greater level of risk with a higher level of expected income
(point c) but as a result of the insurance experienced both a lower level of
risk exposure and a higher level of expected income (even after paying the
insurance premium).

CHECKPOINT 15.5 Equality and innovation What do you think are some
reasons why the most innovative countries in the world (according to
Bloomberg) include many that are more equal than most in their distri-
bution of disposable income?

Figure 15.14 Inequality and GDP per-capita growth for high- and middle-income
countries. Notice that in order to show the very rapid growth in per-capita income
in S. Korea and Taiwan, the vertical scale in panel (b) is more than twice that in
panel (a). A better measure would be labor productivity—output per hour—but we
lack comparable hours of work data for all of the countries. For countries that
experienced a substantial fall in work hours—Netherlands and Germany for
example, see Figure 7.10—the figure significantly understates the growth of labor
productivity. The high growth rates achieved by Taiwan and South Korea were in
part made possible because they could borrow new technologies originating in
the richer nations. The Latin American countries shown did not manage to benefit
from these “catch up” opportunities.
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15.7 THE MICROECONOMICS OF INEQUALITY
AND THE MACROECONOMY

! reminder The labor
discipline model (the Ford
model in Chapter 11) explains
how wages, work effort, and
the number of workers hired
are determined in the
interaction of a profit-
maximizing employer and a
team of utility-maximizing
workers. The model of limited
competition among firms (in
Chapter 9) explains how the
degree of competition among
firms determines the price
markup over costs and the
level of economic profit in the
economy. The whole economy
model in Chapter 11 puts
these two components
together in a single model.

We can provide a framework for understanding the differing degree of
inequality in the world’s economies by using the model of the whole
economy presented in section 11.11, shown in the left panel of Figure 15.15.
To do this we translate the main variables of that model—wages as a share
of total output, the level of employment, unemployment, and the number
of employers—to a Lorenz curve, shown in the right panel of Figure 15.15.
Here we look at inequality in market incomes, that is before taxes and

transfers, andwe ask:What attributes of an economymakemarket incomes
more or less unequal?

The whole economy model and the Lorenz curve
As an illustration, think about an economy in which there are no self-
employed people and nobody works for the government. Also there are no

Figure 15.15 The whole economy model and the Lorenz curve. In panel (a) we
show the wage curve and the wage determined by the competition condition for
an economy in which there are 90 workers of whom 80 are employed, receiving 60
percent of total income (that is, the wage share), and 10 are unemployed,
receiving no income. There are also 10 employers who are owners of 10 firms each
of which employs 8 of the workers (8× 10 = 80). Together, these 100 people form
an economy and have access to income from work that can be depicted using a
Lorenz curve (panel (b)) with its corresponding Gini coefficient. The Gini
coefficient for the model economy shown is 0.36.
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taxes or government expenditures, so the only income is either wages or
profits. As a result, everyone in the economy is included in the three groups
of people in the labor discipline model and we assume that they have the
following incomes:

• the unemployed: they receive nothing (remember, this is market income,
that is before government transfers);

• the employed workers:workers who receive some share of the value of the
goods they produce, σw, called the wage share; and

• employers: who receive the complementary share of the value of goods
produced, that is one minus the wage share or 1−σw called the account-
ing profit share.

The wage share, σw, is:

σw =
hourly wage

value of output produced by a worker in an hour
= w
γ (15.5)

The Lorenz curve for income in this economy is depicted in Figure 15.15.
The Lorenz curve for this economy is made up of three line segments with
the beginning point (at the lower left of the figure) having coordinates of
(0, 0) and the endpoint (at the upper right) having the coordinates (100
percent of the people, 100 percent of the output). The first line segment
is a portion of the horizontal axis because the poorest segment of the
population (the unemployed) have no income at all.
The first kink in the curve occurs when we have counted all the unem-

ployed people, so everyone else has some income. The second kink in the
Lorenz curve is the interior point, whose coordinates are (percent of total
number of the population (90 percent), the wage share (60 percent)). The
curve between the interior point and the upper-right corner is steeper
than the other two segments of the curve because the employers receive
more income than workers, so adding a given population fraction along

WAGE SHARE The wage share is the fraction of total income that is received in
the form of labor earnings (wages plus salaries).

ACCOUNTING PROFIT SHARE The accounting profit share is the fraction of total
income that is received as accounting profits by the owners of the capital goods
used in production; it is often decomposed into the capital share and the
economic profit share.

ECONOMIC PROFIT SHARE The economic profit share is the fraction of total
income received by the owners of the capital goods used in production in excess
of the opportunity cost of capital, or: economic profit share = accounting profit
share minus capital share.
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the horizontal axis accounts for a larger increase in the share of income
accounted for.
M-Note 15.3 provides us with an equation that translates data on the

share of population unemployed, working, and employers and their shares
of total income into the resulting Gini coefficient.
The “kinked” curve in the figure is a simplification designed to show how

the Cournot model of competition among firms and the labor market with
its three groups of actors allow us to better understandwhat influences the
level of inequality. Lorenz curves based on actual data are smooth like the
one shown earlier in this chapter for the Netherlands. This is because we
have recognized just a single kind of heterogeneity among the population,
the three types of individuals from our principal-agent model of the labor
market: owners, employed workers, and unemployedworkers. We assumed
that within each of these three groups, there are no differences. But we
need to keep the following in mind:

• Workers are not identical, they are diverse or “heterogeneous.” They
have more or less valuable skills, more or less marketable education or
credentials, and they differ in race, gender, where they live, and many
other ways that affect their pay.

• Employers too are heterogeneous; they differ in the extent of their
wealth and in whether assets they own produce goods in growing or
declining demand, whether they are an innovation leader or follower,
their management skills, and other things affecting the rate of profit they
earn.

• Even if workers and employers were identical, they would end up with
differing wages and rates of return simply by the luck of the market (see
section 14.11).

In M-Note 15.3 we derive a relationship between inequality and the
population and income shares determined by the labor market and the
goods market:

G = u+n− (1−u)σw − (1+n)σB (15.6)

Equation 15.6 says that the Gini coefficient (G) depends on the proportion
of the population that is unemployed (u), the proportion of the population
that is employed (n), and the income shares of the unemployed(σB) and the
employed (that is, the wage share, σw).
Equation 15.6 therefore allows us to study how changes in the structure

of the economy will affect the degree of inequality as measured by the
Gini coefficient. Using this equation, for example, we can see how changing
some dimension of the economy while holding other dimensions constant
will alter the degree of inequality. We do this in M-Note 15.4, and find:
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• An increase in thewage share, (σw), and the associated decline in the profit
share will lead to a decrease in the degree of inequality as measured by
the Gini coefficient.

• An increase in the percent unemployed, (u), along with a decline in
employment, will lead to an increase in the Gini coefficient.

• An increase in the percent employed, n, along with a reduction in the
number of employers, will lead to an increase in the Gini coefficient.

• An increase in the percent of income going to the unemployed (σB) will
lead to a decrease in the degree of inequality as measured by the Gini
coefficient.

M-NOTE 15.2 The wage share and the accounting profit share

For simplicity, we assume that unemployment benefits, B, are zero as in
Figures 15.15 and 15.19. Our variables are {ρ,γ,b} , where ρ is the opportunity
cost of capital, γ is output per hour (which equals the inverse of the labor
time required to produce one unit), and b is barriers to entry. Recall from
Equation 11.21 and M-Note 11.8 that the wage consistent with the competition
condition is:

Competition condition wc = (1− b)γ
(1+ρ)

From Equation 15.5 we know that the wage share, σw , consistent with the
competition condition is therefore:

Wage share σw =
wc

γ

= 1− b
1+ρ

The corresponding accounting profit share is:

Accounting profit share σA = 1−σw

= 1− 1− b
1+ρ

= 1+ρ
1+ρ −

1− b
1+ρ

= ρ+ b
1+ρ

Table 15.1 Data for the Lorenz curve in Figure 15.16. Share means “fraction of.” There are
only the three groups shown in the population as recipients of income, so the
employers’ share is 1 minus the shares of the other two groups.

Unemployed Employed Employers

Population share u n 1−u−n
Income share σB σw 1−σB −σw
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M-NOTE 15.3 An equation for the Gini coefficient as a function of
population and income shares

Given the data in Table 15.1, we can draw the Lorenz curve as in Figure 15.16.
To calculate the Gini coefficient from these data, notice that the blue-shaded
area of the polygon 0HJL (where 0 corresponds to the origin, 0) between the
(green) Lorenz curve and the (blue) perfect equality line is made up of four
triangles.
We derive an expression for the Gini coefficient by summing the area of

these four triangles and then dividing by the area of the large triangle under
the perfect equality line.
The vertical distance between H and I and between J and K, respectively

are:

|HI| = u−σB
|JK| = u+n− (σB +σw)

You can see that the area of the triangle on the lower left

S(△0HI) =
1
2
(u2 −uσB) =

1
2
|HI|u

By analogous reasoning about the other triangles, the area of the polygon
0HJL is:

S = S(△0HI) +S(△HIJ) +S(△IJK) +S(△JKL)

= 1
2
|HI|u+ 1

2
|HI|n+ 1

2
|JK|n+ 1

2
|JK|(1−u−n)

= 1
2
(|HI|(u+n) + |JK|(1−u))

Therefore, dividing this area by the total area under the perfect equality line
(which is 1

2
) the Gini coefficient is:

G = 2S = |HI|(u+n) + |JK|(1−u)
= (u−σB)(u+n) + (u+n) − (σB +σw)(1−u)
= u(u+n) −σB(u+n) + (u+n)(1−u) − (σB +σw)(1−u)
= u+n− (1−u)σw − (1+n)σB

Figure 15.16 Lorenz curve
given the data in Table 15.1
and used in M-Note 15.4.
Notice that here (unlike in
Figure 15.15) the unemployed
receive some share of total
income.
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M-NOTE 15.4 The Gini coefficient and its determinants

Using Equation 15.6, the Gini coefficient is:

G = u+n− (1−u)σw − (1+n)σB

We will examine the effect on G of increases in each of four different
variables, holding constant the values of the other variables:

• u: percent of population unemployed, fewer employers
• n: percent of population employed, fewer employers
• σB : share of income to unemployed
• σw : share of income to employed continued
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We examine the effect of each variable on G by looking at their respective
partial derivatives:

u∶ 𝜕G
𝜕u = 1+σw > 0

n∶ 𝜕G
𝜕n = 1−σB > 0

σB∶
𝜕G
𝜕σB

= −(1+n) < 0

σw∶
𝜕G
𝜕σw

= −(1−u) < 0

Hence, increases in u and n increase inequality, while increases in σB and
σw reduce it.

CHECKPOINT 15.6 Determinants of inequality Using either Equation
15.6 and M-Note 15.4, or by redrawing Figure 15.15, show that the bulleted
statements above (about “changing some dimension of the economy”) are
true.

15.8 MARKET POWER AND THE DISTRIBUTION
OF INCOME
An important trend in many of the high-income economies of the world in

✓ FACT CHECK The
whole-economy model
captures some long-run
dynamics of a capitalist
economy. But adjustment to a
new equilibrium may take
decades as the following
example shows. The rapid
increase in imports of
manufactured goods from
China in the 1990s destroyed
many local economies in the
US, for example those
producing furniture and other
products competing with
Chinese imports. A study of
these local labor markets
concluded: “trade-induced
manufacturing declines . . . are
not, over the course of a
decade, largely offset by
sectoral reallocation or labor
mobility . . . employment-to-
population rates fall at least
one-for-one with the decline
in manufacturing
employment, and generally by
slightly more.”12

the four decades following 1980 has been the increase in market income
inequality. This might have occurred, as you saw in the bullets immediately
above, because of an increase in unemployment. But in a number of coun-
tries with rising inequality—the US and UK, for example—unemployment
did not rise until the COVID-19 pandemic of 2020-2021: in both countries
unemployment was substantially lower in 2019 than in 1980.13 What could
account for these developments?

Evidence on declining competition and rising inequality
Here are some clues.

• Figure 15.17 shows that in the US, along with the increase in market
inequality (measured by the Gini coefficient), the pricemarkup over costs
tripled over the 35 years since 1980, consistent with a reduction in the
degree of competition in product markets.

• In Figure 15.18 we show, also for the US, economic profits as a share of
total income, increasing threefold from the 1980s until 35 years later.

We see in M-Note 15.5 that in our model of competition the share of
economic profits in total income (σE) is directly related to our measure of
barriers to competition (b) which is the probability that a firm attempting to
enter an industrywill fail.We show that σE = b so the evidence in Figure 15.18
suggests that barriers to entry (that is, b) could have tripled over this period,
a very substantial reduction in the degree of competition in US markets.
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Figure 15.17 The markup ratio and the Gini coefficient in the United States. Gini
coefficient data from 1979 to 2015 are for market income (income before taxes and
government transfers) and for 1967 to 1978 are for money income (income after
government cash transfers but before taxes) adjusted upwards so as to be
comparable to market income inequality. The mark-up ratio, that is (p− c)/c, is for
all firms in the US weighted by firm size. The fact that the mark-up ratio and the
Gini coefficient tend to move together over time is consistent with the theory of
inequality conveyed by our whole economy model, but we cannot conclude that
changes in the mark-up ratio are causing the changes in the Gini coefficient
without taking account of other possible influences on the two series.
Source: De Loecker et al. (2020), US Census Bureau (2020), and Congressional Budget Office (2020).
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Putting the model to work
Motivated by these data and results, we can use the whole economy model
and the Lorenz curve in Figure 15.15 to suggest a possible explanation based
on two processes occurring over these years. Figure 15.19 presents our
hypotheses about the causes of the increase in inequality.

Figure 15.18 Reminder: the
share of economic profits in
total income, US over the
period 1984–2014 (from
Chapter 9). The other shares
are wages and the difference
between economic profits and
accounting profits, namely the
profits corresponding to the
opportunity cost of the capital
goods used in production.
Source: Barkai (2020).
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• Less competition: A decline in competition—increase barriers to entry—
raised the equilibrium markup of prices over costs and shifted the com-
petition condition downward, reducing the wage share.

• Less bargaining power for workers: Fewer impediments to workers being
fired and a reduction in government transfers to those out of work
resulted in a downward shift of the wage curve.
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Figure 15.19 Effect of shifts in the wage curve and the competition condition on
the Lorenz curve. Panel (a), presenting the whole economy model, shows the
effect of changes in the degree of competition and in the bargaining power of
employers and workers on the number of people employed (remember there are
10 employers and 90 workers, some of whom will be unemployed). Panel (b)
shows the Lorenz curve: its horizontal axis is the fraction of the total population
(not numbers of workers). Note that because the Lorenz curve represents market
(not disposable) income, the unemployed receive no income. The initial state of
the economy is point a in panel (a), with the corresponding green Lorenz curve in
panel (b). The combined effect of the downward shift in the competition condition
and in the wage curve is to move the economy to point d in panel (a), with just 4
workers unemployed (or 4 percent of the population in the panel (b)). The new
dark green Lorenz curve associated with point d shows the effect on inequality.
The yellow triangle is the effect of reduced unemployment, lowering inequality.
The green-shaded area is the increase in inequality due to the reduction in
competition (resulting in a reduced wage share of total output and an increased
accounting profit share). To make this figure we have set worker productivity, γ = 1,
so the wage share wc

γ
=wc . Also, because γ = 1 output is 80 before the change at

point a and output is 86 at point d.

(a) Shifts in the competition condition and the wage curve (b) Changes in the Lorenz curve
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!reminder The competition
condition determines the
level of the real wage that is
consistent with the degree of
competition in the product
market, given the productivity
of labor and the opportunity
cost of capital.

We offer this explanation as an illustration of how the model works and
can be applied to real developments in the economy. While it is consistent
with the available data (e.g. the decrease in measures of competition) there
are many competing explanations which we do not exclude.
If occurring in isolation, the shift in the competition condition would

result in a movement from the original equilibrium at point a to a new
equilibrium at point b with a lower wage and lower level of employment.
But if the wage curve also shifted down, then point b would no longer be
an equilibrium. To see why, consider point c, which indicates that the wage
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Table 15.2 Characteristics of the start and end points in Figure 15.19. Recall that wc is the wage
determined by the competition condition, and u and n are, respectively, the fractions of the population
that is unemployed and employed. The equation for the Gini coefficient is Equation 15.6 in the text, with
σB, the share of income going to the unemployed, set equal to zero (as we have assumed).

Point wc Total
income

Wage share u n Gini coefficient

Point a 0.76 80 0.76 = 61/80 0.10 0.80 0.10 + 0.80− (1− 0.10)(0.76) = 0.216
Point d 0.6 86 0.6 = 52/86 0.04 0.86 0.04 + 0.86− (1− 0.04)(0.6) = 0.32

required to motivate workers to work is lower than the wage determined
by the competition condition. Firms would therefore lower their wage,
resulting in the rate of profit now exceeding that which is low enough to
deter firm entry in the product market. So firms would enter, pushing up
employment. This would continue until the economy reached the newNash
equilibrium at point d.
Thus a simultaneous shift in the wage curve and the competition

condition results in a transition from point b to point d with lower
unemployment at the wage given by the new competition condition. The
consequences of these changes for inequality are evident in the Lorenz
curve shown in panel (b):

• A small reduction in unemployment from 10 to 4 percent of the popula-
tion; and

• A reduction in the wage share from 0.76 to 0.60.

The result of these changes taken together is to increase the Gini coeffi-
cient from 0.216 to 0.32.

M-NOTE 15.5 Entry barriers and economic profit as a share of income

Recall from M-Note 15.2 that the accounting profit share is the complement
of the wage share:

Accounting profit share σA = 1−σw

= ρ+ b
1+ρ

A portion of accounting profits is the opportunity cost of the amount of capital
used. In the model used here labor employed prior to the sale of its products
is the only capital cost, so the opportunity cost of capital used to produce
one unit of output is wages per unit of output paid in advance of production
times the opportunity cost of capital. Expressing the hours of labor required
to produce one unit of output as al this is: ρwcal. Because al is just

1

γ
we have

the following expression for the capital share or σE : continued

CAPITAL SHARE The capital share of total income is the fraction of output
accounted for by the opportunity cost of the capital goods used in the production
of the output.
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Opportunity cost of an hour of labor
Output of an hour of labor

= ρwc

γ = σE

The economic profit share is the accounting profit share minus the capital
share:

Economic profit share σE = σA −σρ

substituting in the values derived above = ρ+ b
1+ρ − ρwc

γ

and rearranging σE =
ρ+ b
1+ρ − ρ

γ
(1− b)γ
(1+ρ)

= ρ+ b−ρ+ρb
1+ρ

= b(1+ρ)
1+ρ

Economic profit share σE = b

where b is the extent of barriers to entry.

M-NOTE 15.6 Disposable income shares in the whole-economy model

The unemployment benefit (B) paid to the unemployed (u) is paid out of
a tax on the employed (n). The pretax income of the employed is wc

γ
. The

n employed people therefore pay a tax equal to a share of unemployment
benefits paid to each unemployed person of u

n
multiplied by the benefits each

unemployed person receives, B, such that the tax share paid by the employed,
τ = u

n
B, equals the share paid to the unemployed.

We therefore have the following shares:

Pretax wage share σwc = wc

γ

Unemployed share σB =
τ
γ
( u
n
)B
γ

Wage share (after tax) σwN = wc − τ
γ

= wc

γ −
( u
n
)B
γ

=
wc −( u

n
)B

γ
Labor share =Wage share (after tax)+Unemployed share

σwc = σwN +σB

=
wc −( u

n
)B

γ +
( u
n
)B
γ

Accounting profit share σA = σE +σρ = b+ wcρ
γ

Economic profit share σE = b continued
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Sum of shares 1 =

σwN
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n
)B
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⏞⎴⏞⎴⏞( u

n
)B
γ +

σE
⏞b +

σρ
⏞wcρ
γ

Multiply both sides by γ γ =wc −(u
n
)B+(u

n
)B+ bγ+wcρ (15.7)

Equation 15.7 shows that the product of an hour’s of labor is divided into
four parts attributable to the employed, unemployed, economic profits, and
opportunity cost of capital.

Wages and labor productivity
Our explanation is supported not only in the data on the markup and
economic profit share, but in evidence on wages and productivity. Figure
15.20 shows that from the end of World War II to the end of the 1970s, labor
productivity and real wages inmanufacturing in the US grew approximately
in tandem (real wages actually grew slightly faster than productivity over
much of that period).
But since the 1980s, in the US the real wages of workers have been

roughly constant, while productivity has much more than doubled. This is
consistent with an increase in barriers to entry and, as a result, a decline in
the degree of competition in goods markets. The results predicted by our
models are:

• a decrease in the wage share; and

• an increase in the share of economic profits.

These changes follow because, as we have shown in M-Notes 15.2 and 15.5,
the share of economic profits equal to b the degree of barriers to entry, and
the wage share is equal to (1− b)/(1+ρ).

! reminder Remember the
following notation. Real wage
determined by the compe-
tition condition: wc ;
productivity of labor (per
hour): γ; barriers to
competition: b, opportunity
cost of capital: ρ Wage (per
hour) determined by the
no-shirking condition: wN ;
disutility of working at the
no-shirking level: u;
unemployment benefit: B;
probability of being
terminated if shirking: t;
probability of not finding a
job if terminated: j = 1−H.

CHECKPOINT 15.7 Explaining the surge in US inequality Explain how a
shift downward in the wage curve along with a shift downward in the
competition condition could result in a small increase in employment and
a large increase in inequality. (Figure 15.19 will be helpful here.)

15.9 PUBLIC POLICY TO RAISE WAGES AND
REDUCE UNEMPLOYMENT AND INEQUALITY
We can use the model to study how public policy could alter the wage rate,
the profit rate, and level of employment and reduce inequality in a way that
is sustainable in the long run. Sustainability here means that the desired
policy outcome—higher real wages, or less unemployment—is consistent
with maintaining the workers’ motivation to work hard and well and the
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Figure 15.20 Real wages and productivity of manufacturing workers over time in
the US 1949 to 2016. Productivity is an index measuring real output per hour of all
persons. Real wages and productivity increased in tandem during the period 1949
to 1979. Afterward, wages remained stagnant while productivity kept increasing.
Source: Bowles et al. (2017).
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owners’ motivation to invest in the firms’ capital goods sufficiently and to
hire additional workers even at a higher real wage.
Sustainable policy therefore requires that the Nash equilibrium be

moved, which can only happen if one or both of the wage curve and the
competition condition are shifted.
Recall that the Nash equilibrium of the model of the whole economy is

determined by the competition condition and the wage curve:

Competition condition wc = (1− b)γ
(1+ρ) (15.8)

The wage curve is based on the no-shirking condition.

No-shirking condition wN = B+u+ 1− t
tj

u (15.9)

Letting the probability of remaining jobless if terminated, j, be the frac-
tion of the labor supply that is unemployed, 1−H, gives us the wage curve:

The wage curve wN(H) = B+u+ 1− t
t(1−H)u (15.10)
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Changing the Nash equilibrium requires changing one or more of the
variables in one of these two equations. We will consider three ways that
the Nash equilibrium might be changed by public policies, that is, by
altering barriers to entry (b), the opportunity cost of capital (ρ), or labor
productivity (γ).

Competition policy to reduce barriers to entry (b)
The competition condition immediately above includes the term b, which
is a measure of barriers to entry in an industry and therefore reflects how
uncompetitive an industry is. This can be a target of economic policy.
As we saw in Chapter 9, the Anti-Trust Division of the Department

of Justice in the United States and Competition Commissions in other
countries pursue policies to reduce barriers to entry in an industry by
means of legislation or legal action. If successful, the effect, as Equation
15.8 shows, is to raise the real wage that is consistent with the competition
condition.
Here is how that works. As you know from Chapter 9 lower barriers to

entry means that more firms will enter the economy, and the effect will
be to reduce the price that will maximize profits for the firms’ owners.
The resulting reduction in the profit-maximizing markup ratio over cost
means that the share of profits in total income falls, and the share of wages
increases. This is why the competition condition would shift upward.
At a higher real wage, the level of employment that is consistent with

sustaining the incentive to work (shown by the wage curve, that is Equation
15.10) increases. The resulting decrease in the level of unemployment along
with the shift in the labor share of income then has the effect of reducing
the level of inequality in the economy, as shown by the Gini coefficient, as
shown in Table 15.3.

Table 15.3 Policy effects on equilibrium. Each line shows a policy, the parameter that the policy
targets, which curve it shifts and the direction of the shift, and the effect on the real wage,
unemployment, and the Gini coefficient.

Policy target Effect Shift Wage UnemploymentGini

Competition policy Reduce b wc up up down down
Opportunity cost of capital Reduce ρ wc up up down down
Research, education Raise γ wc up up down down
Disutility of effort Reduce u wN down None down down
Barriers to job termination Increase t wN down None down down

LABOR SHARE The term labor share—distinct from wage share—refers to
unemployment benefits plus wages as a fraction of total income.
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Monetary policy and other interventions to reduce the
opportunity cost of capital (ρ)
Equation 15.8 also allows us to see the effect of a central bank’s monetary
policy. If the central bank (for example, the Federal Reserve Bank in the US)
wishes to promote higher levels of investment, it may reduce the borrowing
costs of commercial banks and hence lower the interest rates at which
other firms and individuals can borrow. This lowers the opportunity cost
of capital ρ.

Figure 15.21 Decreased
opportunity cost of capital
raises the competition
condition, wc.
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The decrease in ρ means that the wage that is consistent with the com-
petition condition is now higher. This shifts up the competition condition.
Just as was the case with the upward shift in the competition condition
resulting from a more competitive economy, this will allow a higher level of
employment and higher wages as more firms enter or as firms expand their
employment.
The resulting decrease in the Gini coefficient occurs because the level of

employment has increased and the wage has also increased.

Research, education, and training to raise labor
productivity (γ)
Consider a government policy that supports basic research resulting in
improved technologies or additional education and training, all of which
will raise γ, the output produced by a worker per hour of work at the
required effort level.
Equation 15.8 shows that an increase in γ will shift the competition con-

dition upward, meaning an increase in the real wage consistent with firms
neither leaving nor entering markets. If wages do not rise, then additional
firms will enter the industry or existing firms will increase employment
thereby raising the real wage necessary to motivate workers to provide
effort. The result will be a new Nash equilibrium with higher wages and
employment. As a result, the Gini coefficient will decrease. (We show in
Figure 15.24 (b) the effects of an increase in γ.)

CHECKPOINT 15.8 Putting the models to work Redraw the two figures—
the whole-economy model and the associated Lorenz curve comparing the
status quo and the effect of the following:

a An increase in labor productivity; and

b An improvement in working conditions that reduces the disutility of
effort.

15.10 APPLICATION: TRADE UNIONS,
INEQUALITY, AND ECONOMIC PERFORMANCE
In many industries, the contract under which workers work is not
between individual workers and the employer, but instead between a
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Figure 15.23 The proportion of workers covered by collective wage agreements
in different countries. The countries range from Turkey, South Korea, and the US
at the low end to France, Belgium, and Austria at the upper end.
Source: OECD Labor Force Statistics.14
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labor union representing the workers and the employer. In this case the
firm is not a wage setter as we described in Chapter 11, but instead engages
with the union in what is called collective bargaining to determine the wage
rate and other conditions of work that are specified in the contract. Figure
15.23 shows that countries differ markedly in the fraction of all employed
workers that are working under a collectively bargained contract.

Figure 15.22 Beatrice Webb
(1858–1943) was an English
economist who invented the
term “collective bargaining.”
She and her husband Sidney
were leaders of the Fabian
Society, advocating
democratic socialism. She was
one of four co-founders of the
London School of Economics.
Photo: Granger Historical Picture
Archive/Alamy Stock Photo.

If the economy is not at the Nash equilibrium, n, in Figure 15.15, and the
wage is below the competition condition line, a trade union may bargain
with employers to raise thewage. But Figure 15.15 shows that if trade unions
succeed in bargaining a wage higher thenwC, then in the long run firms will
leave the industry or the economy and not be replaced by new entrants. As
a result the bargained wage w >wC will not be sustainable.

Limits to what trade unions can do
In the long run, the effect of labor unions on the labor market occurs
because of effects on the Nash equilibrium, that is, by shifting either the

LABOR OR TRADE UNION A labor/trade union is an organization of workers
who together bargain with one or more employers about wages and working
conditions, a process known as collective bargaining.
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Figure 15.24 Effects of labor unions on employment and wages. In panel (a), the
union decreases t from 1 (the shirker is sure to be dismissed) to t1 < 1. From
Equation 15.9, you can see that, as a result, the wage curve shifts upward and
there is a new Nash equilibrium, n1 with the same wage and lower employment. In
panel (b), when a union increases the productivity of workers (γ) the competition
condition shifts upward because now a profit rate equal to the opportunity cost of
capital is achieved with a higher real wage. The result is a new Nash equilibrium,
n2 , with higher wages (w2) and higher total employment (HN

2 ) than the previous
Nash equilibrium n0 .
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wage curve or the competition condition. For example, based on Equation
15.9, the union might think that if it were made more difficult for the firm
to dismiss shirking workers, the employers would be forced to pay higher
wages to motivate workers to actually work. Reducing the termination
probability, t, the equation shows, will raise the “no shirking wage.”
This is a case where studying the equilibrium of the whole market, not

simply the one-on-one interaction of employer and worker, is required.
Equation 15.10 shows that making termination more difficult (lowering t)
will raise the wage curve for all levels of employment. But Figure 15.24
(a) shows that this does not have the effect the trade union intended. On
the contrary, in the model, making it harder for employers to fire workers
would shift the Nash equilibrium to the left, reducing employment and
leaving the wage unaffected.

Bargaining for a share of the gains to cooperation

! reminder The equation
for the no-shirking wage (the
wage curve) is:
wN = B+u+ 1−t

t(1−H)
u. If t

decreases, then the
denominator in the third term
is smaller and the numerator
is larger; therefore the wage
curve shifts up.

But there are trade union strategies that can reduce inequality. Recall (from
Chapter 11) that the Nash equilibrium of the labor discipline (Ford) model is
not Pareto efficient. Figure 15.25 shows the yellow Pareto-improving lens
of possible outcomes with higher wages and greater worker effort that
are preferred by both workers and owners. A trade union can sometimes
bargain with an owner to allow such mutual gains to be made.
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For example, unions may be able to bargain with employers to improve
working conditions by providing:

• material amenities such as a safer workplace, air-conditioning, and flex-
time scheduling, or

• social amenities such as a voice in company decision-making and a
respectful and fair-minded approach to their workers.

Either will reduce the disutility of effort: working hard for a kind and
respectful boss is a lot less unpleasant than working for an indifferent and
insulting one.
The result would be a more cooperative workplace environment and

workers’ willingness to work harder. This is called the union voice effect. If
this reduced the disutility of working at the “no-shirking effort level” (u(e))
then the result, as Equation 15.10 shows, would be a shift down the wage
curve.
Why would lowering the wage curve be in the interest of workers? Here

is another case in which looking at the equilibrium of the whole market or
economy is essential. From Figure 15.24 you can see that increasing voice
(by decreasing the disutility of work) would not affect the wage but it would
increase the level of employment. As u decreases, the numerator of the no-
shirking wage decreases, therefore the wage curve shifts down, and the
level of employment increases.
An alternative—also favorable—outcome of policies that reduced the disu-

tility of effort would be that the employer decided to increase the level
of effort expected of workers without lowering the wage. If workers work
harder in an hour, then the output produced in an hour γ—the productivity
of an hour of (non-shirking) labor—will increase. The result is a shift upward
in the competition condition, raising wc and increasing employment.

Figure 15.25 A Pareto-
provement over the Nash
equilibrium in the labor
discipline model. Cooperation
between employers and
workers—possibly facilitated
by a labor union—are a
change in the rules of the
game that may support a
Nash equilibrium in the
Pareto-improving lens.
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Trade unions can also shift up the competition condition by providing
a means of communication and conflict resolution between owners and
workers about work rules and other practical aspects of the production
process. The effect is to increase the productivity of the workers’ effort
by reducing wasted effort, and this raises the wage that can be offered
consistent with the competition condition. This outcome is illustrated in
Figure 15.24. In this case, as the figure shows, the effect on the union’s
negotiation has been to change theNash equilibrium such that it raises both
the level of employment and the wage rate.
The conclusion is that trade unions can affect the functioning of the

labor market both positively and negatively. The positive effects of the

UNION VOICE EFFECT The union voice effect occurs when a trade union, by
providing a ‘voice’ to otherwise unheard workers, improves their treatment by
employers and their job satisfaction (in our model, decreasing the disutility of
work), with, as a result, greater work effort provided by workers, and an increase
in output per worker hour.
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Figure 15.26 Real wage growth and unemployment in high-income economies.
ESP refers to Spain, GBR to Great Britain, DEU to Germany.
Source: CORE’s, The Economy (tinyurl.com/y6jf6vpz). Based on data from the US Bureau of Labor
Statistics and OECD Labor Statistics.
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union voice effect and bargaining with employers to raise productivity are
part of the explanation for the evidence in Figure 15.26. By the standard of
rapid wage growth and low unemployment over the long run, countries in
which a majority of workers work under collective bargaining agreements
(Norway, Germany, Denmark, Finland, and Sweden) have outperformed
countries with weak trade unions (the US, Canada, and the UK). The figure
also shows, however, that some countries where labor union negotiated
contracts cover a small fraction of the labor force—Japan is an illustration—
perform well compared to countries with stronger unions—such as Spain,
Italy, and Belgium.

CHECKPOINT 15.9 Policymaking with labor markets

a. It’s not too difficult to explain why the economic conditions experienced
by the citizens of Norway and Japan as depicted in Figure 15.26 were
preferable to those experience by Americans and Canadians. But how
would you describe the differences in the conditions experienced by
Finns and Swedes, or Americans and Spaniards?

b. If you were to draw your own personal indifference curves—your eval-
uation of the countries’ record with respect to unemployment and real
wage growth—what would they look like?

https://tinyurl.com/y6jf6vpz
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15.11 THE RULES OF THE GAME AND THE
DISTRIBUTION OF RENTS
We can bring together the effects of trade unions, monopoly, and monop-
sony on the distribution of rents in a single model.

A monopolistically competitive monopsony
To do this we determine the fallback options and incomes received by the
owners and workers in a single firm shown in Figure 15.27 (a), that:

• faces a downward-sloping demand curve so that it is a monopolistic
competitor in the market for its output; and

• hires a significant fraction of the local supply of labor and so is amonop-
sonistic employer in the market for labor, facing a rising average cost of
labor hours.

To study this case we return to the model of monopsony hiring introduced
in sections 11.12, 11.13, and 11.14, as shown in Figure 15.27. We assume that:

• the only input to the production of the firm’s output is labor effort;

• the cost per hour of effort at the level required by the owners of the firm
is given by the average cost of labor ac(h) shown in Figure 15.27;

• when workers provide effort at the level required by their employer they
produce an amount of output equal to γ;

• the firm sells the product of an hour of employment at a price p so the
average revenue product of hours of employment, arp, is pγ; and

• that is shown as the curve arp(h) in Figure 15.27, which declines because
the more hours of employment that the firm hires the more it produces
and the lower must be the price at which the increased output can be
sold.

Facedwith themarginal cost of hours of labor (mc(h)) andmarginal revenue
product of hours of labor (mrp(h)) the profit-maximizing firm will hire hm

hours so as to equate mc(h) =mrp(h) as shown at point m in the figure.
If the firm employs hm, then it must pay ac(hm) to motivate the workers to
provide the no-shirking level of effort. Given the output produced by hiring
h hours, the maximum price that the firm can charge for the product of an
hour’s work is arpm. So the Nash equilibrium is that the firm hires hm hours
and pays a wage of wm per hour and sells the product of an hour’s work at
the price arpm.

Owners and workers’ fallback options and rents
Because we are interested in the distribution of rents received by the
owners and the workers we need to know their fallback options. The
fallback option for the workers is to receive an unemployment benefit of
B and to avoid the disutility of providing the level of “no-shirking” effort
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Figure 15.27 Market power, incomplete contracts, and the distribution of rents
among workers, employers, and consumers. The limited competition is illustrated
in two ways. First, it means that the price at which the firm can sell its product
pm(h) declines the more it sells. This is why the average revenue product curve
arpm(h) = γpm(h) is downward-sloping, or what is the same thing, why the mrp(h)
is below the arp(h). Second, in panel (a), limited competition in the labor market
means that the wage it must pay to motivate workers increases the more workers
it hires. So, the average cost of labor hours increases the more the firm hires, and
the marginal cost of hours exceeds the average cost. In panel (b), the trade union
negotiated wage exceeds the average cost of hours given by the no-shirking
condition (except for very high levels of hiring). So, the average and marginal cost
are both equal to the union wage.

(a) No unions (b) The effect of a trade union bargained wage
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required by the employer u. So the total opportunity cost to the workers
hired for hm hours is hm(B+u). This is shown in Figure 15.27 (a) as the light-
blue-shaded rectangle at the bottom.
The fallback option for the owners of the firm is to invest in some other

project the amount that it spent hiring labor at the beginning of production
(selling the product is possible only after the time that production takes).
If, as before, ρ is the expected rate of profit on the alternative investment
(that is, ρ is the opportunity cost of capital), then the opportunity cost of
hiring one hour is ρw and the opportunity cost of hiring hm hours is ρwhm.
This is shown in Figure 15.27 (a) as the dark-blue-shaded rectangle above
the owner’s rents (the owner’s rents must be net of the opportunity cost of
capital).
The three types of rents shown in the left panel of Figure 15.27 are:

• Employment rents received by workers, that is, the excess of the wages
rate paid by the monopsony firm over the workers’ fallback summed over
the hours hired.
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• Owners’ market power rents, that is the excess of accounting profits over
the opportunity cost of capital due to the limited competition in both the
labor market and the output market.

• Consumer surplus, that is, the excess of the maximum willingness to pay
(the height of the average revenue product of labor) for the product of an
hour’s employment and what they actually do pay.

A trade union’s labor market power rent
In panel (b) we introduce a trade union that has enough bargaining power
so that the firm’s owners have agreed to a wage (wu) that, at the level of
employment of the firm in the absence of the trade union (hm), is above
the minimum they need to pay in order to motivate workers to provide the
no-shirking level of effort. In Figure 15.27 (b) you can identify the following
effects of the trade union’s bargain:

! reminder You studied
consumer surplus in Chapters
7 through 9. In those cases the
price of a unit of the good
sold was on the vertical axis
and the quantity number of
units of the good sold was on
the horizontal axis. Here the
hours of employment is on
the horizontal axis, and the
value of the average revenue
product of employment on
vertical axis is the amount the
buyer pays for the amount of
the output produced in an
hour, that is, price per unit of
the good p times number of
units of the good produced in
an hour γ.

• At the current level of hiring (hm), the firm no longer has monopsony
power: the union negotiated wage it must pay is now independent of the
level of employment.

• As a result, the firm’s owners will maximize their profits by increasing
the level of employment to hu, the point at which the marginal revenue
product of labor is equal to the wage.

• The total wages received by the firm’s workers is now wuhu which is
now composed of—in addition to the workers’ fallbacks and employment
rents—a new rent, the trade union’s labor market power rent the size of
which is the area of the orange-shaded rectangle in the figure.

• The owner’s rents are now less because the higher wage reduces
accounting profits and also increases the total opportunity cost of the
capital devoted to paying the wages in advance of the sale of the product
(ρwuhu).

• Because more is now produced we know from the inverse demand curve
that the price at which it can be sold is lower, so what consumers pay for
the product of an hour of labor arpm is now lower.

• Because consumers now buy more at a lower price the rents constituted
by the consumer surplus triangle have now increased.

Figure 15.27 provides a summary of howdiffering institutional environments—
represented by monopsony, monopolistic competition, and trade union
bargaining—affect how different distributions of income are implemented.
The impact of differing rules of the game extend beyond the distribution of
income to include differences in the ways that people experience economic
interactions depending on whether they are an owner, a manager, or a
worker.
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CHECKPOINT 15.10 The rules of the game and the distribution of rents
Redraw Figure 15.27 for the cases where:

a. The firm is a monopsonist in the labor market but faces unlimited
competition in the product market so that the inverse demand curve
is horizontal.

b. The firm is a monopolistic competitor but is not a monopsonist in the
labor market, so the “no-shirking wage” that is the average cost of an
hour of labor does not depend on the hours of labor that it employs.

c. The unemployment benefit B is eliminated.

15.12 CAPITALISM AS A SOCIAL SYSTEM:
DISPARITIES IN WEALTH AND POWER
Our model of the capitalist firm provides a look into the politics, the
sociology, and the psychology of the workplace.

The economy: Markets plus organizations
In 1951 a paper by Herbert Simon pioneered the study of exchanges with
incomplete contracting.15 Forty years later, he imagined a mythical visitor
from Mars approaching earth in a spaceship:

equippedwith a telescope that reveals social structures. The firms
reveal themselves, say, as solid green areas . . . market transactions
show as red lines connecting the firms forming a network in the
spaces between them.16

What would the Martian see, mused Simon?

Nomatter whether our visitor approached the United States or . . .
urban China, or the European Community, the greater part of the
space below itwould bewithin the green areas, for almost all of the
inhabitants would be workers, hence inside the firm boundaries.
Organizations would be the dominant feature of the landscape.

The moral of the story, for Simon, is about the proper subject matter of

HISTORY Herbert Simon
(1916–2001) was a Nobel
Laureate in economics though
his undergraduate and PhD
degrees were in political
science. He was a pioneer in
fields as diverse as artificial
intelligence and
organizational theory and is
best known for stressing
people’s limited cognitive
capacities and incomplete
information when making
decisions, what he termed
“bounded rationality.” He
favored replacing taxes on
wages and salaries by a tax on
the value of land.

economics:

A message sent back home [by the Martian], describing the scene
would speak of large green areas interconnected by red lines. It
would not speak of a network of red lines connecting green spots.

Economics, Simon insisted, should be at least asmuch about the structure
of organizations—including the exercise of power—as it is about voluntary
exchanges on markets.
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“Power” in economics
The idea that the political structure of firms should play a central role in
the analysis of the economy is a recent development in economics. But in
other fields the point seems obvious. The US Supreme Court stated it quite
clearly in the head quote to this chapter in 1898.
But many economists have considered the exercise of power by employ-

ers over workers to be illusory. In 1957, Paul Samuelson wrote “Remember
that in a perfectly competitive market, it really does not matter who hires
whom; so have labor hire capital.”17

An important mid-twentieth-century microeconomics text by Armen
Alchian and William Allen may have surprised some students with the

HISTORY A decade after
Samuelson’s remark, John
Kenneth Galbraith chided his
fellow economists for not
having asked “why power is
associated with some factors
[of production] and not with
others?”18

following:

Calling the employer the boss is a custom derived from the fact
that the “boss” specifies the particular task. One could have called
the worker the boss because he orders the employer to pay him
a specific sum if he wants services performed. But words are
words.19

We doubt very much that the authors would disagree with the Supreme
Court’s assessment as an empirical account. Like Samuelson they were
describing the logic of a model, not an empirical aspect of the economy.
In the approach modeled here, Alchian and Allen’s example would look

quite different. The employer would simply refuse any pay demanded by
the worker unless it happened to be wN(H), the least wage the employer
could offer consistent with the worker providing effort at the employer’s
chosen non-shirking level. There are identical workers ready to take the
place of the overly demanding worker.

HISTORY The
seventeenth-century
philosopher Thomas Hobbes
wrote, “Riches joyned with
liberality [generosity] is
Power; because it procureth
friends, and servants.” In
Hobbes’s day the term
“servant” referred to any
worker.20

Economists recognize that domination of some people by others was
an essential characteristic in many past economic systems, slavery on
plantations in the US before the Civil War or feudalism in medieval Europe,
for example. These were both economic systems in which one party—the
slave owner, the feudal lord—could threaten dire consequences to any of
“their” enslaved people or serfs who did not obey their commands.
But in a capitalist economy exchanges are voluntary, not coerced at

gunpoint (or swordpoint), and parties to any exchange are free towalk away.
That is why the participation constraint must be satisfied for any exchange
to take place: as we saw in Chapter 5, this is because participation in an
exchange is has to be motivated by the prospect of doing better as a result.
Even in a voluntary exchange among private parties, however, power can

be exercised. We have seen that where contracts are incomplete, one of the
actors, the principal, acting as a first-mover offers terms that induce the
agent to do something in the principal’s interest that could not be secured
by enforcing the terms of a contract.

! reminder For B to have
power over A, it is sufficient
that, by imposing or
threatening to impose
sanctions on A, B is capable of
affecting A’s actions in ways
that further B’s interests,
while A lacks this capacity
with respect to B. Where B has
this capacity because B is on
the short side of a non-
clearing market, we say that B
has short-side power.
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The principal does this not by threatening physical harm to the agent but
by committing to terminate the interaction if the agent does not do what
the principal asks. The harm threatened is economic: if the relationship
ends, then the agent loses the enforcement rent that she received as part
of the interaction.
To explain how power can be exercised even when either party to

an exchange can walk away we will use an economic model of the firm
that we owe to an unlikely pair. The first is Karl Marx the nineteenth-
century socialist revolutionary; the second is twentieth-century University
of Chicago economist Ronald Coase whose work is often used to advocate
a lesser role for the government in addressing economic problems.

HISTORY Ronald Coase won
the Nobel Prize for his
contributions to the
economics of institutions.
Upon his death (at the age of
102) Forbes magazine called
him “the greatest of the many
great University of Chicago
economists.”21 Our
explanation of market
competition (in Chapter 9),
firms and labor markets
(Chapter 11), and bargaining
(Chapter 14) owes much to
Coase’s work.

Marx was the first to stress the fact that the employment contract
stipulated time on the job, but it did not cover such things as the amount or
quality of work done. Rather, the employment contract specified the hours
during which the worker agreed to submit to the authority of the employer.
Under the employment contract, the employer does not purchase the
worker’s work, he rents the worker’s time.
According toMarx theworker’s supply of effort to the production process

is not secured by contract but is instead an “extraction” that “only by
misuse could . . . have been called any kind of exchange at all.” Anticipating
the logic of Henry Ford’s “five dollar day” as well as late twentieth-century
developments in economic theory, Marx pointed out that an increase in the
wage might reduce the cost of labor per unit of output.

❯ EXAMPLE For example,
should a car manufacturer
also manufacture tires for the
car (produce them in-house)
or should they purchase the
tires that another
manufacturer produces?

Like Marx, Coase (1910-2013) stressed the central role of authority in the
firm’s contractual relations: “note the character of the contract into which
a factor enters that is employed within a firm. . . . [T]he factor . . . for certain
remuneration agrees to obey the directions of the entrepreneur.” Indeed,
Coase defined the firm by its political structure:

If a workman moves from department Y to department X, he does
not go because of a change in prices but because he is ordered to
do so . . . the distinguishing mark of the firm is the suppression of
the price mechanism.22

Coase sought to understand why firms exist at all, and what determines
the extent of what he called these “islands of conscious power in this ocean
of unconscious cooperation.”
The size of the firm is determined by the decisions of its owners and

managers when confronted with the question: should we purchase this
input from another supplier or should we make it in-house. The more the
firm produces in-house, the larger will the firm be, for a given level of
final sales of the product. The reason why we have large firms according
to Coase, is that for many inputs the suppression of the price mechanism
within the firm in favor of a centralized system of control makes in-
house production more cost-effective than acquiring the same input on
the market.
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Given the benefits of specialization and economies of scale, economic
activity is necessarily social rather than individual: as a result economics
is about organizations as much as it is about individuals making exchanges
on markets. What we have learned from Coase, Simon, and Marx is that the
types of institutional arrangements governing production and exchange—
including relationships between employers and workers in firms—reflect
the fact that the conflicts of interest among the participants are governed
by incomplete contracts.

❯ EXAMPLE The
“suppression of the price
mechanism”—the expression
that Coase used to describe
the firm—sounds like
something that was done in
the Soviet Union when the
economy was centrally
planned by government
officials, a so-called
command economy without
market-determined prices.
But Coase pointed out that
the private owners of firms in
a capitalist economy also
suppress the price
mechanism by not having
prices within the firm
determine which worker does
what task. In a firm, workers
do what managers or
supervisors tell them to, they
are not guided by prices.

The combined effect of incomplete contracts and conflicts of interest
is that the determination of the allocation resulting from an exchange
depends on who exercises what kind of powers in the transaction. Power
in the firm is generally exercised by those who hold what are called the
residual rights of control, meaning the right to determine what is not
specified contractually. These are the owners of the firm or their delegated
managers.

Control over assets and power over people
What we have explained is why control rights over assets confers power
over people. Samuelson’s claim asserts the contrary—it does notmatterwho
hires whom.
Samuelson is right about “a perfectly competitive market” if we add the

proviso “with complete contracts.” In the perfectly competitive general
equilibrium model to which he was referring the labor contract is assumed
to be complete, so the notion of “hiring” simply means “buying.” “What does
it mean,” Oliver Hart asked, “to put someone ‘in charge’ of an action or
decision if all actions can be specified in a contract?”23

This basic point also explains why, in Marx’s terms, contractual transac-
tions on competitive markets appear to be a free exchange among equals
(“a very Eden of the innate rights of man” is the expression he used), while
in the workplace the two parties to the employment contract take on a
different appearance: the employer is boss and the worker is “his laborer.”24

Samuelson’s and Marx’s picture of the economy as a social system could
not be more different. For Samuelson, the economy is a level playing field
politically speaking, no actor has any power or authority over any other. For
Marx the economy is also a political system in which power is exercised by
those with wealth.
Expressed in modern economic terms, we update Marx to say that those

on the short side of a market—employers in the labor market, lenders in the
credit market for example—exercise short-side power over those on the
long side of the market with whom they transact—workers and borrowers.
The political dimension of the economy is depicted in Figure 15.28 as a

downward cascade of short-side power beginning with wealthy lenders

! reminder Recall that in a
market with incomplete
contracts one side of the
market will be the short side
because it is the side on
which the desired number of
contracts is lowest, whereas
the other side of the market is
the long side. For example, in
employment markets,
employers desire fewer
contracts than workers, and
so employers have short-side
power over the long-side
workers who they employ.

who exercise power over borrowers wealthy enough to secure a trans-
action. The wealthy and the successful borrowers, then exercise power
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over managers (those who secured employment), who in turn, along with
owners, exercise short-side power over workers. Here we introduce the
market for managers as a distinct kind of contingent renewal contract
(following the structure of the contract between employers and workers
in Chapter 11).
The owners of a firm are the principals and the managers are the

agents. The principal would like the agent to skillfully manage the owner’s
assets to maximize the owner’s wealth. But the manager’s action cannot
be subject to a complete contract. The other necessary ingredient of a
principal-agent relationship—conflict of interest—is also present, because
the manager has interests other than to maximize the owner’s wealth.
These interests include the manager’s own leisure, frequent first-class air
travel and luxurious accommodation, and self-promotion activities that will
improve his fallback position (that is, his prospects for employment in a
different firm).

HISTORY The term “other
people’s money” is from Adam
Smith. He foresaw the
principal-agent problem faced
by owners who would like the
managers (“directors”) of their
assets to maximize the
owners’ wealth.25

Figure 15.28 The incomplete contracts model of the economic and political
structure of a capitalist economy. The Bs are short-side principals exercising
short-side power over the As (the long-side agents with whom they transact). The
Cs are quantity-constrained long-siders: the unemployed, job-rationed, or credit
market excluded. The green arrows show the direction in which power is
exercised—that is, by principals over agents. The blue brackets indicate that the
As and Bs in the market on the left become the Bs in the market on the right.
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To reduce the conflict of interest, owners typically compensatemanagers
not only with a salary but also with payments or stock options that will
increase with the value of the firm.26 But unless the manager owns a very
substantial fraction of the entire firm, the conflict of interest between
principal and agent will remain an important aspect of the owner-manager
relationship. The only way to eliminate the conflict of interest would

✓ FACT CHECK This is often
the model followed by
franchising: managers of a
franchise pay the owners of a
brand a fixed amount for use
of the brand, but are residual
claimants on the profits of
their franchise. be to make the manager the sole residual claimant on the value of the

firm’s assets, while paying to the owners some contractually fixed amount
independent of the firm’s value.
In Figure 15.28, the short-siders (B) exercise short-side power over the

long-siders with whom they transact (A), while the excluded long-siders
(C) are quantity-constrained.
The vertical dimension (indicated by the vertical arrows) is between those

whohave short-side power (the principals) and those overwhom this power
is exercised (the agents), that is, between the lenders and borrowers, the
owners and the managers, and the managers and the workers. Principals
(Bs) and agents (As) differ in wealth; possessing wealth is a reason why one
has he option of being a lender, an owner, or an employer.

❯ EXAMPLE The powers
wielded by principals
(owners) over agents
(workers) go far beyond
Coase’s example—directing a
person to work in department
Y rather than department X.
These power include requiring
the worker during the COVID-
19 pandemic to come to work,
exposing the worker and her
family to infection.

But among the long-siders, the As and the Cs—those who are able to
make a transaction and those who are excluded—may be identical. This is
the case in the labor market model, for example, in which workers—both
employed and unemployed—are identical except that some of them have
jobs and others do not.
We have come to three conclusions:

• Those with wealth are more likely to be able to become principals in
principal–agent relationships.

• As actors on the short side ofmarkets that do not clear, principals exercise
power over agents and they benefit from the first-mover advantage that
their position confers.

• Wealth and power are concentrated in the same hands, even in an envi-
ronment of competitive markets in which the powerful cannot secure
participation in exchanges by coercion.

The sociology and psychology of short-side power
The model of power developed here provides a reason to doubt the old
adage quoted in Chapter 12: “The wealthy are different from everybody
else; they have more money.” Wealth does indeed determine the position
of one’s budget constraint and wealth commands more goods and services.
Substantial wealth gives a person a large feasible set—for say consumption,
free time, and other valued things. Having a wider range of choice because
of an enlarged feasible set, we can say that wealthy people have more
freedom.
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But those wealthy enough to engage in their own projects or to borrow
large amounts at the going rate of interest enjoy more than superior
purchasing power. They may command people as well as goods. Their
access to capital allows them, but not others, to become employers of
managers andworkers, and as such to occupy positions of short-side power
in non-clearing markets.
Those without wealth tend to be constrained not only by a more limited

feasible set of consumption choices, but also by the fact that as workers or
borrowers they are subject to the exercise of short-side power by others.
These disparities in power show up in many noneconomic realms of our

lives. Working at a particular kind of job is a relationship that persists over
many years even decades and people change as a result of their experiences
at work. The workplace is a cultural environment in which workers’ and
employers’ preferences and beliefs evolve. Workplaces are no different
in this respect from schools or neighborhoods; they are environments in
which we spend a lot of our waking hours, and, as we will see, how we
interact there influences how we develop as people and how we raise our
children.
An empirical example will suggest the importance of these effects.

Over a period of three decades the social psychologist Melvin Kohn
and his collaborators studied the relationship between a position in
the authority structure of your workplace—giving as opposed to taking
orders—and the your valuation of self-direction and independence in
your children, as well as your own intellectual flexibility, and personal
self-directedness. They concluded that “the experience of occupational
self-direction has a profound effect on people’s values, orientation, and
cognitive functioning.”27 They found, for example, that those who routinely
take orders on the job place a large value on obedience in raising their
children, while those who give order place a higher value on independence.
His collaborative study of Japan, the US, and Poland (when it was still

under Communist Party rule) yielded cross-culturally consistent findings:
people who exercise self-direction on the job also value self-directionmore
in other realms of their life (including child rearing and leisure activities)
and are less likely to exhibit fatalism, distrust, and self-deprecation. Kohn
and his co authors reason that “social structure affects individual psycho-
logical functioning mainly by affecting the conditions of people’s own lives.”
Kohn concludes that:

The simple explanation that accounts for virtually all that is known
about the effects of job on personality ... is that the processes are
direct: learning from the job and extending those lessons to off-
the-job realities.28

As the personality dimensions mentioned by Kohn are part of individuals’
preferences explaining how they raise their children, what kind of leisure
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activities they engage in and the like, this is strong evidence for the effects
of workplace organization on our values. This is an example of endogenous
preferences: our preferences being altered by our economic or other
experiences.

CHECKPOINT 15.11 Mayors and managers How is the power that
employers exercise over workers similar to or different from the exercise
of power by governments (e.g., the mayor of a city) over citizens?

15.13 APPLICATION: A WORKER-OWNED
COOPERATIVE
To some, the power of employers over workers has seemed inconsis-
tent with both democratic principles and the dignity of the workers. The
nineteenth-century philosopher, economist, and author ofOn Liberty, John
Stuart Mill, wrote: “To work at the bidding and for the profit of another,
without any interest in the work . . . is not, even when wages are high, a
satisfactory state to human beings of educated intelligence.”29 He went on
to predict in his 1848 Principles of Political Economy, perhaps the first text-
book in economics, that the “relation of masters and work-people will be
gradually superseded by [an] association of labourers among themselves.”
Here is an example of how that might look. In 1921, a group of loggers,

carpenters, and mechanics in Olympia, Washington in the US formed the
Olympia Veneer plywood cooperative. In return for an investment of $1,000,
a cooperative member gained the right to work in the plywood plant and
to share equally in any profit. Members wishing to leave had to sell their
shares, and prospective members, if approved by the membership, were
required to purchase shares, which by 1923 were selling for $2,550.30

A change in the rules of the game
This was a generation before Samuelson, but these workers certainly would
not have agreed that “it really does notmatter who hires whom.” For them it
very much mattered, and they set out to do exactly what Samuelson would
later whimsically suggest: “have labor hire capital.”
Olympia Veneer was not a capitalist firm: members owned the buildings

and equipment with which they made the plywood. They were their own
employers.
The conventional and cooperative plywood firms exemplify differing

assignments of the relevant rights. In worker-owned cooperatives, both
residual claimancy and control is assigned to the member-owners who
supply labor. This contrasts with conventional firms in which the suppliers
of capital and labor are distinct individuals, and residual claimancy and
control is assigned to the capital suppliers.31



OUP CORRECTED PROOF – FINAL, 11/9/2021, SPi

Application: A Worker-Owned Cooperative 911

In 1939, 250 workers in nearby Anacortes invested $2,000 each in a
second cooperative plywood mill. Strong wartime demand for plywood
boosted the value of their shares to $28,000 in 1951, and members were
paying themselves at rates double the union wage in nearby conventionally
organized (capitalist) plywood mills.
Stimulated by the success of Olympia Veneer and Anacortes, between

1949 and 1956 twenty-one more co-ops entered the plywood industry
in the states of Washington and Oregon, nine of them by buying out
existing conventional firms. Banks offered loans to prospective cooperative
members looking for a way to buy the shares necessary for membership.
The borrower’s home—if they owned it—could be used as collateral.
This is exactly what the kind of transfer of ownership rights that the

Coasean bargaining approach would predict. If the cooperative organi-
zation is a more effective way to organize plywood production, then the
assets of a plywood factory—the buildings, machinery, and trademark—
would beworthmore to a teamof cooperativeworkers than to the erstwhile
capitalist owners of the firm. So the workers—if they could find a way to
borrow the necessary funds—would purchase the assets, and convert the
firm to a cooperative.
At mid-century, about half of the plywood firms were co-ops, the rest

being conventional firms. In some of the conventional firms the workers
were members of labor unions, and in others, not. Though the co-ops and
conventional firms used virtually identical machinery, the co-ops special-
ized in the more labor-intensive “sanded” plywood because, as one analyst
of the co-ops commented, sanded plywood “puts a premium on worker
effort.”32

The structure of the typical plywood co-op was both egalitarian and
democratic. With few exceptions, worker-owners received equal pay, and
jobs were often rotated. Management was elected by the body of worker-
members. Some nonmembers were hired under conventional wage con-
tracts, their numbers making up an average of one-quarter of the total
workforce. High levels of productivity were maintained through a strong

✓ FACT CHECK James
Andreoni and Laura Gee
explored how mutual
monitoring works in an
experimental Public Goods
Game with students in the US
where the team members are
able to appoint one of the
team members as a ‘hired
gun’ with the ability to punish
the lowest-performing team
member. Subjects in the
experiment were willing to
pay for a “gun for hire” over
70 percent of the time and the
mechanism increased average
payoffs between 15 percent to
40 percent. The institution of
the hired gun, like a manager
in a cooperative, ensured that
the experimental subjects
cooperated in the Public
Goods Game.33

work ethic among members, enforced by peer pressure and mutual moni-
toring. The resulting saving in supervision costs was substantial: when one
conventional firm converted to a co-op, the number of supervisors was
reduced to one-quarter of its previous level.

Why cooperative production succeeded (while it lasted)
The ownership shares could be purchased only by a person wishing to work
in the factory, and most of those jobseekers were not wealthy enough to
put up a lot of money for a share. This limited the demand for shares and
therefore lowered the share prices.
As a result joining a co-op was a good investment: an individual who

purchased a share and worked in a co-op for a number of years had a
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much higher long-term average income than an individual who put the
value of a share in a Portland savings bank and worked at union wages in a
conventional firm.
The coexistence of cooperatives and conventional firms producing the

same goods using virtually identical technologies over a period of three-
quarters of a century provides a remarkable opportunity for us to compare
and contrast the success and failures of different institutional structures.
Conventional firms and cooperatives alike were able to attract both labor
and capital over this period.
But the firms differed markedly in a number of ways.

• Productivity: The total factor productivity of the co-ops—a measure of
the productivity of labor and capital goods combined—was substantially
higher than of conventional firms (from 6 percent higher to 45 percent
higher, depending on the method of estimation).

• Equality and security: Cooperatives also adjusted to insufficient product
demand in a very distinctive way: rather than laying off members, they
reduced hours and pay of all workers, thereby spreading the impact
of negative shocks among the membership so as to avoid any member
bearing the cost of joblessness.

In this particular case, contrary to Samuelson, it mattered very much “who
hired whom.”
Reasons why the cooperative firms were more productive than their

conventional competitors include the superior work effort and reduced
cost of monitoring of the co-op workers. This would occur because each
co-op member shares in the income that they and their fellow workers
produce, so as a result:

• worker-owners have a greater incentive to work hard and well; and

• to assist monitoring other workers; and also

• they may experience less disutility of effort because they are working
under a system of discipline that they have devised and agreed to, not
one imposed by an outsider.

Eventually, some co-ops either transformed themselves into de facto
conventional firms, or sold out to conventional firms. For example, by
mid-century the remaining handful of member-owners of Olympia Veneer
were employing 1,000 workers on conventional wage contracts, remaining
a cooperative in name only. In 1954, they sold their shares to theUS Plywood
Corporation. In the sale, 23 early members realized a return averaging

TOTAL FACTOR PRODUCTIVITY Output divided by a weighted sum of the inputs
(the weights being each input’s relative contribution to producing output).
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$652,000 (in 1954 dollars) on their average initial investment (of $1,415
(in 1954 dollars). The entire industry moved from the Northwest to the
Southeast in the 1980s and 1990s; none of the firms in the new locationwere
cooperatives. (We return to the closely related problem of team production
in the next chapter.)

A cooperative economy
The democratic management of the cooperatives by worker-owners pro-
vided both a higher level of income and an opportunity for workers to
participate in decision-making about their work. We could hypotheti-
cally represent an economy made up of cooperatives just as we have in
Figure 15.15 (the whole-economy model) with two changes:

• The increased productivity of the cooperative workers—an increase in
γ—would (as you can see from Equation 15.8) result in a shift upward in
the competition condition, that is, higher wc. The new Nash equilibrium
results in higher wages and less unemployment

• The greater satisfaction with the more democratic rather than top down
decision-making process could reduce the disutility of labor (u), which
would (as you can see from Equation 15.9) shift downward the wage
curve. The result would be a further increase in employment at the Nash
equilibrium, and no further change in the wage.

The result of greater employment at higher wages would be a larger pie,
with less unequal slices.
With these benefits to cooperative members and improvements in the

performance of the whole economy the spread of cooperative production
would seem to be not simply a good public policy. It would occur spon-
taneously through the actions taken by groups of workers, as it did in the
plywood coops in the Pacific Northwest of the US a century ago.

CHECKPOINT 15.12 Pros and cons of cooperatives What would be the
advantages and drawbacks of being a member of a worker-owned cooper-
ative compared to being an employee of a conventional firm? Assume that
both people have limited wealth, so the co-op member owns shares in the
co-op and has borrowed money from a bank to buy her home (with the
home as collateral) while the conventional employee purchased his home
without borrowing.

15.14 RISK AND REDISTRIBUTION

! reminder In Chapter 12,
we saw that a borrower who
has more wealth to invest as
equity in a project or to post
as collateral will be able to
borrow at a lower interest rate
(lower cost of capital) than a
borrower with less wealth.

There are two reasonswhy John StuartMill’s prediction that worker-owned
cooperatives would become the dominant form of economic organization
did not occur: both arising from the fact that most workers do not own
substantial amounts of wealth:
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• Risk aversion: Not having substantial wealth, workers tend to be risk
averse. They may view employment for a given wage as a kind of insur-
ance, and prefer to be employed as wage earners rather than residual
claimants on a risky income stream based on the firm’s revenues.

• Credit constraints: Workers are not able to borrow substantial sums
of money at interest rates as favorable as those available to wealthier
borrowers, or potentially are not able to borrow at all, so it is difficult
for them to become owners of the firm’s assets.

We now will see why a combination of risk aversion and limited access to
credit explains why fewworkers create or join worker-owned cooperatives.

Would a wealth-poor person want to hold a risky asset?
Would a worker currently employed on a fixed wage contract—meaning,
receiving wc with certainty—prefer instead to be the owner of the capital
goods with which she worked as would be the case if she were to become
a member of a worker-owned cooperative? If the worker were considering
forming a cooperative she would do this with a team of other workers. But
for simplicity we here consider the case where there are no economies
of scale, so she could just borrow the funds, purchase or rent the capital
goods, and go into business on her own.

• The worker would now become the residual claimant on the income (y)
resulting from the project.

• She would also have control rights about how the project was conducted,
that is, she would choose the risk level.

• She would bear all of the risk of the project.

• As owner of the capital goods (k) she would have to consider the oppor-
tunity cost of the value of the capital goods that she uses.

Because the former worker has limited wealth, the opportunity cost of
capital for her (ρ) is more than it would be for a wealthy owner, namely ρ.
The next best use of the funds she invests in the asset could be, for example,
to purchase a car or home. If instead the funds are used to buy the asset, she
will have to borrow at a high interest rate to purchase the car or home. So
the opportunity cost of investing k in the asset, meaning having to borrow
money for the car or house (ρk), would be more than if she were wealthy
and could borrow at a lower rates of interest.
For simplicity we assume that the amount of work she does on the

project is the same as a worker or as an owner-operator. Because she is
an owner she is now residual claimant on the revenues of her project and
she therefore owns the income resulting from her work.
As an owner-operator the following would be true:
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• her expected income is therefore the expected profit from the project
minus the opportunity cost of capital or ŷ = ŷ(Δ) −ρk; and

• her utility would be u(ŷ,Δ) = u((ŷ(Δ) −ρk),Δ).

We want to know how her utility as a worker—namely u(wc,0)—compares
to her utility as an owner-operator who selects risk level Δ, that is
u((ŷ(Δ) −ρk),Δ).
In Figure 15.29 we show indifference curves for two possible owner-

operators, who we shall call Ana (A) and Beata (B). Because her indifference
curves are steep, we know that Ana is very risk-averse while Beata is only
modestly risk-averse (her indifference curves are flatter).
For each of the two we ask if she would prefer bearing the risk associated

with owning the assets, as she would were she to join or form a worker-
owned cooperative, or instead work for a fixed wage:

1. from the tangency of her indifference curves and the risk-return sched-
ule, we determine which level of risk she would take under each circum-
stance; and then

2. we ask is she better off with the resulting expected income and risk level
than she would be with a certain wage equal to wc?

Given the same risk-return schedule ŷ(Δ), Ana and Beata will choose,
respectively, points a and b, with risk levels Δa and Δb and corresponding
expected incomes ŷa and ŷb. Risk-averse Ana will choose less risk and as
a result have a lower expected income than will less risk-averse Beata
(ŷa < ŷb).
To see how these workers would evaluate the prospect of being a wage

worker rather than an owner-operator, compare the certainty equivalent
of points a and b (chosen by the two owner-operators) with the utility of
the certain wage that each would receive as a worker.
We see that risk-averse Anawould prefer to be awageworker: the certain

wage (wc) as a worker is higher than the certainty equivalent of the best
she could do as owner-operator, namely choosing point a with certainty
equivalent w

A
. You can see this in Figure 15.29 (a), which shows that Ana’s

indifference curve going throughwc, where she works for a wage, provides
her a higher utility (on indifference curve uA2 ) than if she were an owner-
operator using capital goods at point a (on indifference curve uA1 ).
Beata, though, is on a higher indifference curve (uB2 ) at point b as an

owner-operator than she would be as a wage worker receiving wc (on
indifference curve uB1 ). Less risk-averse Beata would therefore prefer to be
the owner of the capital goods. So, if she were initially a wage worker and
could borrow funds to purchase the capital goods at rate ρ, shewould do so.
But if most workers lack wealth and therefore are more like Ana, few

would be willing to become owner-operators like those who risked losing
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their homes when they used the value of their house as collateral in order
to get a loan to purchase shares in Olympia Vaneer, the first plywood co-op.
Comparing Ana and Beata, and their situations there are two changes that

would give Ana good reason to become an owner-operator:

• a reduction in the rate of interest at which she could borrow, ρ; or

• a reduction in her risk aversion.

Risk, redistribution, and innovation
Both could be accomplished by a redistribution of wealth. Suppose the
ownership of the capital goods were simply transferred to a prospective
owner-operator like Ana, so that she would be much richer than before:
Would this wealth redistribution make it attractive to retain ownership
rather than selling?
The fact that she now owns the capital goods does not mean that the

opportunity cost of capital is irrelevant to her (she could, for example, sell
the capital good, and pay off even more of the debt she has incurred). Let

Figure 15.29 The risk and income choices of two owner-operators. Ana is very
risk averse and is considering her choice of point a on indifference curve uA1 as an
owner operator and a certain wage wc on indifference curve uA2 with uA2 > uA1 . Her
utility is higher at the wage than at the combination of expected income and risk
(ŷA,ΔA), so she would prefer to be employed—the less risky option—rather than to
be an owner-operator. Beata is less risk averse and is comparing the best she
could do as an owner operator that is point b on indifference curve uB2 and a
certain wage wc on indifference curve uB1 with uB2 > uB1 . Her utility is higher when
she is an owner-operator with expected income and risk (ŷB,ΔB) than at the
certain wage, so she would prefer to hold the risky asset and be an
owner-operator to being a wage worker.
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 ŷ,
 w

a

m

Certain
wage, wc
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Figure 15.30 Effects of redistribution of wealth to one owner-operator. Panel (a)
repeats panel (a) of Figure 15.29. In panel (b), redistribution of wealth makes
ownership with risk exposure preferable to employment at the wage determined
by the competition condition, wc . This is due to two effects. First is that her
increased wealth reduces the opportunity cost of capital from ρ to ρ and shifts up
the green risk-return schedule as shown. Second, because Ana the
owner-operator is richer she is less risk-averse (flatter blue indifference curve).
The shift in the risk-return schedule and the change in the slope of the
indifference curves combine to make ownership more attractive than wage
employment, and the certainty equivalent of her chosen risk level, and the
resulting expected income, exceeds the wage.

Wage from work, wc Wage from work, wc
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us assume that she were simply given ownership of the capital goods she
would be wealthy enough to borrow at the same rate that was available to
the rich person, namely ρ. This is her opportunity cost of capital.
In Figure 15.30 (a), the status quo before any redistribution, is shown as

point e. As in Figure 15.29 (a), Anawould choosewage employment receiving
a wagewc on indifference curve u2 rather than acting as an owner-operator
at point a with risk and expected income (Δa, ŷa) on u1.
After the redistribution, as shown in Figure 15.30 (b), two things happen:

• The risk-return schedule shifts up:With increased wealth she has a lower
opportunity cost of capital and therefore the risk-return schedule shifts
upward.

• Her risk aversion decreases: People with greater wealth experience lower
risk aversion (their indifference curves are flatter, more like Beata’s).

After the redistribution, Ana therefore chooses point b, meaning a risk
level of Δb with expected income ŷb > ŷa. At this risk level and corresponding
expected income at point b she is better off (on indifference curve u3) than
being a wage worker where she received wc at point e (on indifference
curve u2).
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A transfer of wealth (by a government for example) that made Ana
wealthier would therefore result in her preferring being an owner-operator
rather than a wage worker. She would have no incentive to sell her capital
good and become a wage worker.
The hypothetical redistribution of assets is a vehicle for exploring the

interaction of credit constraints, risk aversion, and ownership. It is not a
policy design. Design of actual policies of asset distribution would need to
address the policy’s administrative aspects as well as general equilibrium
and long-term dynamic effects not considered here. For example, whether
the once-poor would adopt savings and investment strategies which would
preserve, enhance, or consume their assets would need to be considered.
Also, we have focused on the relationship between a single owner and

a single worker. But, due to economies of scale, an economically viable
cooperative will typically employ a large number of workers. They would

! reminder In section 12.2
we introduced evidence that
an unexpected increase in
wealth—an inheritance or the
increase in the value of one’s
home, for example—led
people to take up self-
employment rather than
working at a fixed wage.

face the challenge of motivating team members to work hard even though
the revenues of the co-op would be shared among all members.

CHECKPOINT 15.13 Redistribution and risk Explain how a redistribution
of wealth (raising the wealth of workers) could make it attractive for a
worker to own the capital goods with which she works, possibly as amember
of a cooperative instead of being employed for wages, which she preferred
when she was less wealthy.

15.15 APPLICATION: THE DUAL ECONOMY AND
HISTORY’S HOCKEY STICKS
The name we have used for “the whole-economy model” is not really cor-
rect. What the model includes is the part of the economy that is made up of
private firms—their owners, customers, and workers—and the unemployed.
The model leaves out those working for governments or nonprofit organi-
zations, independent producers who are neither employers nor workers,
and the unpaid work done in families.

The informal sector in a dual economy
In many lower income economies a substantial fraction of all the work done
is in what is called the informal sector, meaning work done independently
of an employer (whether a private firm or a government), andwithout hiring
workers. Examples of those working in the informal economy are farming
families, small shopkeepers, and other small businesses relying on unpaid

INFORMAL SECTOR The informal sector is comprised of the economic activities
of family farmers, small shopkeepers, and others who work independently of an
employer—whether a private firm or a government—and without hiring workers.
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family members for work but not regularly hiring workers. We provided
examples of informal sector work in India in section 6.9.

✓ FACT CHECK In the
higher-income countries
governments employ between
roughly 15 and 30 percent of
the workforce. From Figure 3.1
you can also see that the in
the US, time spent on work
done in the home—
“Housework” and “Care
work”—is a substantial
fraction of the time spent in
paid work even for men. More
that one-third of the working
time of women—work at home
plus paid work—is at home.
Caring for one’s own family
members and other
family-related work at home
is not considered to be part of
the informal economy. When
these kinds of work in the
home are added to the hours
worked in the informal
economy and work for
governments we see that the
total hours worked that is not
in the capitalist portion of a
modern high income economy
is on a par with the hours
worked in the capitalist
economy. In most lower
income countries it is much
greater.

As these examples suggest the informal economy is a prominent char-
acteristic of less developed economies where farming is a major form of
production. But informal sectors exist in all economies. In high-income
economies, for example, much of what is termed gig work is part of the
informal economy: driving for Uber or Lyft, those finding work through
platforms such as Task Rabbit, and others paid by the task completed rather
than by the hour. Gig work, however, is an insignificant fraction of the
total amount of work done (in the US not more than 2 percent of the
economically active population).
By contrast, the informal sector in India makes up something like a half

of the entire economy.34 (Remember, by the conventional definition, this
excludes housework and care work done at home.) India is not unusual
among the lower-income countries in what is called its dual economy, that
is, an economy in which employment done outside the home and not for
government is of two kinds: work in the informal sector and employment
for wages and salaries in what is called the capitalist sector.
The institutions of the informal economy share with the rest of the

private economy two aspects of the rules of the game:

• markets: people buy and sell goods and services on markets; and

• private property: what they buy and sell, and the tools, land and other
capital goods they use in production are privately owned.

But the informal economy differs from the capitalist and governmental
sectors of the economy in an important way:

• Self-employment. Those working in the informal sector are neither
employers nor workers and they are not compensated by wages or
salaries.

In the informal sector, incomes take forms other than wages and salaries.
Included are revenues above costs of production from producing crops,
profits associated with buying goods at wholesale prices and selling them
at a profit, or pay for some service provided.
In India and other low-income economies, the informal sector is for the

most part poor due to the relatively low productivity of the technologies,

DUAL ECONOMY The dual economy is one in which work, except for housework
and government employment, is of two kinds: work compensated by incomes
other than wages or salaries in the informal sector and employment for wages
and salaries in what is termed the capitalist sector.
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limited use of capital goods, and inability to exploit economies of scale that
are typical of the informal sector.

Modeling the dual economy
We can repurpose and extend the whole-economy model to include an
informal sector. The capitalist sector of the economy is as before: the
owners of private firms employ workers to produce goods that will be sold
with the intention of making profit. So the rules of the game make it
capitalist; but it is no longer the entire economy.
The new element in the model is the informal sector itself. People work

independently (or in family groups) in the informal sector and they receive
an income which we will call γI which is less than wages in the capitalist
sector. Now think of a farming family typical of the informal sector, with
one or two members working for wages in the capitalist sector. A worker in
the capitalist sector who loses their job returns to working with their family
in the informal sector receiving, like the others, the average income.
In this setup there is no unemployment. Every person is working in either

the capitalist or the informal sector. And receiving the average income
in the informal sector is the fallback option for employed workers in the
capitalist sector.
The size of the capitalist sector as before, is described by the wage curve

and the competition condition. These determine how many people (or
hours of employment) are engaged in the capitalist economy. But the wage
curve is no longer based on the fallback option of unemployment along
with an unemployment benefit from the government. Instead the height
of the wage curve is determined by the average productivity of work in the
informal sector, γI. This is because work in the informal sector is the fall-
back option of those employed in the capitalist sector.

Figure 15.31 Arthur Lewis
(1915–1991) won a Nobel Prize
and knighthood from the
British queen for his work in
economics, but economics
was not his field of choice.
Born in the Caribbean island
(and then British colony) of
Saint Lucia, Lewis finished
secondary school at age 14. As
a young boy, required to
remain at home for a couple
of months due to illness, he
learned so much studying by
himself and being taught by
his father that when he
returned to school he was
transferred from grade 4 to
grade 6. “I wanted to be an
engineer,” he wrote, “but this
seemed pointless since
neither the government nor
the white firms would employ
a black engineer.” At the
London School of Economics
he was a student of Fredrich
Hayek.
Photo: Keystone Press/Alamy Stock
Photo.

Figure 15.32 panel (a) introduces the new model. As before, intersection
of the competition condition wc and the wage curve w(H) determines the
level of employment in the capitalist sector. The remainder of the econom-
ically active population works in the informal sector. Notice that we have
calibrated the newmodel so that those employed in the informal sector are
about half of the total. This contrasts with the initial single-sector model
in which the number who do not find employment is typically less than
15 percent.
The distance between the green wage curve and the dashed γI line is a

measure of the loss suffered by a capitalist sector worker who loses her job
and returns to the informal sector. And because we assume that the person
works equally hard in the two sectors (so the disutility of labor is the same)
this income difference is the employment rent (per period) enjoyed by the
capitalist sector worker.
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Behind the hockey sticks: The capitalist revolution in a dual
economy
The hockey sticks in Figure 15.2 were propelled by a combination of the
following:

• technical change in the capitalist sector, raising the level of productivity
of labor in the capitalist sector of the economy; and

• shrinkage of the informal sector where (for the most part) labor produc-
tivity was lower, so a larger fraction of people were working at relatively
higher productivity jobs.

This process is often described as the movement from farming into indus-
trial production. But it can also be seen as a shift from working under
one set of rules of the game—self-employment in the informal sector—to
a different set of institutions—capitalism in the capitalist sector.
To see how this works turn to Figure 15.32 (b), where we illustrate the

process of economic growth in a dual economy. We now take account of
the fact that as the capitalist sector grows and the informal sector shrinks,
then the average income in the informal sector may increase. Why would
it increase? Because, for example, each person farming the land now on
average has more land to farm, or a larger pool of customers to whom they
can sell their services. This is shown by the upward-rising orange line.

HISTORY Arthur Lewis’s 1954
paper introducing a dual
economy with a modern
“capitalist” sector and a
“subsistence” sector is the
inspiration for our model
presented here. In that paper
Lewis sought to return
economic thinking to its roots,
writing in the opening
paragraph: “The classics, from
Smith to Marx enquired how
production grows through
time [and] determined
simultaneously income
distribution and income
growth, with the relative
prices of commodities as a
minor by-product.”35

To analyze the process of growth in the dual economy remember that
we have explained why the rules of the game in the capitalist economy will
promote innovation. Beginning in Figure 15.32 (a) with the economy at point
a, here is how the dual economy may be transformed:

• Innovation. An advance in technology or the organization of production
raises labor productivity in the capitalist sector from γ1 to γ2 (in panel b).

• Increase in economic profits in the capitalist sector. As long as the wage
is unchanged the productivity increase raises profits.

• Formal sector expands, informal sector shrinks. The increase in economic
profits leads new firms to enter the capitalist economy and existing firms
to expand, drawing in additional labor from the informal sector.

• Average productivity in the informal sector increases. For example, the
amount of land per farmer is now greater. The resulting increase in γI

is shown by the movement from point d to point e.

• Upward shift in the wage curve. The effect of greater productivity and
higher incomes in the informal sector is to raise the fallback option of the
employed workers (in the capitalist sector). This means that to motivate
capitalist sector workers to provide effort on the job, the wage offered
must be higher.
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Figure 15.32 The dual economy. Panel (a) is a “snapshot” of the dual economy
with employment in the capitalist economy determined by the intersection of the
wage curve and the competition condition at point a. The height of the wage curve
at point a is determined in part by the level of productivity in the informal sector
when employment in the capitalist sector is HN so that 1−HN are working
informally. Panel (b) shows the effect of an increase in the productivity of labor in
the capitalist economy, expanding employment and raising the average
productivity in the informal sector as fewer people are working there. The effect is
the upward shift in the wage curve from wN

1 (H) to w
N
2 (H) and the dual economy

moving from point a to point b.
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(b) Technical change and economic growth in a dual economy

• Increase in the wage rate consistent with the competition condition. The
increase in productivity of workers in the capitalist sector (the change
that initiated this process)means that thewage rate consistentwith firms
neither entering nor leaving the economy is now higher.

To explain the process we have listed the above changes as steps in a
process. But other than the first step being innovation, the remaining steps
do not take place in any order, they happen at once, possibly at varying
speeds.
Where does the process end? In Figure 15.32 (b) we show the new Nash

equilibrium of the dual economy at point b.

• Informal workers: Those who were initially in the informal sector have
higher incomes for one of two reasons: they eithermoved to the capitalist
sector where their wages exceed the average income in the informal
sector, or they remained in the informal sector where average incomes
have risen.
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• Workers in the capitalist sector: They now have higher wages, sharing the
increase in their productivity with their employers as before (assuming
that there was no change in the degree of competition among firms).

• Employers: Profits are higher because the output of the capitalist sector
is higher and the share of profits is unchanged.

The increase in profits provides savings (owners of firms consume just a
small fraction of their income) that allow investment in further expansion
of the capitalist sector.

CHECKPOINT 15.14 Stagnation and inequality in a dual economy Inno-
vation in the capitalist sector could have effects quite different from
the scenario sketched above. Reconstruct the above set of steps with a
somewhat different narrative given by the alternatives below (consider
them singly, not jointly).

a. Change in the degree of competition: the productivity increase wasmade
possible by a new technology with strong economies of scale, so that the
process of competition became a winner-take-all game and barriers to
entry rose.

b. A capitalist sector technology that competes with informal sector goods.
The new technology in the capitalist sector requires very little labor to
produce large quantities of a good that was initially a major source of
income in the informal sector.

Now return to Figures 15.1 and 15.2, and recall that from the second that
real output per capita in Great Britain begins to take off before 1750 while
real wages in London do not start climbing for another century. Could your
responses to the alternative scenarios above provide a hypothesis about
why this might have occurred?

15.16 CONCLUSION
With few exceptions (Cuba, North Korea; possibly China, Vietnam) and
with many variants (US, Germany, Russia, South Korea) capitalism is the
economic system of the world today. Knowing how the institutions of
capitalism work—promoting innovation, sustaining substantial economic
inequalities, transforming our biosphere, and its other consequences—is
an essential starting point for modifying the rules of the game so that the
economy better serves the needs and interests of all. In our final chapter we
will use the understanding you have gained to explain how well-designed
policies can promote this objective. We will also explore why policymaking
and other governmental interventions are subject to limitation.
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MAKING CONNECTIONS
Gains from exchange and conflicts over their distribution: The institutions
of the capitalist economy both facilitate the exploitation ofmutual gains based
on innovation, specialization, and exchange and influence how these gains are
shared among the people making up the economy.

Institutions of capitalism: Models of behavior under risk and models of the
labor, credit, and other markets with incomplete contracts provide frameworks
for understanding both the dynamism of capitalism and its characteristic
forms of economic inequality.

Economic models and public policy: The models of risky decisions, labor
discipline, and the whole-economy model provide ways of systematically
studying the effects of policy interventions designed to raise income while
reducing inequality and insecurity.

Risk and risk aversion: The wealthy and not-very-risk-averse owners of the
capitalist firm make it an effective risk-taking “innovation machine.” By reduc-
ing risk exposure, insurance in the form of taxes and transfers as well as
more conventional forms of insurance can promote risk-taking among the less
wealthy.

Economics as an empirical science: The Lorenz curve and the Gini coeffi-
cient provide measures of inequality allowing comparisons across countries
and over time. Both highly unequal countries and countries with limited
economic inequality are among the world’s most innovative.

Efficiency: The success of capitalism in raising living standards (the hockey
stick) is explained by the way that this economic system (when combined with
the rule of law) promotes innovation in the long run, not by its success in
implementing Pareto-efficient outcomes in any given period.

Incomplete contracts, social preferences, and power: The incomplete
contracts that give rise to the principal–agent relationships characteristic
of the capitalist economy—especially the employment of managers and
workers—mean that both social norms and the exercise of power are important
in determining economic outcomes, providing a political and social dimension
to the economic system.

Comparison among institutions: A worker-owned and democratically man-
aged cooperative is an alternative form of production providing advantages
in motivating difficult to monitor work activities. But risk aversion and lack of
access to credit due to the limited wealth of most workers make it unlikely that
co-ops will proliferate in the absence of a significant equalization of wealth
and new forms of insurance.
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IMPORTANT IDEAS
cooperative ownership economies of scale
economic profits accounting profits insurance
coordination failure specialization credit-rationed
Gini coefficient history’s hockey stick endogenous preferences
barriers to entry Lorenz curve democracy
monitoring economic profit share risk-sharing
risk-return schedule risk schedule
risk averse expected income inequality
wealth redistribution risk neutral short-side/long-side
short-side power innovation sanction
competition condition residual claimancy labor union
union voice effect wage curve unemployment benefit
wage share collective bargaining no-shirking condition
labor share creative destruction peer monitoring
capital share incomplete contracts dual economy
informal economy control rights residual claimancy
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MATHEMATICAL NOTATION
Notation Interpretation

K value of total capital invested in a project

al labor hours required to produce one unit = 1

γ

γ productivity of labor (output per hour) = 1

al

x units of output of a project

y income

y average income

Δ difference in income between good and bad states (risk)

Δ amount of risk that maximizes the expected income

ρ opportunity cost of capital

w hourly real wage

wc hourly real wage consistent with the competition condition

wN hourly real wage consistent with the (no-shirking) wage curve

n number of people and proportion of the population that is employed

G Gini coefficient

b probability of failure of an entering firm (barriers to entry)

p price of a good

H level of employment in the economy as a whole.

σw wage share

σB income share of the unemployed

u number of people or proportion of the population that is unemployed

B unemployment benefit

t probability of being fired if shirking

j probability that a “terminated” worker will not find a job

u disutility of effort

Note on superscripts and subscripts: E: economic; c: competition condition;
A,B,C,D: different people. A “hat” (such as ŷ) means “expected.”



CHAPTER

16PUBLIC POLICY AND
MECHANISM DESIGN

Mechanism-design theory aims to give the invisible hand a helping hand.
The Economist, explaining the Nobel Prizes in economics (2007)

DOING ECONOMICS

This chapter will enable you to:

• Explain how mechanism design can provide new rules of the game that will support Nash
equilibria that are improvements over the status quo.

• See this process as an inversion of standard economic practice, reverse engineering the
set of institutions that will achieve some desired social objective rather than predicting
outcomes based on given rules of the game.

• Explain how in the case of public goods provision a mechanism designer accomplishes
this task by internalizing uncompensated external effects and by other means.

• Understand the limits of mechanism design and why economics and policy makers cannot
escape from the second-best world of imperfect solutions to societal problems.

• See that mechanism design is a modern variant of the approach of the eighteenth-century
philosopher-economists who proposed institutions for societal coordination that would
result in socially desirable outcomes.

• Write a blog post or an editorial for your university or local newspaper or video yourself
doing a TED Talk using what you have learned to explain the pros or cons of some economic
policy idea about which you are passionate.
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16.1 INTRODUCTION: SEAT BELT SURPRISES
Seat belts in cars are now standard equipment. But they are a recent
addition to the safety features of an automobile. The Australian state of
Victoria was the first to introduce a mandatory seat belt law, in 1971.
Over the next two decades, spurred by claims that seat belts would save
thousands of lives per year ( “10,000 to 20,000” in the US according to
advocates), over 80 jurisdictions implemented similar laws, applying to the
vast majority of automobiles in the world.

Figure 16.1 A mechanism
designed by a watch-maker.
Photo: Josh Redd on Unsplash.

The claimed life-saving effects of seat belts were based on simulated
crashes in which—to take one example—“for belted occupants the deaths
were reduced by 77 percent in full frontal crashes and 91 percent in
rollovers.” In the UK, the Royal Society for the Prevention of Accidents
summarized the evidence: “no other single practical piece of legislation
could achieve such dramatic savings of lives and serious injuries.” The truly
global spread of mandatory seat belt laws seemed like a case of evidence-
based public policy at its best. But was it?

❯ EXAMPLE In Germany
buses with seat belts were
allowed a top speed of
100km/h (60 m/h) while those
without belts were restricted
to 80km/h. Curiously the
Royal Society for the
Prevention of Accidents,
whose advocacy of the seat
belt laws in the UK was
quoted above, seemed to
endorse this not as a bug but
as a feature of the safety
devices that “allowed [buses]
to travel faster . . . thus
allowing drivers to cover more
miles in the hours they are
allowed.”2

In Figure 16.2, we look at the evidence on road fatalities in 17 countries
during the 1970s, 13 of which passed mandatory seat belt legislation and

Figure 16.2 Seat belts and road accident deaths. Shown are indices of the
number of road traffic deaths in 17 countries, with a value of 100 for 1973 in the
case with seat belt laws. The average of the indices for the 13 countries that
passed seat belt laws are shown by the red line, the vertical lines representing
the dates at which each of these countries introduced (and enforced) a seat belt
law. The blue line represents the average indices for the four countries which did
not impose mandatory use of seat belts.1
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the other four of which did not. At the time the legislation was passed,
together these 17 countries accounted for 80 percent of the world’s cars.
In almost all of the countries road deaths fell, in part due to the substantial
increase in the price of gas, and the reduction in both legally permitted and
actual speeds of driving. But the drop in fatalities was much greater in the
countries that had not passed the seat belt laws.
How could this have occurred?

! reminder A “mechanism”
in ordinary language is a way
of getting something done; in
economics it refers to a set of
rules of the game—possibly
designed deliberately—that
implements some allocation
as an outcome of an
economic interaction.

The answer, it seems, is that people drive faster when they are wearing
seat belts. The result was that accidents are more frequent, and while the
occupants of cars are more likely to survive an accident if one occurs, the
greater frequency of accidents results in greater fatalities including among
pedestrians and non-occupants. In some cases the compensating effect of
the seat belts—driving faster—was even enacted into law.
An experiment provided evidence consistent with the increased driving

speed explanation. In the Netherlands, before belt use was mandatory, a
group of people who had never used seat belts participated in an experi-
ment. The drivers were randomly selected to either wear seat belts or not.
They were told that the purpose was to judge the comfort of seat belts,
but in fact the experimenter measured the speeds at which they covered a
specific 105 km course. Drivers wearing seat belts drove faster.

16.2 MECHANISM DESIGN: THE CLASSICAL
INSTITUTIONAL CHALLENGE, 2.0
We do not conclude that seat belt laws should be abolished: mandatory
seat belts and enforced moderate speed limits surely reduce road fatalities.
But the surprising results of the introduction of seat belt laws teach an
important lesson: effective policy design should take account of the diverse
unintended effects of the policy (in this case, including greater speed),
not simply the intended effects (in this case, fewer fatalities among car
occupants in a crash).
Adam Smith wrote (quoted in the introduction of Part I of this book) that

the policymaker:

The man . . . enamored of his own ideal plan of government, . . . seems to
imagine that he can arrange the different members of a great society
with as much ease as the hand arranges the different pieces upon a
chess-board . . . but . . . in the great chess-board of human society, each
single piece [on the chess board of society] has a principle of motion
of its own, altogether different from that which the legislature might
choose to impress upon it.

Today the field of mechanism design is carrying the tradition initiated by
Smith and the other founders of economics: addressing the institutional

❯ EXAMPLE A mechanism
for the fair division of a cake:
Suppose two people are going
to share a small cake. What
would be a good rule for
making sure that the cake is
divided fairly? A mechanism
that is widely used is to let
one person cut the cake and
the other person choose
which piece to take. Because
the person cutting the cake
will get the second piece, that
is, the piece not chosen by
the other, she will have an
incentive to try to make both
pieces be equally desirable.

challenge of developing rules of the game under which a free people can
best coordinate their activities. The unexpected consequences of seat belt
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laws and AdamSmith’swarning illustrate some challenges in designing pub-
lic policy. They also provide guidelines for effective policy interventions, the
subject of this final chapter. We can group government activities by their
intended purposes:

! reminder Recall that if
one party can set both the
price and the quantity
transacted, then this
person—with
take-it-or-leave-it power—is
constrained by the other
person’s participation
constraint, so the resulting
allocation must be Pareto
efficient.

• Providing the economic framework that governs how people and eco-
nomic organizations interact, including the judicial system that inter-
prets and enforces contracts and property rights, policies regulating how
firms and other economic entities compete and the conditions under
which people are employed, and reducing uncertainty about the level of
aggregate demand and the value of the currency.

• Addressing market failures including through the provision of public
goods (including schooling and basic research), competition policies, and
internalizing the harmful external effects of economic activity on the
biosphere.

• Addressing unfairness in the distribution of income,wealth, or some other
valued aspect of our living standards that arises due to the working of
the economic framework adopted, including through taxes and transfers,
direct government provision of some services (schooling, fire and police
protection) and setting prices (rent control, minimum wages).

Thinking back to the allocation of goods between Ayanda and Biko in
Chapter 4, the above “providing the economic framework heading” would
include determining why Ayanda—not Biko—was the first mover, why Biko
could not simply take Ayanda’s goods by force, and whether, when Ayanda
set a high price for her good, Biko had any other ways of acquiring the good
(from a competing supplier, for example).

Figure 16.3 Eric Maskin
(1950–) went into the field of
mechanism design because it
was “an irresistible
combination: . . . the
precision, rigor, and
sometimes the beauty of pure
mathematics [that] . . . also
addressed problems of real
social importance.”3 His
research on intellectual
property rights suggests that
“society and even inventors
themselves may be better off
without [patent] protection” in
the software industry.4 Along
with another Nobel Prize
winner, Amartya Sen, he has
proposed ranked-choice
voting and changes in the
rules for determining winners
in elections so as to better
reflect the intensity and
diversity of citizen’s political
preferences.
Photo: NICHOLAS KAMM/AFP via
Getty Images.

In that example, “addressing market failure” could take the form of
making it easier for Ayanda to impose both a price and a quantity on
Biko, giving her “take-it-or-leave-it power” rather than just price-setting
power. If, as a result, Ayanda’s advantages were deemed to be unfair, then
“addressing unfairness” could take the form of the government imposing a
maximum price that Ayanda could charge, or possibly redistributing some
of Ayanda’s endowment to Biko.

Reverse-engineering good outcomes
Mechanism design is a branch of economics that seeks to design policies,
decision-making protocols (like majority rule), laws, property rights, and
other so-called mechanisms that will implement outcomes that are judged
to be desirable.
The primary focus of the field has been to provide novel rules of the game

that will result in Pareto-efficient Nash equilibria in cases where market
exchange or bargaining among private parties fail to accomplish this result.
In previous chapters we have followed the common practice in economics,
namely, start with the rules of the game for some economic interaction
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and a description of people’s objectives and knowledge, and then figure out
what allocation will result. In other words, take the following steps:

❯ EXAMPLE King Solomon
and Buddha as mechanism
designers: King Solomon in
the Old Testament (the
Hebrew Bible) was asked to
determine which of two
women should be awarded a
young boy, whom both
claimed was their child. He
asked for a sword and said he
would award each woman half
of the infant. The first woman
who spoke agreed with the
proposal. But the second, in
tears, objected and told
Solomon to stop, and to give
the child to the first woman.
Solomon then knew that the
first woman, who agreed to
dividing the child, could not
possibly be the true mother,
and awarded the child to the
second woman. In an almost
identical story from India,
Buddha makes a similar ruling
(the two women would have a
tug of war over the child).
Solomon and Buddha are
wise mechanism designers in
these stories, implementing a
good outcome (the child goes
to the true mother) by
devising a way to get the
necessary information to do
this (who is the true mother).

• Start with a set of rules of the game or some other description of the
institutional setting in which an interaction will take place, for example,
the principal-agent game describing an employer and worker interacting
about the wage and level of effort performed by the worker.

• Describe people’s objectives (by their utility functions), constraints (by
the set of feasible actions or strategies open to them), and beliefs.

• Use concepts like best response and Nash equilibrium to determine the
outcome that will result from the interaction.

Mechanism design reverses these steps, starting with a desired outcome
and then working back to see what rules of the game would bring that
outcome about, given people’s preferences and beliefs. So the steps above
are taken up in reverse order:

• Start by defining a desired outcome, for example an allocation of goods
among members of a population, or their use of some environmental
resource that is an improvement over the status quo.

• Then devise a set of rules of the game that will lead people pursuing
their own private objectives to implement the desired outcome as a Nash
equilibrium.

The logic of mechanism design is simple: if the status quo is a market
failure, or some other coordination failure, there must be some other
allocation that is Pareto superior to the status quo. Or there may be some
other feasible allocation that is preferable on grounds of fairness.
The task of mechanism design is then to reverse-engineer that desired

allocation. This requires finding a set of rules of the game under which
the desired allocation will be a Nash equilibrium, and therefore could
be implemented by introducing the mechanism (the new rules of the
game) she has discovered. The creation of a new superior equilibrium
by a change in the rules of the game is called implementation by Nash
equilibrium.
The policymaker who practices implementation by Nash equilibrium is

respecting Adam Smith’s dictum that the government cannot simply order
people how to act (like moving chess pieces around on the chess board).
Instead the government can alter economic outcomes by changing the
circumstances under which people themselves decide what to do.
You have studied another case of implementation by Nash equilibrium

in Chapter 5 where the policymaker designed a tax that would deter
overharvesting fish from a lake. As in the Prisoners’ Dilemma game, the
fundamental problem was that actors did not take account of the effect of
their decisions on others. In the case of fishing, this so-called external effect



OUP CORRECTED PROOF – FINAL, 11/9/2021, SPi

932 Public Policy and Mechanism Design

occurred because each person fishing more meant that the other caught
fewer fish. The policy that addressed this problem was the obligation to
pay a tax equal to the costs that each of their fishing time imposed on the
other.
This is called “internalizing the external effects” of a person’s actions, and

❯ EXAMPLE
Sixteenth-century mechanism
designers: Under the Mughal
rulers of much of the Indian
sub-continent between the
sixteenth and nineteenth
centuries tax authorities
sought to avoid taxing crops
as this would reduce the
farmers’ incentives to work
hard caring for his crops. But
taxing based on the value of
the land (rather than the
crops grown) was infeasible
because the crops actually
grown depended on rainfall
and other things that farmers
did not control. So a tax based
on the value of the land, to be
paid in a drought year would
have imposed serious
hardship on farmers. An
ingenious solution adopted by
the Mughal state was to level
taxes based on the crops
raised on neighboring fields,
not the farmers’ own field;
these would reflect rainfall
and other growing conditions,
but the tax would not reduce
the farmers’ incentive to work,
as the tax he paid would be
unrelated to the size of his
own crop.5

it is the key idea ofmechanismdesign. This is accomplished not by changing
people’s preferences, but instead by devising rules so that each person pays
for the social costs imposed on others or is rewarded for the benefits to
others resulting from his actions. Internalization therefore accounts both
for the private costs and benefit and for the external costs and benefits.
Mechanism design has come into prominence in recent decades for two

reasons.

• First, economists now recognize that the simple institutions that
twentieth-century economists used to illustrate Adam Smith’s invisible
hand idea—perfect competition and well-defined private property rights
in anything that matters—represent ideals that are hardly ever realized
in existing economies. The invisible hand as The Economist pointed out,
needs “a helping hand.”6 Where markets fail, mechanism design provides
this helping hand in suggesting more complex institutions including
auctioning a limited number of permits for carbon emissions to address
the challenge of climate change anddesigning kidney exchanges tomatch
organ donors and those needing a kidney replacement.7

• Second, with the growth of government’s role in the economy the unin-
tended consequences of policy interventions—often ignored by policy
advocates—have become increasingly evident. A common error in these
policy designs is to ignore a fundamental precept of mechanism design.
Policymakers must make sure that the desired outcome of some policy
will be a Nash equilibrium once the policy is introduced. If this is not the
case, the intended effects of the policy will be undone by the actions of
private actors.

CHECKPOINT 16.1 Adam Smith: mechanism designer Explain how King
Solomon (in the margin note above) or Adam Smith (in the quote above)
fits the description of the mechanism designer.

16.3 OPTIMAL CONTRACTS: INTERNALIZING
EXTERNAL EFFECTS OF PUBLIC GOODS
Designing a policy—that is, a mechanism—to address the problem of private
under-provision of public goods illustrates the method. Examples of public
goods include the knowledge generated by basic research, weather reports,
or other information broadcast on an open access platform, and public
safety. Remember: if a good is public, then what any one gets everyone gets.
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Private provision of public goods: A coordination failure
As we showed in Chapter 5, in the absence of a subsidy or other public
policy, private economic actors will typically not provide public goods at all,
or will provide them in insufficient quantity. Under-provision means that
there is some greater level of provision of the public good—for example with
each person contributing more—such that all citizens would be better off.

✓ FACT CHECK San
Francisco’s rent control law
passed in 1995 is estimated to
have reduced citywide
housing supply by 15 percent
and raised average rents by 5
percent. This is an unintended
consequence, similar to the
fact that the introduction of
seat belts led some people to
drive faster. We illustrated this
case in Figure 8.22 in
Chapter 8.8

The reason that public goods are under-provided is that they are costly
to provide, but the benefits that result from any person’s contribution to
the public good are shared by everyone:

! reminder You know from
Chapters 2 and 5 that a public
good is one that is both
non-excludable and non-rival,
meaning that it is impossible
or very costly to exclude
anyone from access to a
public good, and the
consumption of the good by
one citizen does not reduce
the amount available to
others. Return to Table 2.3 if
you need to refresh your
memory about what is
distinctive about public
goods.

• There are private costs and private benefits that a decision maker will
take account of in choosing to contribute to a public good.

• But there are also external benefits, so the social (total) benefits exceed
the private benefits.

• And unless contributions are subsidized, the person is not compensated
for the external benefits that her contributions create.

Here is a specific example of a public good and how it benefits a particular
citizen, call her Bridget, who is one of n identical citizens. The amount of
the public good available to Bridget and every other citizen is equal to a
positive constant (γ) multiplied by the sum of all contributions or:

Total public good provided = A = γ ⋅ (a1 + a2 + aB + . . . + an) (16.1)

where aB is Bridget’s contribution and each other a is the contribution of
the n− 1 other citizens.
We can distinguish among these three essential concepts about the

benefits of the public good.

• Marginal private benefit of contributing: γ. From Equation 16.1 we can see
that if Bridget contributes (aB), then, compared to the case in which she
does not contribute, the amount of the public good that she enjoys will
increase by an amount γ times the increase in her contribution. This is
her marginal private benefit.

• Total marginal external benefits of contributing, γ(n− 1): From the fact
that consumption of a public good is non-rival, we know that each person
who is not Bridget will (like Bridget) receive a benefit γaB from Bridget
contributing the amount aB. As there are n− 1 other people, the marginal
external benefit that Bridget confers by contributing is the marginal
external benefit multiplied by the number of people who receive it, that
is, γ(n− 1). This the marginal external benefit of her contribution.

• Marginal social benefits of contributing are the marginal private benefits
plus the marginal external benefits γ+ γ(n− 1) = nγ.
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The final essential concept is the marginal cost of the effort, time, or! reminder In Chapters 5
and 14 we highlighted how
marginal social costs include
both the marginal private
costs and the external costs.
The private costs were the
costs to the individual person,
fishermen, or firm, the
external costs were the costs
imposed on others that the
person did not pay for. The
marginal social costs were the
sum of these two costs.
Marginal private benefits,
external benefits, and
marginal social benefits can
be thought of in a similar way.

money that contributing requires. In M-Note 16.1 we provide an equation
showing how the marginal disutility to Bridget of contributing increases as
the size of the contribution increases. So, if she is contributing nothing,
then contributing a little bit does not impose much disutility on her. If
she is already contributing a lot, then contributing more is very costly.
We have chosen a utility function such that the marginal cost (disutility)
of contributing is aB itself. So we have:

• Marginal private cost of contributing, aB.

To see why a coordination failure results we will study Bridget, and her
contribution aB, as illustrated in Figure 16.4. The marginal private benefit

Figure 16.4 The marginal benefits and marginal costs of contributing to a public
good. Bridget will contribute up to such a point as her marginal costs, measured
by aB, equal her marginal private benefits (mpb = γ). Therefore, her Nash
equilibrium contribution is aBN . If there are n− 1 other citizens, then the socially
optimal outcome occurs where Bridget’s marginal private cost aBW equals the
marginal social benefit msb = nγ, which includes the benefit that Bridget confers
on the four other citizens as a consequence of the positive external effect of her
contributing to the public good. The Nash equilibrium contribution is lower than
the socially optimal contribution. In the figure, n = 5.
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from her contributing is the lower horizontal line. The privatemarginal cost
is the upward-sloping green line.
She considers contributing nothing. But then themarginal private benefit

should she contribute some small amount would exceed the cost. Similarly,
were she to contribute a large amount the marginal costs would far exceed
themarginal private benefits. So she will contribute up to the point that the
marginal private costs equal the marginal private benefits (this is shown in
M-Note 16.1):

Marginal cost = aB = γ = Marginal private benefit (16.2)

M-CHECK ai = aB = γ is the
Nash equilibrium of the game,
and it is also the dominant
strategy equilibrium. Each
citizen is doing the best they
can and this is independent
of what the other citizens are
doing. This is because there is
a dominant strategy—to
contribute γ—that is not
affected by the actions of
others. You can confirm this
by noticing that the condition
for the choice of the level of
contribution (Equation 16.2)
does not involve any terms
about the contributions of
others.

All of the other n− 1members of the population, being identical to Bridget
and facing the same incentives, also contribute the same amount, which
we will now call simply aN, the amount contributed by each in the Nash
equilibrium without any subsidy. So the total amount contributed is naN,
and the total amount of the public good provided to each citizen is naNγ.
And because it is a public good, this amount is enjoyed by all n citizens. So
the total utility experienced by the whole population is n(naNγ).

M-NOTE 16.1 Public goods: a coordination failure

From Equation 16.1, the amount of the public good available to Bridget and
every other citizen is equal to γ ⋅ (a1 + a2 + . . . + aB + . . . + an). Bridget incurs a
cost (in disutility) of (aB)2/2 when she contributes an amount aB to the public
good.
So Bridget’s utility is:

B’s utility function uB = γ(a1 + a2 + . . . aB + . . . + an) − (aB)2
2

(16.3)

To find howmuch Bridget will contribute we differentiate Equation 16.3 with
respect to aB, and set the result equal to zero (finding the first-order condition
that defines the maximum private benefit minus private cost):

Using the notation uBaB ≡
𝜕uB
𝜕aB

From the first-order condition we have:

uBaB = γ− aB = 0

∴ γ = aB

Marginal private benefit = Marginal private cost

Therefore, Bridget’s Nash equilibrium level of contribution is aBN = γ (We add
the superscript N for Nash equilibrium as in earlier chapters).
To see why Bridget and other citizens contributing this amount is a

coordination failure think about the effect that Bridget’s contributing just a
little more would have on Bridget’s utility and the utility of the n− 1 other
citizens. We know from the first-order condition used to determine her level
of contribution that:

Effect on her own utility uBaB = 0

but the total effect on the n− 1 others’ utility is: = γ(n− 1)

continued
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So Bridget’s utility would be virtually unaffected if she contributed a small
amount more; but her contribution and the increase in the public good that
results would add an amount γ to the utility of each of the n− 1 other citizens.
If everyone could agree to contribute a little more, everyone would be better
off. Therefore the Nash equilibrium is not Pareto efficient, and the result is a
coordination failure.

16.4 ENTER, THE MECHANISM DESIGNER: AN
OPTIMAL SUBSIDY
Wenow introduce an imaginary actor: theMechanismDesigner, charged by
the citizenry with the task of devising a change in the rules of the game that
will address the under-provision of public goods. TheMechanismDesigner,
we will assume, is committed to treating each citizen equally and regards
the utility of each as comparable and equally worthy of beingmaximized. So
the Mechanism Designer will attempt to maximize the sum of the utilities
of the members of the population.

! reminder Remember the
Auctioneer who regulates how
markets work in the general
equilibrium model in chapter
14? We also called him
imaginary because there is no
such entity. The Auctioneer is
a device for helping us think
clearly about how markets
might ideally work. We call the
Mechanism Designer
imaginary to stress that she is
not intended to represent
how governments or public
policymakers really work, but
instead to convey in simple
terms some aspects of how
they ideally might intervene
to address coordination
problems. Don’t confuse the
Mechanism Designer with the
equally hypothetical Impartial
Spectator, who provides an
“above-the-fray” viewpoint on
what a fair allocation might
be. The Mechanism Designer
has the more down-to-earth
job of designing rules of the
game to implement good
outcomes.

The Mechanism Designer’s task is:

• Objective—The desired outcome: Determine the level of the public good
that, if implemented, would maximize the sum of the utilities of the
citizens. This is the socially optimal level of public goods provision.

• Implementation by a mechanism that makes the desired outcome a Nash
equilibrium: Devise a policy that will alter the citizens’ utility functions—
adding a subsidy in this case—so that the citizens acting privatelywill have
a sufficient incentive to contribute the desired amount.

Notice that, as we said above, the Mechanism Designer starts with the
desired level of contributions and then works backward to discover a
mechanism—new rules of the game—that make the desired outcome a Nash
equilibrium.
To determine the socially optimal level of public goods provision, we

simplify the Mechanism Designer’s task by assuming that citizens are
identical so the result she implements will be the same for everyone.
Choosing a given level that every citizen will contribute to the public good
in order to maximize the utility of any particular citizen—say, Bridget—is
therefore the same thing as choosing a level for every citizen to contribute
that will maximize the total utility of all citizens. So we can simplify by
just considering the level of contribution that maximizes the utility of one
citizen, Bridget.
The optimal total amount of the public good provided can be determined

by following these three rules (return to Figure 16.4). Consider a particular
level of Bridget’s (and everyone else’s) contribution and the level of marginal
social benefits and marginal private costs when contributing this amount.
There are three possible cases:
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• nγ > aB: if the marginal social benefits are greater than the marginal
private costs of contributing, increase the contributions (the effect on
increasing the benefits will exceed the effect on increasing costs);

• nγ < aB: if the marginal social benefit of contributing is less than the
marginal cost, then reduce the contribution level;

• nγ = aB: if the marginal social benefit is equal to the marginal cost, then
do not change anything: this is the socially optimal level of contributions.

M-Note 16.2 explains this result further.

M-NOTE 16.2 The optimal contribution to the public good

To maximize the sum of the utilities the Mechanism Designer would choose
a level that every citizen would contribute, a1 =⋯= an = a and then design
a mechanism to make these contributions a best response by each of the
citizens, each maximizing their own utility independently.
Because citizens are identical we take Bridget as a representative citizen

and determine what level of contribution would maximize her utility uB

assuming that the n− 1 other citizens did the same so the total contributed
will be na.
Therefore, the Mechanism Designer’s problem to find the desired outcome

is to vary a to maximize each person’s utility:

max
a

uB = γ(na) − (a)2
2

(16.4)

Differentiating Equation 16.4 with respect to a and setting the result equal to
zero, we find that the socially optimal contribution a = aI is:

𝜕uB
𝜕a = γn− a = 0⟹ a = aI = nγ (16.5)

Thus we see that the socially optimal level is that each citizen contributes nγ,
not just γ which is what the individual maximizing her own utility does in the
absence of the introduction of the mechanism. We have used the superscript
“I” because we used I for the “impartial spectator” previously and here the
Mechanism Designer is pursuing a similar goal to that which the Impartial
Spectator did: the maximization of social welfare.

! reminder You have seen
this idea of internalizing
external effects in action right
from Chapter 1 where you
learned how public policy
could convert a Prisoners’
Dilemma game, with its
undesirable mutual defect
outcome, to an assurance
game with a Pareto-superior
Nash equilibrium. The
‘mechanism’ was a liability
law that required the player to
pay for the external costs that
she imposed on another
person, in this case the costs
imposed on a cooperator by
defecting on them.

!reminder In Chapter 13 we
introduced costs of taxation
and redistribution: some of
the taxes collected “leak out”
and do not get spent on their
targeted purposes. Here for
simplicity we drop this
realistic feature: there are no
leaks in the bucket.

CHECKPOINT 16.2 Population size and optimal public goods provision
Explain the economic reasons why the socially optimal level of the public
goods provision is larger if the population is larger.

A subsidy to internalize the external benefits
Now that theMechanismDesigner has found Bridget’s—and every citizen’s—
socially optimal level of contribution to the public good, she will determine
what mechanism could implement their levels of contribution as a Nash
equilibrium. The Mechanism Designer needs to diagnose the coordination
failure and to propose a remedy:
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• Diagnosis: The under-provision of the public good by private actors
occurs because contributing is costly to the contributor and produces
external benefits for which the contributor is not compensated.

• Solution: Find a way to internalize these external effects by compensating
each citizen for the benefits that their contribution confers on others.

! reminder The subsidy
proposed here is like the tax
on fishing time to prevent
overharvesting fish stocks in
the lake (studied in Chapter 5),
but instead of internalizing
the external effect by making
those who impose costs on
others pay those costs, it
rewards those who confer
benefits on others.

We saw in M-Note 16.1 that the external benefits conferred by Bridget
contributing aB are aBγ(n− 1). Therefore, to compensate for the otherwise
uncompensated external benefits, the subsidy per unit of contribution
should be γ(n− 1). M-Note 16.3 shows how the Mechanism Designer deter-
mines this amount.
To determine the socially optimal subsidy the Mechanism Designer does

not take account of the subsidy each person received as a contribution to
each citizen’s utility. The reason is that for every subsidy received, some
citizen has paid an equivalent tax (to provide the government revenues for
the subsidy). The subsidy is a transfer among citizens, it has no effect on
the total utility of the citizenry. Each citizen will pay the given tax however
much they decide to contribute in response to the subsidy incentive. In
equilibrium they will all contribute the same, so the subsidy received will
equal the tax paid.
The subsidy addresses private under-provision of the public good by

shifting the Nash equilibrium to a Pareto-efficient outcome. The public
good example, however, is a particularly simple case: the actions taken by
each citizen do not depend on what the other citizens did. Most problems
of mechanism design are complicated by the fact that how one person
responds to the policy depends on what everyone else is doing, including
how they respond to the policy, as was the case of overfishing the lake. We
therefore now turn to how more complex and realistic social interactions
affect the results of public policies.

M-NOTE 16.3 The Mechanism Designer’s socially optimal subsidy

To find the optimal subsidy we modify Bridget’s utility function to include the
subsidy of ω (the Greek letter “omega”) for each unit of her contribution aB

(the last term on the right):

Subsidized utility uB = γ ⋅ (a1 + a2 + . . . + aB + . . . + an) − (aB)2
2

+ωaB (16.6)

Therefore her modified utility function is: Utility = (Private benefits from the
public good) − (private costs of contributing aB) + (subsidy for contribut-
ing aB).
We can now find Bridget’s marginal utility with a subsidy, again by differen-

tiating her utility function with respect to her amount contributed and setting
the result equal to zero. This gives us the first-order condition for Bridget’s
contribution level when the subsidy is introduced:

continued
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uaB ≡
𝜕uB
𝜕aB = γ− aB +ω = 0 (16.7)

⟹ γ− aB +ω = 0

∴γ+ω = aB (16.8)

Private and subsidized marginal benefit = Marginal cost

Equation 16.8 is Bridget’s best-response function, giving the amount she
will contribute for any value of the subsidy that the Mechanism Designer
might choose. The Mechanism Designer had already calculated the optimal
contribution (Equation 16.5): aN = γn. Therefore, to find the level of subsidy
that will implement the socially optimal contribution, we equate Bridget’s
best-response function to the socially optimal level of contribution:

aN = γ+ω = γn = aI (16.9)

The Mechanism Designer solved Equation 16.9 for ω to find the amount of
subsidy that would implement the social optimum:

ω = γn− γ
ω = γ(n− 1)

The subsidy that implements the optimal level of public goods contributions
exactly compensates each contributor for the external benefits that their
contributions generate, that is γ for each of the other citizens, of which there
are n− 1.

CHECKPOINT 16.3 Internalizing external benefits

a. Explain in your own words why the subsidy ω = γ(n− 1) internalizes the
external benefits of each citizen’s contribution.

b. If the population grew to 2n, double its current size, explain why the
optimal subsidy would also increase.

c. Would the optimal subsidy double with the larger population?

16.5 THE SOCIAL MULTIPLIER EFFECTS OF
PUBLIC POLICIES
To see how the Mechanism Designer works in this more realistic envi-
ronment, consider the case of what are called sin taxes, that is, taxes
intended to raise the cost of what are widely considered to be bad habits,
like excessive drinking of alcoholic beverages or smoking. The key fact here
is that drinking and smoking are social activities, so the enjoyment of the
activity depends in part on smoking or drinking with others.
The fact that consumption is a social activity was illustrated in Chapter 7

by a model and some evidence about how a person might engage in
“conspicuous consumption” as a social signal of status, earning power,
or respectability. We return to the social nature of consumption here—
smoking with friends is more enjoyable than alone—and see how this
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changes the effects of policies designed to discourage this unhealthy form
of consumption.
We will suppose, for example that smokers currently smoke a pack (20

cigarettes) a day and the Mechanism Designer has established a target of
reducing this to just one cigarette a day. She could of course recommend
persuasion campaigns to reduce people’s desire to smoke, or ban smoking
in public places, making the social enjoyment of smoking less. But let’s ask:
If taxing cigarettes is the only policy under consideration, how large a tax
would be required to get smokers to limit themselves to one cigarette a day?
The tax changes social outcomes by altering the environment in which

people decide what to do, that is, how much to smoke, now that it’s more
expensive and partly as a result, others are smoking less. Our approach will
be the same as in the case of public goods: theMechanismDesignerwill find
a way to implement an outcome by replacing the status quo Nash equilib-
rium (20 cigarettes a day) by a new Nash equilibrium (one cigarette a day).
We show how taxes can affect behavior through two channels:

• a direct channel through raising prices and as a result, the marginal costs
of the action, smoking; and

• an indirect channel through changing other people’s behavior (which
affects the marginal benefits of the action).

The Mechanism Designer will pay attention to both of these effects.

The social multiplier
Suppose we want to determine the effect of a cigarette tax on the amount
of smoking that people do. We know that the amount of smoking will
be reduced by both a higher price of cigarettes and by other people
smoking less.

✓ FACT CHECK Econometric
estimates suggest that in
other forms of “social
consumption” the social
multiplier may be large. A
study of “heavy drinking” by
Russian men, for example,
estimated that the effect of a
50 percent permanent
increase in the price of vodka
would reduce heavy drinking
by about 30 percent. The
social multiplier—that is the
indirect effect of reduced
peers’ drinking on one’s own
alcohol consumption—
accounts for one-third of this
effect.9

The total effect of a price increase on a person’s smoking will therefore
be greater than if the price increase were experienced (hypothetically) only
by a single person. The reason is the additional indirect effect from the
tax directly reducing how much other people smoke, and this indirectly
reducing the pleasure of smoking. The total effect of the tax is the sum
of the direct (cigarettes cost more) effect and the indirect (smoking is less
pleasurable because fewer are smoking) effect. The indirect effect is due to
what is called the social multiplier. As a quantitative magnitude, the social
multiplier is the difference between the direct and total effects.

SOCIAL MULTIPLIER When there are indirect effects of a policy through its
effects on other people’s behavior the presence of a social multiplier means that
the total effect of the policy will differ from the direct effect (hypothetically
holding constant the behavior of others). As a quantitative magnitude, the social
multiplier is the difference between the direct and total effects.
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Figure 16.5 The social multiplier of a tax on cigarettes. The figure shows the
first-round effects of a tax on cigarettes smoking both directly (by making
smoking more expensive) and via the social multiplier (by making smoking less
enjoyable, because there will be fewer people to smoke with). The negative signs
show a negative relationship between taxes and smoking: as taxes increase,
smoking decreases; as taxes decrease, smoking increases. The positive sign shows
that there is a positive relationship between others’ smoking and your own
smoking: so if other people smoke more, you smoke more, if other people smoke
less, you smoke less. What is shown is just the first-round effect: in the next and
later rounds, your smoking is now less than before, so now others will find
smoking less enjoyable and reduce their level of smoking, and so on.

Your
smoking, xA

Tax on
smoking

Others'
smoking, xB

+

Figure 16.5 illustrates the:

• direct effect: the top horizontal arrow; and

• indirect effect: the two arrows to and from the others’ smoking.

It does not show the total effect including the follow-on rounds of effects,
your smoking then affects others’ smoking, which in turn affects yours,
and so on.

How could the Mechanism Designer calculate the impact of a tax on the
level of smoking?

A model of smoking as a social activity
Let us assume, for simplicity, that there are two smokers (Ana and Burak).
Each smoker has an income, yA and yB. The price of each cigarette is p. Ana
and Burak smoke xA and xB cigarettes daily respectively. As a social activity,
the utility of smoking depends positively on the amount of smoking of the
other person. Both smokers choose between some amount of smoking or
using their money on any other good.
Figure 16.6 shows howAnawill choose a level of smoking. The downward-

sloping solid curve is Ana’s marginal benefit of smoking cigarettes (mbA).
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Hermarginal benefit curve is downward-sloping because the 20th cigarette
smoked in a day is less enjoyable to her than the first, or the 15th. To
draw this figure, we also assume a given level of smoking for her friend,
Burak, xBa .
The marginal cost of smoking is the price of cigarettes, p, each cigarette

having the same price and therefore the same marginal cost. Before the tax
is imposed marginal cost is mc0 = p0.
Ana will smoke more as long as the marginal benefit of smoking exceeds

themarginal cost of smoking. Shemaximizes her utility where her marginal
benefits equal her marginal costs, as shown by point a. At point a Ana
smokes xAa cigarettes. M-Note 16.4 explains her choice using calculus and a
particular utility function.

Figure 16.6 Initial choice of
how much to smoke given
another smoker’s level of
smoking. The figure is a
graphic representation of
Equation 16.10 for a given level
of smoking by Ana’s friend,
Burak, xBa . The downward-
sloping mb curve is the
left-hand side of the equation
and the horizontal p line the
right-hand side.

p0

A's smoking, xA

Be
ne

fit
s 

an
d 

co
st

s, 
$

mbA(xA,xa
B)

xa
A

Initial
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mb = mc

M-NOTE 16.4 A smoker’s utility-maximizing choice of smoking

For simplicity, we assume that for A the utility gained by the money spent
on other goods equal to the income remaining after paying for cigarettes
(y−pxA) and similarly for B. Then a utility function for Ana that expresses the
idea that smoking is a social activity is:

Ana’s utility uA(xA,xB) = (α+βxB) lnxA + yA −pxA

The parameter α > 0 measures how much the smoker enjoys smoking alone
(that is when xB = 0) while β ≥ 0 measures how much more pleasurable
smoking is if other people smoke more. The fact that A’s utility depends on
the natural logarithm of her smoking (lnxA) means that her marginal utility of
smoking diminishes the more she smokes. (Remember that d lnX

dX
= 1

X
, so the

marginal utility of smoking falls the more smoking she does.)
Tomaximize her utility Ana will pick xA , the only variable that she can select.

To calculate the xA that maximizes Ana’s utility, we differentiate her utility
function and set the result equal to zero:

First-order condition 𝜕uA
𝜕xA = α+βxB

xA
−p = 0

Marginal utility = Marginal benefit − Marginal cost = 0

∴ Marginal benefit = Marginal cost
α+βxB

xA
= p (16.10)

Rearranging to isolate xA(xB) xA = α+βxB
p

(16.11)

Equation 16.11 is Ana’s best-response function. Her smoking depends
negatively on the price of cigarettes (because p is in the denominator of the
expression), and positively on the smoking of her friend Burak (because xB,
the smoking by Burak, is in the numerator with a positive sign).
Burak’s best-response function is the mirror image of Ana’s, as was the

case for the fishermen in Chapter 5 and for the firms in Chapter 9.

A tax affects the marginal benefits and costs of smoking
Suppose the smoking tax raised the price of cigarettes, as shown in
Figure 16.7, increasing p0 to pt. There would be a series of effects on Ana’s
level of smoking:
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Figure 16.7 The social multiplier of a tax on cigarettes. The figure shows how
both a price increase and others’ smoking less will reduce smoking. The
first-round and subsequent indirect effects are shown as ‘ indirect effects’ in the
figure. Before the tax, she chooses a level of smoking that equates her marginal
benefit of smoking to the marginal cost of smoking (shown by point a). Point d
shows how much she would cut back in the hypothetical case that others’ level of
smoking did not change. Point f gives her level of smoking when both direct and
indirect effects of the tax are taken into account.
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• A first-round direct effect: Because smoking is more expensive (pt > p0),
she would do less (xAd < xAa ).

• A first-round indirect effect: Because in response to the tax, others would
smoke less too, she would enjoy smoking less, and so would reduce her
smoking.

• Subsequent indirect effects: Now, because Ana has cut back, others would
enjoy smoking even less and reduce their smoking evenmore, in response
to which she also would reduce her level of smoking even further, and
so on.

Figure 16.7 shows both of the direct and the indirect effects of the tax.
The direct effect is shown by the shift up of the price line from p0 to

pt, with a movement from the initial utility-maximizing point a to point d,
the intersection of the marginal cost (the price) and her original marginal
benefit curve. This movement assumes that the tax does not yet change
what Burak does and simply shows the direct effect of increasing the
marginal cost of smoking on Ana’s level of smoking, decreasing her smoking
from xAa to xAd .
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The second and subsequent indirect effects are shown by the shift
downward in her marginal benefit of smoking curve: for any level of
smoking that she does, the marginal benefit is now less because Burak
is smoking less. The sum of the two effects results in Ana reducing her
smoking from xAa to xAf

The Nash equilibrium level of smoking
Figure 16.7 shows how Ana changes her level of smoking when the price
increases. But it does not show how Burak responds to the tax and to the
fact that Ana now smokes less.

M-CHECK We call Ana’s
best-response function
“steeper” and Burak’s “flatter.”
But the two smokers are
identical, so their
best-response functions are
just mirror images of each
other. They would exactly
coincide if we plotted Burak’s
on a graph in which his
smoking amount rather than
Ana’s was the x-axis variable.

To find out, we show in Figure 16.8 how each smoker responds to the
level of smoking of the other, assuming the price of cigarettes is fixed. The
steeper of the two upward-sloping lines is Ana’s best-response function,
showing the levels of smoking she will do in response to Burak’s level
of smoking. We derived Ana’s best-response function in M-Note 16.4.
Ana’s best-response function slopes upward because, holding the price of
cigarettes constant, the more Burak smokes, the more Ana will smoke. The
x-axis intercept of her best-response function shows howmuch she would
smoke if Burak did not smoke at all.
The flatter of the upward-sloping lines is Burak’s best-response function,

showing how he responds to each possible level of Ana’s smoking. The two

Figure 16.8 The Nash equilibrium level of smoking before a cigarette tax is
imposed. Ana’s best-response function is the steeper upward-sloping blue line.
Burak’s best-response function is the flatter upward-sloping green line. The Nash
equilibrium occurs at the intersection of the two best-response functions at point
a. A’s best-response function is Equation 16.11 and B’s is symmetrical to A’s.
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best-response functions give us all the information we need to determine
the Nash equilibrium level of smoking (xAN,xBN). Remember, the Nash
equilibrium is a mutual best response so it must be a point on both of
the smokers’ best-response functions. There is only one Nash equilibrium
which occurs at the intersection of the two best-response functions.
Figure 16.9 shows how the two smokers might respond to each other’s

smoking were they not at the Nash equilibrium. You can see that there is
a plausible set of steps (shown by the arrows) that might lead them to a
mutual best response.

Figure 16.9 Getting to the
Nash equilibrium. To see how
the two smokers might arrive
at the Nash equilibrium
imagine that for whatever
reason in the first instance
Ana was not smoking at all
and Burak was smoking the
amount indicated by the
intercept of the blue arrow
and the y-axis. Ana’s best
response to Burak’s smoking
would be to smoke the
amount indicated by point f
on her best-response
function. But if Ana were
smoking that amount, then
Burak’s best response would
be to increase his smoking to
point g on his best-response
function. And so on until they
arrived at point a, the Nash
equilibrium, a mutual best
response, so their level of
smoking would then be
stationary (unchanging).
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M-NOTE 16.5 The Nash equilibrium of an interaction between smokers

Since it is a mutual best response, the Nash equilibrium of the interaction
between Ana and Burak is the intersection of the two best-response functions
in Figure 16.8. To find the Nash equilibrium we could substitute Burak’s best
response function xB(xA) in Ana’s best-response function, and solve that for
xAN .
But there is a shortcut: the two are identical so at the Nash equilibrium, xA =

xB. We can therefore, substitute xB = xA into Ana’s best-response function
(Equation 16.11) to find the Nash equilibrium levels of smoking xAN and xBN.

xA = α+βxA
p

(1− β
p
)xA = α

p

(
p−β
p

)xA = α
p

xAN = α
p−β = xBN (16.12)

For the Nash equilibrium to exist the best-response functions must intersect,
requiring that β

p
< 1. This is true because of the slope of the best-response

functions is β
p
for Ana and Burak. If these slopes are greater than one, the

best-response functions do not intersect. Equation 16.12 shows that the Nash
equilibrium level of smoking (if it exists) will be positive because α > 0 and
β
p
< 1 (or what is the same thing) β < p, so the denominator of Equation 16.12

must be positive.

CHECKPOINT 16.4 A different dynamic Think about another setup in
which smoking alone is unpleasant so α < 0 but the positive effect of the
other smoking (β) is large so that p < β.

a. Redraw Figure 16.9, carefully labeling the intercepts.

b. What is the slope of Ana’s best-response function?

c. Imagine a situation in which neither of them smoked. Would either of
them start smoking?

d. What are the Nash equilibria of this interaction?

e. Let α = 0 and p = β. Is there a Nash equilibrium? (Hint: there could be
more than one.)
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16.6 MECHANISM DESIGN WITH SOCIAL
INTERACTIONS: A CIGARETTE TAX
Figure 16.10 shows how the increase in price caused by the tax changes
the best-response functions of the two, and how as a result the Nash
equilibrium level of smoking is reduced. There are two effects of the price
increase on Ana’s best-response function

• it reduces the amount of smoking she would do if Burak did not smoke at
all, reducing the x-intercept; and

• it reduces the effect of Burak’s smoking on her own smoking, making
the best-response function steeper. This means that the tax reduces the
effect of Burak’s smoking on her smoking for any level at which Burak
smokes.

The effect of the tax-induced price increase on Burak’s level of smoking
is similar. In Figure 16.8 it is shown as a shift downward of his best-

Figure 16.10 The Nash equilibrium level of smoking before (point a) and after
(point f) a cigarette tax is imposed. The effect of the tax is shown in the shift to
the left of Ana’s best-response function (the blue line) and the shift down of
Burak’s best-response function (the green line). The direct (first-round) effect is
shown by the horizontal distance between points a and d (the points have the
same meaning as in the previous figure) which shows the effect of the higher cost
of cigarettes on Ana’s smoking if there was not social multiplier (i.e. if for some
reason Burak’s smoking was unaffected). But we know that Burak will smoke less,
which reduces Ana’s utility from smoking. The movement from d to f captures
these indirect effects of the tax on A’s smoking decision.
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response function and a flattening of the slope. The new Nash equilibrium
is the intersection of the two new best-response functions at point f in
Figure 16.8.
The total change in A’s smoking xANa to xANt is made up of two effects:

• the direct effect: shown as a reduction from xANa to xAdt, and

• the indirect effect: shown as the reduction from xAdt to xANt .

First, we can see that the total effect of the tax is given by comparing the
initial Nash equilibrium (point a) with the Nash equilibrium after the tax
(point f). How do we identify the direct and indirect effects of the tax? We
separate the effects as follows.
How much would Ana smoke with the tax if Burak had smoked the same

level as he did at the initial Nash equilibrium? If Burak smoked xBNa while
Ana’s best-response function had pivoted to the left, we can identify that
she would have smoked xAdt at point d. Comparing points a and dwe can find
the difference xANa − xAdt, which is the direct effect of the tax to reduce Ana’s
smoking.
But the tax also affects Burak: his best-response function pivots down-

ward. We can identify the indirect effect as the difference between points
d and f which includes Burak’s reduced smoking on Ana’s smoking, with
the difference xAdt − xAt being the indirect effect of Burak’s smoking less on
Ana’s smoking, the effect of this on Burak’s smoking, the effect of his further
reduction in smoking on Ana, and so on.

M-NOTE 16.6 Direct, indirect, and total effects of a cigarette tax

The direct and indirect effects of the cigarette tax shown in Figure 16.10 can
be identified mathematically using the total derivative.
To understand the effects of the tax on smoking, we would need to know

how the tax affects the price of cigarettes, which will depend on the degree of
competition and the nature of the cigarette firms’ cost functions. To simplify,
then, we will assume that we know the change on smoking that results from
a change of the price ( dx

N

dp
).

Using Equation 16.11, Ana’s best-response function, we calculate dxA , the
change in smoking of Ana given a change in the price dp:

Change in A’s smoking = Change via price + Change via B’s smoking

dxA = 𝜕xA
𝜕p dp+ 𝜕xA

𝜕xB dx
B

Divide through by dp dxA

dp
= 𝜕xA

𝜕p + 𝜕xA
𝜕xB

dxB

dp
(16.13)

Δ smoking for ΔPrice = Direct effect+ Indirect effect

Choosing a tax to implement a target
Equipped with this information on the effect of taxes on smoking taking
account of both direct and indirect effects, the Mechanism Designer is
almost ready to recommend a tax level. Recall that there is a target level for
smoking in the population—a reduction of smokers’ cigarette use one per
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day—then to determine the tax that she should introduce, the Mechanism
Designer needs two further pieces of information.

• What will be the effect of the tax on the price of cigarettes?

• Given the price effect of the tax, and the target level of smoking—one
cigarette per day—what is the tax she should recommend?

She already has the answer to the first question, and as a result answering
the second is now straightforward. The target level of smoking must be
a Nash equilibrium, so, setting xN = 1 in Equation 16.12 solve for the price.
Using a numerical example, we show inM-Note 16.7 how thiswould be done.
Our analysis of subsidies to internalize the external benefits of contribut-

ing to a public good, or taxes to discourage smoking conveys the idea
that policymaking is a simple matter. We have shown how improved—even
Pareto-efficient—allocations can be implemented by changing the rules of
the game so that the desired outcome is a Nash equilibrium.
We have focused on the promise of mechanism design as an aspiration.

We now turn to some reasons why these models are difficult to apply in
practice, beginning with the aptly named “theory of the second best.”

M-NOTE 16.7 The Mechanism Designer chooses a cigarette tax

We know from Equation 16.12 that the Nash equilibrium level of smoking is:

xN = α
p−β

Suppose we have α = 1, β = 9

20
, and p is $0.50 per cigarette. Then, without a

tax, we have:

xN = 1

0.5− 9

20

= 20

a Nash Equilibrium level of smoking of 20 cigarettes (one pack) per day.
The Mechanism Designer has been assigned the task of reducing smoking

to one cigarette per day. Using the superscript ω to differentiate the post
tax from the status quo level, implementing this one-smoke-a-day objective
would require setting the tax so that the new price pω satisfies:

xNω = 1 = α
p−β

Rearranging α+β = p (16.14)

To implement the target xNω of one cigarette per day, we insert the values
of α and β into Equation 16.14 and see that the Mechanism Designer has to
impose a tax such that:

p = α+β = 1+ 9
20

= pω = $1.45

continued
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Just to check, we can see at this tax level, our new Nash equilibrium, as
intended would be:

xNω = α
pω −β = 1

(1+ 9

20
)− 9

20

= 1

CHECKPOINT 16.5 A tax on “conspicuous consumption” Imagine a sit-
uation like that the one in section 7.6 in which some item of luxury
consumption—designer clothing, for example—is visible by others (that
is, conspicuous) and people preferences are such that the more others
practice conspicuous consumption, the more pressure people feel to do
the same.

a. Make a new version of Figure 16.5 showing how you could adapt the
smoking model with conspicuous consumption in place of smoking.

b. Explain why there would be an indirect effect of one person consuming
more of the conspicuous luxury good.

c. Use a modified version of Figure 16.10 to explain the effect of a tax on
luxury consumption.

16.7 THE THEORY OF THE SECOND-BEST AND
PUBLIC POLICY
Many public policies seek to reduce the extent of uncompensated external
effects that occur when contracts are incomplete, and thereby to mitigate
market failures and other coordination failures. Examples that you have
studied include taxing producers who overexploit our natural surround-
ings and consumers whose eating or smoking habits lead to illnesses the
treatment of which imposes costs on others.
Public policies also seek to address market failures due to limited com-

petition in markets. Recall that the owners of monopolistically competitive
firms as well as duopolies and monopsonies studied in Chapter 9 as well
as the monopsonies studied in Chapter 11 will maximize profits by limiting
their outputs so as to sustain a price above marginal cost. The result is that
there are would-be buyers willing to paymore than themarginal cost of the
good, who do not buy the good.

! reminder A second-best
outcome is one that is Pareto
inferior to another (“first
best”). In our example here, it
may be that the first-best
outcome while technically
feasible cannot be
implemented—perhaps due to
political opposition—so no
policy at all is a second-best
outcome. Any outcome that is
Pareto inferior to the
first-best outcome is called
second best.

Second best: The idea
Government policy might wish to address coordination failures arising
from both limited competition and uncompensated external effects. But,
what is called the theory of the second best states that unless policies
can address both problems completely (totally eliminating uncompensated
external effects and ensuring the prices will equal marginal costs), the
government’s intervention may make the situation worse. The “first-best”
option is to address both problems completely, but if this is not possible,
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then a “second-best” option—not addressing either—may be preferable to
addressing the problems singly.
This “all-or-nothing” conclusion is surprising. But its basic logic is simple.

Think about the two examples above: those overexploiting nature and
imposing external costs on others are producing too much, while firms
facing limited competition are producing too little. If that is the case,
then a firm that is over-exploiting nature (producing too much) and also
facing limited competition (producing too little) may be producing the right
amount.

! reminder Recall that from
Chapter 8 you know that if
p >mc then there will be a
deadweight loss and from
Chapter 14 that marginal cost
pricing is also the basis of the
“invisible hand” reasoning
formalized in the first welfare
theorem (see Equation 14.4).

Let’s continue with the above example: a firm emitting pollution when
it produces a good, so that its production has negative external effects on
the environment. The marginal social costs of production (the total costs
to society which include the external costs) exceed the marginal private
costs (to the firm), the firm produces more than the Pareto-efficient level
of output.
But imagine that the firm is a major petroleum company. Now take

account of the fact that the firm faces limited competition, so it is restricting
output, and setting a price in excess of its marginal private cost. This could
correct the problem of the firm’s negative environmental effects.
Correcting the producing-too-little (limited competition) problem with-

out correcting the producing-too-much (negative external effects) prob-
lem may be worse than doing nothing. To see how this could be the case
return to Equation 14.6 in Chapter 14 repeated below, which expresses
why the combination of perfect competition and complete contracts yields a
Pareto efficient equilibrium. Remember these are the two conditions under
which amarket equilibrium is Pareto-efficient according to the first welfare
theorem.! reminder cPx and cPy are

the private marginal costs of
goods x and y, and cSx and cSy
are the social marginal costs,
meaning the costs taking
account of the negative
external effects imposed (e.g.
by carbon emissions) on
others.

mrs(x,y) =

Perfect
competition

⏞⎴⎴⎴⎴⏞⎴⎴⎴⎴⏞ux
uy

= px
py

= cpx
cpy

= csx
csy⏟⎵⏟⎵⏟

Complete
contracts

=msrt(x,y) (16.15)

Let good y be the ‘innocent’ good: it is sold in markets with unlimited
competition and its production and use imposes no external costs (or ben-
efits) on others. The problem is that good x violates both of the conditions:
it is produced by a monopoly whose production process imposes external
carbon emission costs on others. This means both that:

• because it is a monopoly: px > cPx ; price exceeds private marginal cost and

• because it is a polluter: cPx < cSx private marginal costs are less that social
marginal costs.

So taking account of these two sources of market failure Equation 16.15
becomes:
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mrs(x,y) = ux
uy

=

Limited
competition

⏞⎴⏞⎴⏞px
py

> cpx
cpy

< csx
csy⏟⎵⏟⎵⏟

Incomplete
contracts

=msrt(x,y) (16.16)

FromEquation 16.16 you can see that limited competitionmakes the relative
price of the x-good too high, while the incomplete contract (not taking
account of the environmental costs) make the price of the x-good too
low. The offsetting effects of limited competition and incomplete contracts
could result in the price ratio approximating the ratio of the two marginal
social costs.
It is therefore possible that it would be preferable to leave both of

the inequalities in Equation 16.16 in place—the “no-policy” option—rather
than adopting policies that would replace just one of them by an equality.
Replacing just one of the inequalities in Equation 16.16 by an equality could
mean either:

• competition policies: the price ratio would now be equal to the ratio of
private marginal costs (replacing the first inequality by an equality); or

• environmental policy: this would alter private costs so that the ratio of
private to social marginal cost would now be equal (replacing the second
inequality by an equality).

To explore these possibilities we return to ideas from Chapters 7 and 8:
especially consumer surplus, economic profit, and deadweight loss.

HISTORY Here is the gist of
what has come to be called
the general theorem of the
second best advanced in 1956
by Richard Lipsey (1928–) and
Kelvin Lancaster (1924–1999):
if there is a single violation of
the relevant efficiency
conditions (that is, one of the
equalities in Equation 16.15)
then fulfilling the remaining
marginal conditions may
result in an allocation that is
Pareto inferior to an
allocation implementable by
more extensive violations of
the efficiency conditions. In
our example, the
environmental coordination
failure may offset the
monopoly coordination
failure.10

Policies to deal with a monopolistic polluter
We can see how a single policy might be worse than no policy at all in
Figure 16.11, which illustrates the case of a firm—the producer of the
x-good—facing a downward-sloping demand curve (due to limited compe-
tition) with marginal private costs lower than marginal social costs (due
to the external environmental costs imposed on others because they are
not covered by a complete contract). We assume a constant average (and
thereforemarginal) cost to simplify the figures. In the absence of any policy,
the firm will equate marginal revenue to marginal private cost, at point b
producing the amount XMP (it is a monopoly, so the firm’s output x is the
same as the industry output, X), and selling at the price pMP.

! reminder In Chapter 9, we
spoke about competition
policy as a way of increasing
the number of firms in a
market that had high
concentration (few firms
competing). In the US, this
competition policy has
typically been called antitrust
policy because monopolies
were called trusts. Currently,
many governments—South
Africa, the UK, the Philippines,
Singapore, India, the EU—have
a “competition commission”
that administers competition
policy.

Ideally a government would introduce both:

• A competition policy, reducing barriers to entry: ensuring that the firm
faces sufficient competition so that it would produce up to the point
where the price is equal to the marginal private cost, eliminating dead-
weight losses.

• An environmental policy, green taxes: imposing costs on the firm equal to
the negative external effects of its emissions, so that the firm’s marginal
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Figure 16.11 The theory of the second best. The lowercase letters indicate the
outcomes under no policy (b, for bad), environmental policy (green tax) only (c),
competition policy only (a), and both policies (e, for efficient.)
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private costs would now include the environmental costs (the marginal
external costs) imposed on others and its private costs would now be the
higher marginal social costs (msc).

These policies together would correct the market failure. The firm would
produce at point e instead of point b. This is the first-best outcome.
But it may be impossible to enact both policies. Reasons could include

the limited information or administrative and legal capacities of the gov-
ernment, opposition from the owners of firms whose profits are elevated
by limited competition or depend on carbon-intensive technologies. In
the absence of an environmental policy, a competition policy alone would
induce the firm to produce at point awhere itsmarginal private costs equals
the price on the demand curve. The firm would choose the competitive
output level (xCP)—producing and emitting more. This could reduce welfare
rather than enhance welfare relative to point b.
And an environmental policy in the absence of a competition policy

would impose the marginal social costs on the firm, leading the firm to
restrict production even more and produce at point c rather than point b,
expanding the preexisting deadweight losses.

The welfare outcomes of the different policies
Figure 16.12 helps us to diagnose these differences. Panel (a) is the status
quo, while panel (b) shows the case of the first-best outcome where
price equals marginal social cost (pCS =msc) and the output is XCS. Panels
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Figure 16.12 The theory of the second best: comparison of profit, costs,
consumer surplus, and deadweight losses. The theory of the second best
illustrated by a comparison of competitive markets and monopoly when the
marginal social costs exceed the marginal private costs because of the negative
external effects imposed on others. The areas in yellow are welfare losses relative
to the first-best outcome.
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(c) and (d) respectively show the results if just the environmental policies
or the competition policies are introduced.
Comparing (b) with Figures 16.12 (a)–(d), we can identify the following

areas:

• Area A in panel (a): is deadweight loss (foregone consumer surplus)
resulting from limited competition in the status quo. The firm produces
less (XMP < XCS) than it would if competitionwere unlimited and its private
marginal costs included the external costs it imposes on others. At its
chosen level of output XMP there are consumers whose willingness to pay
exceed the socialmarginal cost andwho thereforewould have bought the
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good at p =msc, but could not because the firm was monopolistic and
charges pMP > pCS =msc.

• Areas B and C in panel (c): are the additional deadweight loss (foregone
consumer surplus and economic profit) from enacting green taxes only.
The monopolistic firm incurring costsmsc, selling at price pMS, and pro-
ducing at XMS loses economic profits that the firm had in the status quo
case shown by area C. The reduction in output also deprives consumers
of surpluses shown by the area B. The total deadweight loss in this case
is A + B + C (welfare losses compared to the first-best option), an amount
B + C greater than the status quo deadweight losses.

• Areas D, E, and F in panel (d): the sum of these areas is the total
external costs if only the competition policy is introduced, that is,
producing XCP > XCS. But areas D and E are also consumer surplus
gained by producing XCP > XCS. Their areas are based on the difference
in the willingness and the marginal private cost, and therefore consumer
surplus when the firm produces XCP. So D + E are increased consumer
surpluses exactly offset by external costs imposed on others.

• Area F in panel (d): is deadweight loss from the implementation of
competition policy only, that is, the increase in the total external costs
(D + E + F) that is not offset by gains in consumer surplus. Because F is
larger than A, the competition policy alone isworse in welfare terms than
the status quo.

! reminder The deadweight
loss measured by area F is
different from the deadweight
losses studied in Chapter 8,
which resulted from firms
producing too little. Here the
firm produces too much, and
the deadweight loss is the
sum of the difference between
the marginal social costs and
the (lesser) willingness to pay
of the buyers.

The four possible outcomes—no policy, both policies, and one but not the
other policy—and their effects are summarized in Table 16.1. The table and
Figure 16.12 on which it is based illustrate a case in which both of the single
policy outcomes—the competition policy without the environmental policy
and the environmental policy without the competition policy—are worse in
welfare terms than the original outcome (XMP,pMP).

Table 16.1 Policymaking in a second-best world. The rows are the four policy options discussed in the text. The
entries in the welfare loss column refer to the yellow shaded areas in figure 16.12. If introduced alone, green taxes
and competition policy both result in an increase in the size of the deadweight losses over the “no-policy” option.

Policy First-order
condition

Point in fig Price Output Welfare loss Reason for
loss

No policy mr = mpc b pMP XMP A Too little
output

Green taxes only mr = msc c PMS XMS A + B + C > A Even less
output

Competition policy only p = mpc a PCP XCP F > A Too much
output

Green taxes + competition p = msc e PCS XCS None
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Imposing either competition policy or green taxes in the absence of the
other is worse than doing nothing: area A—the status quo deadweight wel-
fare loss—is smaller than either F—the loss from adopting the competition
policy alone—and of course smaller than A + B + C, the loss from adopting
the environmental policy alone.
To illustrate the idea of the second best, we have chosen a case in

which doing nothing is better than adopting either of the two policies
singly. But this need not be true in other cases (see the next Checkpoint).
Moreover, the theorem of the second best does not question the idea
that public policy ought to address market failures arising from lack of
competition and uncompensated external effects. But, it does show that
treating market failures in isolation rather than as a general problem can be
counterproductive. It also underlines the fact that the best the policymaker
can do may not be to entirely eliminate the market failure but instead to
limit its extent.

CHECKPOINT 16.6 Second-best policies

a. Explain why the points b, c, a, and e in Figure 16.12 indicate the results
of the four policies shown in Table 16.1.

b. It is not always true that doing nothing is better than adopting either
policy in isolation. Can you draw the curves in Figure 16.12 so that
adopting the environmental policy but not the competition policy will
be better than doing nothing? Can you do the same figure for the case
in which adopting a competition policy is an improvement over the do-
nothing policy even if it is not accompanied by the environmental policy?

16.8 THE PERFECT COMPETITOR AS AN
IMPEDIMENT TO EFFICIENT EXCHANGE
The theory of the second-best addressed cases in whichmechanism design
provided clear advice as to the policies that could implement Pareto-
efficient Nash equilibria. But there are cases in which the Mechanism
Designer’s search for such policies is bound to fail. There may be no
mechanism that will implement a Nash equilibrium that is Pareto efficient.
In Chapter 9, we introduced the perfect competitor—an economic actor

who never misses an opportunity for private gain. We provided conditions
under which an economymade up of perfect competitors would implement
Pareto-efficient outcomes.
We showed, for example, that the owner of a firm facing limited competi-

tion (and hence a downward-sloping demand curve) like the firm studied in
the previous section would not restrict output to sustain higher prices if he
were a perfect competitor. Instead he would practice price discrimination.
This would allow him to expand production up to the point where price =
marginal cost. If perfect price discrimination is possible even a monopoly
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would therefore implement the conditions that we associate with perfect
competition. We also used a model of bilateral exchange with rent-seeking
perfect competitors to understand how buyers and sellers could reach a
Pareto-efficient outcome in Chapter 14.
We gave the perfect competitor extraordinary powers, the ability of the

monopolist, for example, to find out the willingness to pay of each potential
buyer of her product, and to impose that price on each. But one power we
did not give her: the power to lie.

Lying for profit: Why mutually beneficial trades may not occur
And so we confront a problem: Can the perfect competitor implement
efficient outcomes if she (and everyone else) can lie?
To see why the answer may be “no,” think about the following situation.

When traders meet they have no incentive to report how much they value
the good to be exchanged. That is, they have no incentive to report what
we call their true valuation of the good. The reason is that a trader may be
able to profit bymisreporting or withholding information about how much
she values the good.
This behavior is quite common in bargaining situations. Think about a

prospective buyer of your home. He is not going to say: “Well I’d prefer a
lower price, but in fact I’d be willing to pay as much as $200,000 for it.”
And you, the owner, are not going to offer the information “I’d like the
highest price possible, but I’d be willing to part with the house for as little
as $100,000 if that is the best I can do.”
If they are perfect competitors they will certainly recognize withhold-

ing or misrepresenting information about an exchange as a rent-seeking
opportunity, and falsely report their valuations of the goods. The result, we
will show, is that some exchanges that could have benefited both buyer and
seller will not happen.
The reason is that the traders’ stated valuations will influence the prices

at which the traders exchange. As a result, some mutually beneficial
exchanges will not occur. The problem is quite general, but it is best
illustrated by an institution called a double auction involving goods for
which the usual impediments to bargaining (such as incomplete contracts)
are absent.
A particular good now in the possession of the seller, her house for

example, is worth S to a seller whomay sell this good to a buyer. The good is
worth B to the buyer. These valuations are private information, so the other

DOUBLE AUCTION In a double auction buyers and sellers simultaneously
submit to an auctioneer “bids” and “asks” that are the prices at which they are
willing to buy and sell, respectively. An auctioneer then chooses a price that
clears the market.
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Figure 16.13 Bargaining over the gains from trade. For the pair of traders shown
in the figure, a mutually beneficial trade is technically possible because the
seller’s true valuation S is lower than the buyer’s true valuation B. Therefore, for
any price between those points the exchange is mutually beneficial. If the two
announce the values s < b, then they will trade at some price between those two
numbers. If, however, s had been greater than b, no trade would take place, even
though it would be Pareto improving to execute the trade.

0 S s b B 1

Realized trade

Gains from trade

trader does not know her trading partner’s valuations. The double auction
proceeds as follows:

• Pairing buyers and sellers: A large number of buyers and sellers are paired
for a simultaneous one-shot interaction.

• Seller: In each pair, the seller announces the minimum price at which she
is willing to sell, s.

• Buyer: At the same time, the buyer announce themaximumprice at which
he is willing to buy, b.

• Exchange: An exchange occurs if the buyer’s offer price is greater than the
seller’s sell price, that is, b > s.

• Price: The price determined by the two bargainingwill be between s and b:
for example the bargaining rule could be that the price ismidway between
the two, so p = (b+ s)/2.

Figure 16.13 depicts the valuations of the players and the potential for gains
from trade.
You can see that in this exchange B ≥ S is the participation constraint: if

the good is not worth more to the buyer than it is to the seller, then there is
no way that the exchange could occur voluntarily. If B ≥ S and the exchange
does not happen, then this result is not Pareto efficient because then
there would exist some change—the sale that did not occur—that would
make both traders better off.
The incentive compatibility constraint in this exchange is b ≥ s because

this inequality restricts the actual exchanges to cases where buying and
selling prices that the two will voluntarily choose to announce will allow a
trade to occur.

HISTORY Roger Myerson was
awarded a Nobel Prize in
Economics for demonstrating
in 1983 (with his coauthor
Mark Satterthwaite) what is
called the “Myerson–
Satterthwaite theorem,” which
shows that some mutually
beneficial trades will not take
place in the double auction
because buyers and sellers
misrepresent their true
values.11
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The reason why opportunities for beneficial trade will be missed is as
follows:

• Buyers have an incentive to lie: if a trade takes place, then the price will
be more favorable to the buyer, the lower is her announced valuation, b.

• Sellers have an incentive to lie: if a trade takes place, then the price will be
more advantageous to the buyer, the higher is his announced valuation s.

The seller therefore has an incentive to overstate her valuation of the
good and the buyer has an incentive to understate his valuation of the
good. By misrepresenting their valuations, if a trade nonetheless occurs,
both benefit from the resulting increase in their share of the gains from
trade that they will get. But this comes at the cost of reducing the
probability of a mutually beneficial transaction. As a result, when the two
traders meet it may happen that b < s, so that trade does not occur, even
though B > S, so the buyer valued the good more than the seller, and a
mutually beneficial trade could have occurred were they not deceitful. This

M-CHECK Both the buyers
and sellers know that lying
would reduce the probability
of a transaction. They will
account for this tradeoff in
their maximization process. In
other words, each also has an
incentive not to overstate or
understate too much. As a
result, they would lie to
maximize their expected
gains. This is a choice with
risk as we have modeled in
Chapters 2 and 13.

inefficient result arises because the announced valuations of the buyers
and sellers influence both:

• the price at which the good will transact—if a transaction is concluded,
and

• whether a transaction will take place at all.

If the price atwhich the good is exchangedwere determinedwithout regard
to the announced valuations, then all mutually beneficial transactions
would take place.

Conflict over the distribution of the pie may mean a
smaller pie
The failure of our rent-seeking perfect competitors to exploit all mutually
beneficial exchange opportunities is another example of the general prob-
lem that the conflict over how the pie will be divided up often results in a
smaller pie. Other examples you have already studied include:

• Rejections of positive but very unequal offers in the Ultimatum Game.

• Pareto-inefficient allocations when one actor has price-setting power
(but not take-it-or-leave-it power).

• Conflict over on-the-job effort and resulting unemployment and diver-
sion of resources to monitoring.

• Conflict of interest over repayment of loans and conduct of projects
financed by credit leading to exclusion from the credit market of would-
be borrowers seeking to finance good projects but lack sufficient wealth
to post collateral.

The conclusion is that even without the uncompensated external effects
and limits to competition that result in market failures, it may be effectively
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impossible to achieve the Pareto-efficient outcome envisioned in either a
(Coasean) rent-seeking model of perfect competitors or a perfectly com-
petitive model (a Walrasian model) of competitive general equilibrium such
as those modeled in Chapter 14. Instead, we live in a second-best world.

CHECKPOINT 16.7 Market failures in the double auction Explain why the
following statements are true:

a. If the bids and asks are submitted in sealed envelopes and the price
is chosen by an assessor (a person skilled at determining the value
of things) before opening the envelopes, following which the buyers
and sellers could then decide whether to make the exchange at the
selected price, then they would have no incentive to misrepresent their
true values.

b. If the potential buyer truly values the good much more than the seller,
then even though they will misrepresent their true values, it is likely
that they will execute a trade (this means that the trades that are most
beneficial are likely to be take place).

Markets would work better if Homo economicus had a
conscience
But even in this second-bestworld, wemightwonderwhether aMechanism
Designer or even a randomly selected citizenmight try to encourage people
to change their behavior.
For example, in the double auction we described, if one of the many

buyers or sellers were asked to choose a strategy for announcing the buying
or selling price that everyone (including her) would have to follow, what rule
would she choose? She would choose telling the truth.
The reason is that if everyone were to follow the tell-the-truth rule then

she would do better on average because she would then be in an economy
in which all mutually beneficial exchanges actually happen. So in this case
b = B and s = S and every exchange that allowedmutual benefits would then
occur, leading to a Pareto-efficient outcome.
But telling the truth is not a best response to others telling the truth

in the double auction, as we have seen. So unless everyone acquired a
conscience that simply banned misrepresenting their values on ethical
grounds, the tell-the-truth rule would break down. Nobody would follow it.
Economists and philosophers have long sought to devise rules of the game
that would provide incentives that would motivate people to truthfully
reveal ones preferences, called truth-tellingmechanisms. But not only has

HISTORY In the early 1970s,
philosopher Allan Gibbard
and economist Mark
Satterthwaite independently
proved a theorem
demonstrating the
impossibility of mechanisms
that would make honest
revelation of preferences a
dominant strategy.12

TRUTH-TELLING MECHANISMS Rules of the game that would make it a best
response for a self-interested and amoral person to reveal their true preferences
(including their true value of a good that they may buy or sell).
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the search been unsuccessful: it has shown that truth-telling mechanisms
cannot exist.
It is clear that if all parties can agree to restrict the pursuit of their own

individual advantage—forgoing the advantage of misrepresenting one’s true
value—all may benefit. Another example that you encountered in Chapter 1
would be in the Prisoners’ Dilemma game, to just outlaw defection.
But there are (and should be) limits to what the government can accom-

plish in this respect. In many countries, for example, it is illegal to overstate
the value of one’s property when making an application for a loan. But nei-
ther banks nor government typically have the information or enforcement
capacities required to make truth-telling a best response. Many environ-
mental policies illustrate the “outlaw defection” option. This works in cases
where defection takes a specific and observable formwhose banning can be
easily enforced—banning the use of lead in vehicle fuel—but not in others.

✓ FACT CHECK Volkswagen
successfully falsified
emissions tests on many of its
vehicles for a period of
years.13

16.9 MECHANISM DESIGN IN AN IMPERFECT
WORLD
The impossibility of efficient exchange among perfect competitors in
the double auction above illustrates a coordination problem that—by
its nature—cannot be solved: it was not obvious at the outset, but on
investigation we can see that the failure was built into the game itself.
In other cases there exists amechanism that could implement the desired

outcome, but there are practical obstacles to doing so. Team production
provides an illustration of why the optimal contracts aMechanismDesigner
would introduce may not be possible.

Team production

! reminder Return to
Chapter 10 to remind yourself
of the aspects of contracts
that make them incomplete.
Remember that the difficulty
of defining and measuring
outcomes is an important
source of contractual
incompleteness.

Most production in a modern economy involves large numbers of people
contributing to a job in ways that make it difficult to assign particu-
lar responsibility for each task to any one worker. This is called team
production.
The team might be a group of professionals sharing a practice (common

among doctors and lawyers) or employees of a restaurantwho all contribute
to putting the meal on the table. In recognition of the team nature of
production many firms base a portion of compensation to employees on
somemeasure of team output. Amajor airline, for example, paid the ground
staff who manage departures and arrivals of planes a team bonus based on
the fraction of on-time departures.

! reminder You have
already studied another
example of team production:
the worker-owners of the
cooperative plywood firms in
Chapter 15.

TEAM PRODUCTION A form of production involving two or more people in which
the contribution of each person to the output cannot be readily determined,
either because it cannot be defined or because it cannot be measured.
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For concreteness think about a group of n software engineers working
together to write code for new applications. Their work is similar to the
production process described in Chapter 11:

• Disutility of effort: The engineers devote effort (which they consider to
be onerous, that is, a bad (it generates disutility)) to producing an output.

• Effort produces a good: They sell the output and with the resulting sales
revenue they purchase goods that they consume contributing to their
utility.

And:

• Total team output is verifiable: Information on the total output the team
produces is observable and verifiable.

• Individual effort is unverifiable: Effort levels of individual engineers and
the quality of their contributions to the team’s output are not verifiable.

The team confronts a problem: how to design a compensation system
thatwillmotivate themembers towork hard andwell evenwhen their effort
is unverifiable. The problem they face is different from the public goods
problem explored in section 16.3, for two reasons.

• A key input is not verifiable: In the public goods example we assumed
that the Mechanism Designer could observe the levels of contribution to
the public good and subsidize each member’s contribution. This could
motivate the desired level of total effort contributed by fines or subsidies
based on the amount worked. But because information on the level of
effort of each team member is not verifiable, team members cannot
enforce this kind of contract—either a work level or subsidies and fines—
on themselves.

• The output of the team is rival: When the team sells its output, the
revenues it receives will be divided among the members somehow. Each
dollar more that a team member gets is one dollar less another team
member gets. The team’s output is not a public good.

CHECKPOINT 16.8 Teamproduction in your experience Describe a team
production process in which you or someone you know have engaged. Be
clear about how this process fits the definition of team production.

How team production works

❯ EXAMPLE Think about
some team sport, football
(soccer) for example. Each
player contributes something
to the team’s success in
winning games. But how
much? Suppose you were
asked to determine the
contribution of each player to
this objective. If you could
observe enough games and
were free to experiment with
the membership of the team
you might look at the
differences in some measure
of success of the team (points
scored in excess of
opponents’ points, perhaps)
when a given player was part
of the team and when she
was not. Thinking about even
this simple procedure makes
it clear how difficult it is to
determine the contribution of
an individual member of a
team.

Each team member contributes some amount of effort to the team’s pro-
duction process, ej, with j = 1 . . .n for the nmembers of the team. The team
produces an output, x that is just the sum of all of the contributions of the
team members multiplied by a positive constant γ.

Production: x = γ ⋅ (e1 + e2 + . . . + en) (16.17)
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From the production function you can see that γ is the average productivity
of effort and, because average productivity is a constant, it is also the
marginal productivity of effort. To simplifywe assume the teamhas no costs
other than paying its members an amount yj, member j’s income. Then the
utility of team member j is:

Utility: uj = u(yj,ej) (16.18)

Which says that an individual teammember’s utility is derived from income
(a good, uy > 0) and the amount and quality of effort contributed to the
project (a bad, ue < 0.).

M-NOTE 16.8 The marginal utility and disutility of contributing effort

We will use an explicit utility function:

uj = yj − 1
2
(ej)2 (16.19)

from which we can see that:

• the marginal utility of income, denoted uy , is equal to 1; and
• the marginal utility of effort, denoted ue , is the derivative of i’s utility with
respect to effort, equal to −ej or what is the same thing, the marginal
disutility of effort, −ue, is ej itself.

Similar to the disutility of contributing to the public good in section 16.3, the
second bullet says if you are not contributingmuch effort to the teams output,
the disutility of working harder is not very great; but if you are providing a lot
of effort, the marginal disutility to you is substantial.

The socially optimal effort by a team member
Suppose the members of the team ask the Mechanism Designer to advise
them on the compensation system they should adopt, determining the
income of each member. They would like the compensation system to
provide each member incentives to contribute to the team an amount of
effort that will maximize the total utility of its members.
Just as in the case of the public good that you studied earlier in this

chapter, the designer would proceed in two steps:

• First, she would determine what is the amount of work effort that, if
implemented by each team member, would maximize the total welfare
(sum of individual utilities) of the team.

• Second, she would find (if one exists) a set of incentives (a “mechanism”)
that would motivate the team members—each maximizing their own
utility—to implement the socially optimal amount of effort.

M-Note 16.9 shows how the Mechanism Designer would determine the
socially optimal level of work effort by each team member for the case in
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which there are just two members, A and B, and the marginal private cost
(disutility) to each of providing effort is the level of effort itself.
The level of effort that the Mechanism Designer determines to maximize

the sum of their utilities is that:

Marginal disutility of effort = eA = eB = γ =Marginal productivity of effort

This is the same thing as requiring that the marginal private cost of effort
for each of the two team members is equal to the marginal social benefit
(including the external benefits that each one working confers on the
other).

M-NOTE 16.9 The optimal effort of a team member

Suppose n = 2, so the team is composed of just A and B. Their utilities are:

uA = yA − 1
2
(eA)2

uB = yB − 1
2
(eB)2

The Mechanism Designer selects eA and eB to maximize the sum of their
two utilities:

W = uA +uB

= yA − 1
2
(eA)2 + yB − 1

2
(eB)2

= x− 1
2
(eA)2 − 1

2
(eB)2 (16.20)

We get the last equation above by noting that the sum of the incomes of the
two team members is the total output of the team or x = yA + yB. Remember
that x is γ multiplied by the sum of the players’ efforts. Therefore, we can
substitute x = γ ⋅ (eA + eB) into Equation 16.20 and find:

W = γ ⋅ (eA + eB) − 1
2
(eA)2 − 1

2
(eB)2 (16.21)

To find the values of eA and eB that maximize the sum of the utilities of
the team members, we differentiateW with respect to eA and eB and set the
result equal to zero:

𝜕W
𝜕eA = γ− eA = 0

𝜕W
𝜕eB = γ− eB = 0

So, rearranging the above equations we find that eA = eB = γ. This requires
selecting eA and eB such that themarginal cost (disutility) of providing effort is
equal to themarginal social benefit of providing effort (which is γ themarginal
productivity of effort).
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The 1
n
problem

Having figured out the optimal level of effort—eachmember should provide
a level of effort equal to γ—is a start. But as we have already seen, the
team members cannot simply agree to all work at that level. The reason
as your already know is that information about people’s effort levels is
not verifiable and hence cannot be used in any enforceable agreement or
contract.
They first try the idea that the income of each team member is the total

output of the team divided by the number of team members. So, according
to this 1/n rule member i receives:

yi = x
n

(16.22)

= γ ⋅ (e1 + e2 + . . . + ei + . . . + en)
n

(16.23)

Notice that if he works harder not only does he receive more income
(because his effort contributes to x): so does everyone else on the team.
In fact they each get the same share, namely, 1/n of the contribution of his
greater effort to increased team output. So we have the following results:

• The marginal private benefit of working harder is γ/n . . .

• the marginal external benefit of working harder (the increased income
enjoyed by n− 1 other members) is (n− 1)γ/n . . .

• and the marginal social benefit is the sum of the two, or just γ itself.

How hard will the team member work under the x/n compensation
system? Here the following rules give the answer:

• if the marginal private benefit of working harder ( γ/n) is greater than the
marginal cost (e), she will work harder; and

• if the marginal private benefit of working harder is less than the marginal
cost, she will work less hard; so

• she will work at the level of effort that equates the marginal private
benefits and costs of working harder. She will set e = γ/n.

Each other team member will choose the same level so in the Nash
equilibrium of this game, we will have eN = γ/n. We clarify the result math-
ematically in M-Note 16.10.
The Nash equilibrium level of effort is one nth the socially optimal level

of effort, which is γ. The fact that she is not compensated for the external
benefits that her work confers on other teammembersmeans that she (and
the other teammembers) will not put in asmuch effort as theywould if they
could agree on how much each would work. Every worker could be better
off if each worked harder.
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The team production problem is another coordination failure. The exter-
nal effect of working harder and how it results in effort being too low is
similar to the external effect of the citizen’s contribution to the public good
and how it means the public good will be under-provided.

M-NOTE 16.10 The team member chooses an effort level

Each of the two team members maximize their utility function, which for A is:

Maximize uA = yi − 1
2
(eA)2

= (eA + eB) γ
2
− 1
2
eA2

To find the level of effort that maximizes utility we differentiate this function
and set the result equal to zero:

𝜕uA
𝜕eA = γ

2
− eA = 0

The same reasoning is true for team member B. Therefore we have:

eA = eB = γ
2

Or the marginal private cost is equal to the marginal private benefit. This is
the Nash equilibrium level of effort. For n team members, the general the
Nash equilibrium level of effort will be:

eN = γ
n
.

CHECKPOINT 16.9 Team size and the extent of the coordination
failure

a. Explain in words why there is no coordination failure if the team has
only one member.

b. Explain why the extent of the coordination failure—the difference
between the socially optimal amount and the amount someone will
contribute under the x/n compensation system—is greater, the more
team members there are, n.

16.10 WHEN OPTIMAL CONTRACTS FAIL: THE
CASE OF TEAM PRODUCTION
We have shown how paying teammembers a fraction of the output propor-
tional to the total output (one nth) results in a Pareto-inefficient outcome.
We therefore want to ask: Is there a payment system that can motivate
individual team members to implement the socially optimal level of effort?
Surprisingly, there is: pay eachmember the entire value of the output of the
team, minus a constant sum.
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So now each team member would be paid:

Payment = Total output−Constant
yi = γ ⋅ (e1 + e2 + . . . + en) − k (16.24)

Subtracting a constant sum (k) in Equation 16.24 is necessary because
otherwise the team would be required to pay out n times the team’s total
revenue. Though we do not pursue the question, the Mechanism Designer
would set k so that, at a minimum, the members’ expected incomes would
be sufficient to satisfy the team members participation constraints given
the amount of effort they expend.
This seemingly bizarre mechanism ensures the following:

• Compensation: Any contribution by a member to the output of the team
will be exactly compensated.

• Incentives: The compensation gives each team member the same incen-
tives as an isolated person who owns the entire fruits of his labor (what
we called an “owner-operator” in Chapters 11 and 12).

As in the case of the optimal subsidy for the contribution to the public
good, the compensation system proposed by the Mechanism Designer
succeeds in internalizing the positive external effects of each member’s
work effort. It does this because each member now is treating the external
benefits that their effort confers on others as if it was their own income—
because it is!

M-NOTE 16.11 An optimal contract

Remember, x is the sum of all members’ effort levels multiplied by γ.
Therefore, with the new mechanism each person is paid x− k rather than
x/n. That is, in our two-person team illustration, each gets y = γ ⋅ (eA + eB) − k
rather than y = γ ⋅ (eA + eB)/2 (their compensation under the “1/n rule”).
So we can rewrite the utility function (see Equation 16.19) of team member

A as follows, substituting in y = γ ⋅ (eA + eB) − k:

uA = γ ⋅ (eA + eB) − k− 1
2
eA

2
(16.25)

To find the amount that will maximize the utility of member A under this
compensation system we differentiate the utility function with respect to
effort and set the result equal to zero:

𝜕uA
𝜕eA = γ− eA = 0

After rearranging, we find that eA = γ. The contract is optimal: each member
maximizing their own utility implements the allocation that maximizes the
sum of their utilities, as the Mechanism Designer intended.
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CHECKPOINT 16.10 Team production and public goods Go back to Fig-
ure 16.4 which contrasts the socially optimal level of contribution to the
public good with that which the citizen will provide in the absence of a
subsidy.

a. Draw a similar figure with team members’ effort on the horizontal axis
and dollars measuring marginal private and social benefits, and private
costs of effort on the vertical axis.

b. Draw in lines for the marginal cost of effort, the marginal private
benefit of effort (when team members receive x/n as their income), and
marginal social benefits.

c. Use the figure to explain why paying the each team member x/n results
in a coordination failure and why paying them x− k eliminates the
coordination failure.

d. The social benefit of the public good per person (naNγ) increases as
the size of the population increases (with each citizen contributing an
unchanged amount, aN) but this is not the case in the team production
case where the total output per person is just eNγ and does not depend
on the size of the team. Why does the Public Goods Game differ from
the team production game in this way?

Risk and credit constraints: Mechanism design in an
imperfect world
How clever! You might think. But you have probably never heard of such
a compensation system in practice. To see why we do not see this kind
of contract, we can introduce some real-world risk and credit market
constraints on borrowing by the team members.
Suppose the team’s production depends not only on the sum of the

team members’ efforts but also on chance events affecting production but
not controlled by team members. Introducing risk changes the problem in
unexpected ways. It means that in any period of time—say, week or month—
the actual output of the firm—called its realized team income—may be either
higher or lower than the average income of the firm over a longer period,
say a year—called its expected income.

! reminder Shirking is the
behavior of not exerting effort
or not exerting enough effort.
Someone who shirks is called
a shirker.

Call these positive or negative chance events ‘shocks’ and suppose,
realistically, that like each member’s effort, the shocks are not observable
(or at least not verifiable) so the members cannot determine whether the
team’s unexpectedly low output in some year comes from bad luck or from
workers who shirk.
A positive shock may also raise the level of total output significantly. So,

for teams of any significant size, each member’s realized income in any
period could be many times larger than the workers’ next-best alternative.
Remember the realized income is total output minus some large constant
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sufficient to balance the budget and consistent with satisfying members’
participation constraints.

M-CHECK Here is an
illustration. The team has 100
members and suppose under
the optimal contract they
would each provide one unit
of effort. Remember the ith

member receives
yi = γ ⋅ (e1 + . . . + e100) − k, and
γ can take two values: 1.05 or
0.95, occurring with equal
probability, so expected value
of the team’s output is 100.
Then, supposing that k = 99, a
worker’s average pay over
many years is one unit. But, in
a year with a negative shock
(γ = 0.95), the team’s output
would be reduced to 95. Each
team member would
therefore not be paid because
their income would be
negative (95−99 = −4). They
would each instead owe 4
units to the team. 4 times
their expected income!

For example, if a positive shock increases γ by 5 percent and there are
100 members of the team, then the income of the worker in a period
with a positive shock could be many times larger than his average income
during other periods because he receives yi = (1.05)γ ⋅ (eA + . . . + eN) − k in
the period with the positive shock. But the potentially large realized income
is not the problem for the vulnerability of this mechanism.
A negative shock couldmean that the worker’s realized income could also

be much less than what he would have received in another job where he
receives a wage rather than having income that depends on other people’s
effort and positive or negative shocks. With a negative shock, his income
could, in fact, be a large negative number, meaning that the member would
have to pay the team a substantial amount of money rather than the team
paying the member.
The problem arises because, for this mechanism to work, the pay of each

member has to be tied to the entire team’s realized output. But, both nega-
tive and positive shocks to total output would realistically be much greater
than any person’s average compensation. A contract under which, in some
periods, a team member would not be paid and instead would be required
to pay the team a substantial multiple of her expected salary is not likely
to attract many workers even if they were only modestly risk averse. No
contract of this type would be voluntarily accepted by the team members.
If the team members could borrow an unlimited amount of money in the

bad periods they might be okay with such a contract. But we know from
Chapter 12 that this is impossible given that people of modest wealth are
either credit market-excluded or limited in howmuch they can borrow. So,
implementing the optimal contract for the team members just displaces
the contractual challenge to the analogous problem in the credit market:
the incompleteness of contracts.
This is a reminder that economists, policymakers, and citizens concerned

about economic policy all work in a second-best world, one in which ideal
models with Pareto-efficient Nash equilibria are important in teaching
basic ideas, but often differ importantly from the best that the policymaker
can do. The impossibility of implementing an optimal contract in the case of
team production is an example. Another is the fact the incentives on which
the Mechanism Designer relies can sometimes be counterproductive.

CHECKPOINT 16.11 How team projects are (optimally) graded Consider
a team project in which five students conduct some research and write up a
single paper. The students all receive the same grade on the paper depend-
ing on the teacher’s assessment of its quality. Explain how this system of
’compensation’ is similar to or differs from the optimal compensation for
the team production members described above.
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16.11 THE LIMITS OF INCENTIVES: CROWDING
OUT AND CROWDING IN
As you have seen from this chapter, mechanism design is all about incen-
tives. And we have seen that well-designed incentives canmotivate citizens
to contribute to a public good, to smoke less, and (in previous chapters) to
eat healthier foods and act in more environmentally sustainable ways. But

! reminder Motivational
crowding out occurs when
monetary or other material
incentives or attempts to
control someone diminish
that person’s other-regarding
or ethical preferences.

we have also seen that there are limits to what incentives can accomplish:

• In the double auction set up in section 16.8 there are no incentives that
can make telling the truth a dominant strategy. As a result of buyers
and sellers misrepresenting their true values, some potential mutually
beneficial exchanges will not occur.

• In the team production case in section 16.9 there does exist a set of
incentives that would motivate all members to contribute a Pareto-
efficient level of effort to the teams’ production. But the optimal contract
that would introduce these incentives would expose team members to
extraordinary risks, and risk-averse team members would never accept
the mechanism.

• And recall from Chapter 2 that imposing a fine on parents arriving late to
pick up their kids at Haifa daycare centers led to a doubling of lateness,
not a reduction; the introduction of incentives apparently crowded out
social preferences.

❯ EXAMPLE In honoring
Myerson (along with Eric
Maskin and Leo Hurwicz) the
Prize Committee of the Royal
Swedish Academy of Sciences
in 2007 summarized their
findings: “no incentive
compatible mechanism which
satisfies the participation
constraint can produce
Pareto-efficient outcomes . . .
In a large class of models
Pareto efficiency is
incompatible with voluntary
participation, even if there are
no public goods.”14

Crowding out
The most plausible explanation of crowding out in the Haifa case is that
the fine changed the way the parents thought about lateness. Before the
fine, parents may have considered arriving on time to be something that is
the “right thing to do” out of kindness to the staff of the daycare center.
By contrast, the fine may have suggested that lateness is simply something
that is OK to “buy” as long as you pay the price. In other words the message
of the fine was “picking up your kids on time is like shopping, not like
how you treat family or neighbors.” The incentive provided a frame for the
decision suggesting appropriate behavior. The result is what psychologists
callmoral disengagement.
There are additional reasons why crowding out occurs. Incentives have a

purpose, and because the purpose is often evident, the target of the incen-
tives may infer information about the person who designed the incentive,

MORAL DISENGAGEMENT A process by which, in some particular situations,
people come to feel that ethical considerations need not be applied to their own
actions or others’ actions.
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about his beliefs concerning her (the target), and about the nature of the
task to be done. This is what the social psychologist Mark Lepper and his
coauthors meant when he wrote that incentives may affect preferences:
because they indicate “the presumed motives of the person administering
the reward.”15

By implementing an incentive, an employer reveals information about
his intentions (own-payoff-maximizing versus fair-minded, for example)
as well as beliefs about the target (hardworking or not, for example) and
the targeted behavior (how unpleasant or tiring it is, for example). This
information may then affect the target’s motivation to undertake the task.
The Boston fire commissioner’s threat to cut the pay of firemen accu-

mulating more than 15 sick days (also from Chapter 2) conveyed the infor-
mation that he did not trust that the firemen were doing their very best
to come to work. For the firemen, the new situation—working for a hostile
boss—seems to have altered their motivation. In other words, the threat-
ened reduction in pay conveyed some bad news: “the commissioner does
not trust you.” Youwill recall that the firemen respondedwith a pronounced
spike in sick days.
This “bad news” effect commonly occurs in relationships between a prin-

cipal, who designs incentives (a wage rate, a schedule of penalties for late
delivery of a promised service, a system of monitoring, and so forth), and
an agent, who is being induced to behave more in the principal’s interest
than the agent otherwise would. To do this, the principal must know (or
guess) how the agent will respond to each of the possible incentives he
could deploy, for example the employee’s best (effort) response to each
wage the employer may offer. The agent knows this, of course, and hence
can ordinarily figure out what the principal was thinking when he chose
one particular incentive over other possible ways of affecting the agent’s
behavior.
Here is an example of how this sometimes does not work out well in

practice, based on an experiment by economists Ernst Fehr and Bettina
Rockenbach. German students in the role of ’investor,’ the principal, were
given the opportunity to transfer some amount to the agent, called the
‘trustee,’ also their fellow students. The experimenter then tripled this
amount. The trustee, knowing the investor’s choice, could then return some
(or all or none) of this tripled amount.
When the investor transferred money to the trustee, he also specified a

desired level of back transfer. In addition, the experimenters implemented
an incentive treatment: in some of the experimental sessions, the investor
had the option of declaring that he would impose a fine if the trustee’s back
transfer were less than the desired amount.
In this “fine treatment,” the investor had a further option to decline

to impose the fine, and this choice (forgoing the opportunity to fine a
nonperforming trustee) was known to the trustee and taken before the
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Figure 16.14 Reciprocity in the Trust Game. The height of each bar shows how
much the second mover (the “trustee”) returned given how much the first mover
(the “investor”) transferred to the second mover. The figure shows that in the
standard Trust condition (no fine possible) the second mover reciprocated the first
mover’s trust and/or generosity: larger initial transfers were associated with larger
back transfers. It also shows that threatening the use of a fine reduced reciprocity
and that foregoing the use of the fine when it was available increased reciprocity.
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trustee’s decision about the amount to back-transfer. There was also the
standard “trust” condition, in which no such incentives were available to
the investor. Figure 16.14 summarizes the results.16

In the trust condition, trustees reciprocated generous initial transfers
by investors with greater back transfers. But stating the intent to fine a
noncompliant trustee actually reduced return transfers for given levels of
the investors transfer. The use of the fine appears to have diminished the
trustees’ feelings of reciprocity toward the investor. Even more interesting
is that renouncing use of the fine when it was available increased back
transfers (given the amount transferred by the investor).
Only one-third of the investors renounced the fine when it was available;

their payoffs were 50 percent greater than those of investors who used
the fines. The bad-news interpretation suggested by the authors of the
experiment is that both in the trust condition and when the investor
renounced the fine, a large initial transfer signaled that the investor trusted
the trustee. The threat of the fine, however, conveyed a different message
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like the Boston fire commissioner’s—one of distrust—and diminished the
trustees’ reciprocity.
There are lessons here for the design of institutions and organizations.

Crowding out as a result of the bad-news effect may be prevalent in
principal-agent settings but can be avertedwhere the principal has ameans
of signaling fairness or trust in the agent. The Trust Game experiment even
gives us a glimpse of how incentives could crowd in social preferences: the
nonuse of an available fine resulted in greater reciprocity by the trustees
than occurred when fines were not in the picture.

! reminder We referred to
the ideas of control aversion
in Chapter 11 when we
explained the role of
monitoring software and how
workers might reciprocate
distrust by employers with
less effort or that workers
would dislike being controlled
at all (regardless of
reciprocity motives).

A third reason for crowding out is that people value their own autonomy
and may feel that incentives are designed to limit their freedom of action,
provoking a negative response. This is called “control aversion” which,
analogous to risk aversion, is a preference for self-determination and a
negative valuation of any attempt to control the person.

✓ FACT CHECK In a famous
experiment in social psycho-
logy, children who did
paintings expecting a
monetary reward
subsequently chose to paint
(as opposed to some other
kind of activity) half as often
as did children in a control
group in which there had
been no experience of a
reward. This is an example of
a monetary reward crowding
out intrinsic preferences (the
joy of painting).17

To summarize, the problem of crowding out may arise:

• when the presence of the incentive frames the problem as one in which
self-interested motives are acceptable or even called for (“moral disen-
gagement”); or . . .

• when the information that an incentive conveys is off-putting about the
person imposing the incentive (“bad news”); or

• when the incentive appears to be an attempt to control the person who
responds by acting contrary to the incentive in order to affirm their self-
determination (“control aversion”).

✓ FACT CHECK During the
COVID-19 pandemic of
2020–2021, Germans surveyed
about their response to
policies to combat the spread
of the virus reported greater
support for vaccination and a
cell-phone-tracing app if
these are “strongly
recommended” rather than
legally enforced. Economist
and psychologist Katrin
Schmelz interpreted her
results as evidence of control
aversion. Those who had been
raised in East Germany under
Communist Party rule were
less control averse than other
Germans of similar age.18

The economics and the psychology of “getting” and “being”
A combination of game theory and social psychology may help us better
understand how incentives work and sometimes why they do not, that is,
why crowding out occurs.
Recall fromChapter 2 that in a sequential Prisoners’ Dilemma, the second

mover most often mimics the first mover, reciprocating cooperation or
defection depending on what the first mover did. Why do second movers
reciprocate cooperation even though their money payoffs would be larger
if they defected? It appears that they place a positive value on the payoffs
that the cooperative and trusting first mover will receive (as a result of their
reciprocating). Or they may think that in situations like this, reciprocating
is the right thing to do.
When secondmovers defect on defecting firstmovers, they are taking the

action that maximizes payoffs under the circumstances, but the motives
for defection go beyond seeking monetary gain. The same people, as we
have just seen, would have forgone payoffs that could have been gained by
defecting, in order to cooperate with a cooperator.
But cooperating with a defector has a different meaning, identifying the

second mover as a “loser,” someone easily taken advantage of. Part of the
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motivation behind the “mimic the first move” pattern that we observe is
what the second mover wants to say about herself: “I am the kind of person
who rewards those who cooperate and stands up to defectors who would
exploit the cooperation of others.”

Figure 16.15 Rachel Kranton
(1962–) as a new PhD wrote
Nobel Laureate George
Akerlof to say that one of his
recent papers was missing an
essential concept. The two
economists went on to
pioneer a new field—identity
economics—that places the
desire to be a particular kind
of person—that is to construct
and maintain one’s
identity—at the center of
many of our decisions.
Kranton has also explored the
economics and neuroscience
of how group identities affect
the workings of our brain and
decision-making, and the
political psychology of group
identities and biases.19

Photo © Duke University.

This kind of motivation goes way beyond how we play games. When
people engage in trade, produce goods and services, save and invest, vote
and advocate policies, they are attempting not only to get things, but
also to be someone, both in their own eyes and in the eyes of others.
“Getting” and “being” (or “becoming”) are different types of motives. The
term acquisitive motives refers to the positive value we place on “getting”
(acquiring) material things, like monetary payoffs in games. Constitutive
motives are our desires to “be” or “become” a particular kind of person (to
constitute or construct ourselves in a particular kind of way).
Sometimes constitutive and acquisitive motives are closely aligned. For

example, the secondmover in the sequential Prisoners’ Dilemma gamewho
defects on a defecting firstmover is bothmaking a statement aboutwho she
is (not someone you can take advantage of) andmaximizing her payoffs. But,
acquisitive and constitutive motives may sometimes clash.
We know from experiments (in Chapter 2) and from observing ourselves

and others that being good sometimes is more important to us than doing
well in monetary terms. Responding to an incentive in themanner intended
(that is, as a money payoff maximizer) may make the responder a victim, so
the incentive may not work. This was the case for the use of fines in the
Trust Game experiment just described. But not always. A self-interested
response to an incentive may constitute the actor as a good citizen or
an intelligent shopper, indicating that constitutive and acquisitive motives
were closely aligned. The same reasoning, we will see, suggests howwe can
make incentives and social preferences synergistic.
How acquisitive ends interact with constitutive motives may explain why

incentives sometimes work exactly as economists predict on the basis of
unmitigated self-interest—and sometimes don’t.

Crowding in
The good news about crowding out is that there is something to crowd
out, namely people’s other-regarding preferences and desire to do the
right thing. The problem of crowding out would not arise if we were really
like Homo economicus—self-regarding and amoral—so that there would be
nothing to crowd out.

ACQUISITIVE MOTIVES These are the positive value we place on “getting”
(acquiring) things, for example, monetary payoffs in games.

CONSTITUTIVE MOTIVES These are our desires to “be” or “become” a particular
kind of person (to constitute or construct ourselves in a particular kind of way).
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In the Trust Game described above, the ‘investor’s’ threatened imposition
of a fine if the ‘trustee’ did not return enough money to the investor
reduced rather than increased the amount the trustee sent to the investor,
consistent with the “bad news” interpretation of crowding out. But on
closer scrutiny the incentive itself—the threatened fine—seems not to have
been the problem.
When we looked closely at the raw data from the experiment to see who

among the trustees responded negatively to the incentive, it appears that
crowding out was almost exclusively a reaction, not to the incentive per se,
but to the apparent greed of the investor.20 Crowding out occurred when
the back transfer demanded of the trustee by the investor along with the
threat of the fine would have given most of the sum of the rents from the
game (total payoffs for the two) to the investor. There was no backlash
against the fines threatened by investors who asked for back transfers that
allocated both the investor and the trustee substantial shares of the total
rent.
The key differencewas themessage sent by the fine.Where the stipulated

back transfer would have capturedmost of the rent for the investor, the fine
conveyed greed. Where it would have split the total rent more equally, the
fine conveyed a commitment to fairness, and perhaps the investor’s desire
not to be exploited by the trustee. The use of the fine to enforce a seemingly
unfair demand provided an acquisitive motive to comply, but to the trustee,
it also may have transformed the meaning of complying with the investor’s
stipulated back transfer. Going along with the investor’s demands no longer
made the trustee a cooperative and ethical person, as it would have had
the investor’s demands been modest, but instead possibly a person easily
manipulated, or a victim, or a loser.
It therefore appears that it was the conflictual relationship between the

investor and the trustee that the threatened fine created, not the threat-
ened fine itself, that was the source of crowding out. That hypothesis is
reinforced by evidence from another experimental game: the diametrically
opposite reaction to fines in a Public Goods with Punishment experiment
that you saw in Chapter 2. The imposition of fines by peers who have to
pay to levy them, when they had nothing to gain personally from doing so,
appears to have crowded in social preferences.
Why is the fine counterproductive when imposed by an acquisitive and

overreaching investor in the Trust Game, but, by contrast, so effectivewhen
imposed by peers in the Public Goods Game? A plausible explanation is that
when punished by a peer who had nothing to gain in payoffs by doing so,
players saw the fine as a signal of public-spirited social disapproval by fellow
groupmembers. If this were the case, targeted free riderswould feel shame,
which they would redress by contributing more. If so, the incentive (the
prospect of peer-imposed fines) has crowded in social preferences.
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We have seen that both experimental evidence and observations outside
the laboratory show that incentives can affect people’s preferences (e.g.
moral disengagement) and beliefs (e.g. “bad news” about the principal).
This complicates the Mechanism Designer’s task because implementing a
desirable allocation now requires that it be a mutual best response once
the mechanism is introduced taking account of the manner in which the
mechanism itself may change the preferences and beliefs of the actors.

CHECKPOINT 16.12 Crowding out: reasons and responses

a. Can you think of examples from your own or others’ experiences that
illustrate the three reasons for crowding out (above)?

b. In these examples is there some way that the incentive could have been
explained or framed that would have been more likely to produce the
intended response?

16.12 BEYOND “MARKET VERSUS
GOVERNMENT”: EXPANDING THE SPACE FOR
POLICIES AND INSTITUTIONS
A themeof this chapter has been the promise ofmechanismdesign.Wehave
also introduced cases in which policies and other interventions to address
coordination problems will have limited success—however wisely guided by
the Mechanism Designer.

Government versus market
To do this we have contrasted two scenarios. In the first, under some status
quo rules of the game self-regarding people interact in noncooperative
ways—unable to coordinate their actions in any way. As a result, too much
smoking, not enough of the public good, or some other undesirable out-
come are the Nash equilibrium. In the second scenario, the Mechanism
Designer acting as a government policymaker, proposes a new set of rules
of the game in which self-regarding citizens still playing noncooperatively
will reach an improved outcome. These two scenarios represent poles of
a continuum which are often referred to as “market” (the first scenario)
and “government” (the second). In this framework the classical institutional
challenge raised by the eighteenth-century founders of economics—how
shall we organize our society?—is often posed as a question about the extent
to which markets or governments should determine economic outcomes.

HISTORY In 1986, economist
Robert Sugden described the
Mechanism Designer and
policymaker in somewhat
unflattering terms: “like the
U.S. Cavalry in a good Western
[film], the government stands
ready to rush to the rescue
whenever the market ‘fails’
and the economist’s job is to
advise it on when and how to
do so. Private individuals, in
contrast, are credited with
little or no ability to solve
collective problems among
themselves.”21

The questionmotivating these “market versus government” debates, then
is where policy should be located along themarket-state continuum shown
as the horizontal line in Figure 16.16. On the market side of the line we have
the policy of removal of government regulations concerning functioning
of markets (called “deregulation”). Closer to the government pole we have
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Figure 16.16 The government versus markets poles and policy continuum.
Positions on the line are policies or rules of the game that resemble markets (to
the right) or governments (to the left).
Source: Bowles and Carlin (2020b).

Government
Compliance with state authority

implemented by fiat and elections

Markets
Material incentives

implemented by prices

Nationalization of railways
energy distribtution

Carbon tax and dividend

'Cap and tade'

Deregulation of product and
labor markets

the government ownership (“nationalization”) of critical infrastructure. The
carbon tax and dividend proposal that you studied in Chapter 7 is midway
between the poles as it is amajor intervention into the pricing of carbon but
it does not include direct government regulation of the carbon emissions
of particular firms.
At the poles of the continuum we list the incentives and mechanisms

implementing outcomes, to illustrate the distinctiveness of the poles. For
example, what a democratic government implements is determined by
elections and the laws and regulations (fiats) that the government adopts.
Motives essential to this pole include obedience to government authority.
Similarly, markets implement allocations by means of prices and the mate-
rial incentives that they convey.

A new job for the Mechanism Designer

❯ EXAMPLE In this video
(tinyurl.com/y57ulqm9),
Michael Sandel investigates
some moral limits of markets
in his TED Talk “Why we
shouldn’t trust markets with
our civic life” (from the CORE
project. www.core-econ.org).

In previous chapters we have described ways of addressing coordination
problems—both motives and mechanisms—that do not really lie on the blue
government vs. markets continuum.

• In Chapter 5 we showed how repeated interactions among people who
are overfishing their fish stocks might provide the basis for their coordi-
nating to fish less, entirely in the absence of government policies.

• In Chapter 11 we represented the firm as a kind of hierarchical organi-
zation that while influenced by markets and governments is an entirely
different kind of institution.

• Also in Chapter 11 we showed how a worker-owned and managed firm
could be an alternative organization of production, similar to the con-
ventional firm in that it is neither a government nor a market.

• In Chapter 14 we illustrated the process of bargaining between private
parties and how this could resolve some common coordination failures
associated with uncompensated external effects (noisy machinery, late-
night music).

❯ EXAMPLE In this video
(tinyurl.com/y6s33jo5), Alvin
Roth explains how the kidney
exchange and other matching
markets work (from the CORE
project. www.core-econ.org).

https://tinyurl.com/y57ulqm9
https://www.core-econ.org
https://tinyurl.com/y6s33jo5
https://www.core-econ.org
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Figure 16.17 Government, market, and civil society: an expanded space for
policies and institutions. At each of the poles are shown the kinds of motivations
and mechanisms implementing outcomes that are characteristic of the poles.
Source: Bowles and Carlin (2020b).

Government
Compliance with state authority
Implemented by fiat and elections

Markets
Material incentives implemented
by prices and competition
with complete contracts

Civil Society
Reciprocity, altruism, fairness, sustainability, identity (including in−group)

Implemented by social norms and the exercise of private power

Carbon tax and dividend 'Cap and trade'

Rights at work for
platform−based workers
Conventional firms

Worker−owned co−op

Open−sourced software

Civil−society−led zero
net carbon consumption

Care work at home

Kidney exchanges
(kidney sales prohibited)

Rights for citizens as
co−owners of their data

Wealso showed, in Chapter 2, that in addition to themotiveswe associate
with governments and markets in Figure 16.16—obedience to governments
and material self-interest—there are other motives that better describe
many aspects of how we interact in face-to-face relationships with neigh-
bors, friends, family, and coworkers. Included are altruism, fairness, com-
mitments to uphold ethical or religious norms, and the desire to establish
an identity (including sometimes hostility toward thosewith different iden-
tities). We therefore expand the “government versus markets” framing of
our choices in Figure 16.17 by adding a third dimension, called civil society.
It might also be called community. Critical to the functioning of institutions
that are close to the civil society pole are:

• social preferences such as reciprocity, altruism, and identity; and

• the private (nongovernmental) exercise of power of the type that occurs
in principal–agent relationships as we have shown in Chapters 10,
11, and 15.

The two poles—market and government—describe a line, but with the
added third pole, the figure represents a triangle enclosing a space. Any
point in the space defined by the triangle represents some combination of
the “pure cases” depicted at the poles. Just as was the case with the line, in
the triangle the closer a point is to one of the poles, the more that policy or
institution resembles the rules of the game at the pole.
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In the interior of the triangle are firms, both worker-owned and con-
ventional firms. So, too, are social movements to promote new lifestyles
such as zero net carbon consumption. “Care work at home”—raising one’s
children, assisting elderly relatives—is also there, as it is neither mandated
nor regulated by governments nor does it involve the buying and selling of
services.
The kidney exchange shown is not government-organized, but it relies

on a government ban on kidney sales. To improve the possibility of finding
a match, donors can provide a kidney and establish a claim on a matched
kidney from the pool of kidneys for a loved one.
Figure 16.18 illustrates a range of policies adopted during the 2020-

2021 COVID-19 pandemic, showing the various combinations of aspects
of government, market, and civil society. Social distancing, for example
is not something that either markets or a government could effectively

Figure 16.18 Illustrating the new policy space by policies adopted during the
COVID-19 pandemic of 2020–2021. Social distancing is an example of policies
close to the civil society pole: it could not effectively be required by law, or
incentivized by paying people to respect distancing protocols. Where people’s
values and opportunities to share their concerns about violations of the practice
were sufficient social distancing was very effective. The UK National Health
Service (NHS) requested 250,000 volunteers to help distribute food and medicine.
Recruitment was temporarily shut down four days later after 750,000 people had
applied.
Source: Bowles and Carlin (2020a).

Government
Compliance with state authority

Implemented by fiat and elections

Markets
Material incentives implemented

by prices and competition
with complete contracts

Civil Society
Reciprocity, altruism, fairness, sustainability, identity (including in−group)

Implemented by social norms and the exercise of private power

Mandatory risk−sharing (taxes and transfers)

Reallocation of labor − 20k Qantas workers
hired by government as contact tracers

Monetary rewards for getting vaccinated

Reallocation of labor −
Amazon hires 100k

Fast−track approval for private sector
developed virus tests

Research, production and
distribution of vaccine

German healthcare system
Social distancing and wearing masks

NHS call for volunteers

Virus−testing and tracing in South Korea
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implement, but where it had support from large numbers of the members
of a community, it became a norm that was widely adhered to.
In this new space of institutions and policies, the Mechanism Designer

has an expanded job description. Her new job specifications go beyond
taxes, subsidies, legal remedies and prohibitions that governments may
propose to alter the feasible sets and benefits and costs ofmarket activities.
Shewill have to consider the formal or informal rules of the game governing
the institutions of civil society—whether they be families, conventional
firms, neighborhoods, or cooperatives—and how these interact with gov-
ernments and markets.

CHECKPOINT 16.13 Government, market, and civil society In Figure 16.17
locate in the triangle some organizations of which you are a part, for
example the university at which you are studying or a workplace in which
you or someone you know has been employed.

16.13 RULES FOR REDISTRIBUTION:
ADDRESSING COORDINATION FAILURES
Some of our illustrations of both the promise and the limitations of mech-
anism design have been of homogeneous populations: identical citizens
providing public goods and identical smokers. In other cases we have
distinguished between economic actors—buyers and sellers in the double
auction, the owners of the monopolistically competitive firm in the model
illustrating the theory of the second best, interacting with its buyers and
those affected by the firm’s carbon footprint.
But we have not yet presented the Mechanism Designer with the chal-

lenges arising from an essential dimension of differences among people,
that is, disparities in wealth and power. The Mechanism Designer may
be tasked with addressing these inequalities, because they are seen to be
either unfair or inconsistent with democratic values.
As always, the Mechanism Designer has the objective of avoiding Pareto-

inefficient outcomes. Can theMechanismDesigner provide guidance—what
we call rules of redistribution—for policies to advance the objectives of both
fairness and Pareto efficiency?
Some of the cases we have encountered would suggest a negative

answer.

• Concentrated wealth and power can support a Pareto-efficient Nash
equilibrium. In Chapter 5 private ownership of the common property
resource (the lake) by a single individual resulted in a Pareto-efficient
but maximally unequal Nash equilibrium. The same result followed giving
one of the fishermen take-it-or-leave-it bargaining power.

• Policies to distribute income to the less well-off may reduce average income.
In Chapter 8 we showed that San Francisco’s rent control policy, while
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conferring substantial benefits on lower-income renters reduced the
stock of rental housing; giving the renters who benefited a larger slice
or a smaller pie.

! reminder Inequality and
innovation: Taking a more
dynamic view of efficiency as
our standard, we showed in
Chapter 15 that the structure
of the capitalist firm—with
control rights held by wealthy
and hence closer to
risk-neutral decision makers
could promote innovation. But
we also showed that some of
the most innovative countries
in the world today have
among the most equal
distributions of disposable
income.

The cost of inequality when contracts are incomplete
But other models we have studied show that it is possible to increase the
size of the slice going to the less well-off while at the same time enlarging
the pie. To see how, return to a central theme of Parts III and IV of this
book. This theme is that—whether in the credit, labor, or other markets—
Pareto-inefficient incentive structures are built in to the principal-agent
relationships in economies based on highly unequal wealth distributions.
The source of this incentive inefficiency is that the agents performing

actions that cannot be specified in a complete contract—providing high
quality of a good produced, hard and careful work effort, prudence in the
conduct of a project, for example—are not the residual claimants on the
consequences of their actions. They do not own the results of hard work
done (in the Ford model in Chapter 11), or a high-quality product delivered
to a principal (in the Benetton model in Chapter 10). Incentives to perform
the action well are compromised as a result.

! reminder In Chapter 3 we
showed that if citizens have
identical cardinal preferences
that are comparable among
them, then an Impartial
Spectator that wished to
maximize the sum of their
utilities would implement an
equal distribution of wealth.

An example from Chapters 11 and 12 will illustrate why this is the case and
why wealth inequality makes addressing the incentive problem difficult.
Think about an owner of a “machine” (like the one in Chapter 12) who hires
a single worker to operate it. The worker, we assume, has no wealth. The
worker has little reason to supply a high level of effort, since she is paid
a given wage; working harder will simply increase the machine owner’s
profits.! reminder The residual

claimant owns whatever
remains (the residual) after
all fixed claims (in this case
the wage paid by the owner)
are settled.

Without costly monitoring of the worker, therefore, little work will get
done. But monitoring the worker to ensure hard work uses up resources
that could have otherwise been productively employed. Moreover, if her
work effort is at all complex or difficult to measure, even intensive moni-
toring will not ensure a job well done.

❯ EXAMPLE In this video
(tinyurl.com/yy8ggzwt), James
Heckman describes why
investing in the early years of
disadvantaged children’s lives
is both fair and efficient (from
the CORE project.
www.core-econ.org).

To avoid this particular incentive problem the ownermight instead intro-
duce a rental contract. The worker would rent the machine from the owner
for a fixed sum and become the residual claimant on the entire income
stream generated by her labor and the machine. As residual claimant she
would not lack incentives to work hard and well: she would own the results.
But this solution to the effort-incentive difficulty simply displaces the

conflict of interest and the problem of incentives from getting the worker
to work to how the worker cares for the machine. The reason is that the
worker would then be residual claimant on the income that she produces
with the machine, but not on the value of the machine itself. So, she
would have little incentive to maintain the machine, running it too fast, for
example, and risking its destruction.

https://tinyurl.com/yy8ggzwt
https://www.core-econ.org
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A solution to the problem that would certainly work, is that the worker
should purchase the machine from its current owner, and thereby become
the residual claimant on both the income resulting from her working with
the machine, but also on the value of the machine itself. But since the
worker has no wealth, she can neither purchase it using her own funds nor
borrow the necessary funds. She cannot be the owner of the machine.

HISTORY In 1971 Kenneth
Arrow wrote: “It is useful for
individuals to have some trust
in each other’s word. In the
absence of trust it would be
very costly to arrange for
alternative sanctions and
guarantees, and many
opportunities for mutually
beneficial cooperation would
have to be forgone . . . norms
of social behavior, including
ethical and moral codes [may
be] . . . reactions of society to
compensate for market
failures.”22

The unavoidable problem here is that behaviors critical to high levels
of productivity—hard work, maintenance of productive equipment, risk-
taking, the production and use of knowledge, and the like—are difficult to
monitor and hence cannot be fully specified in any contract enforceable at
low cost. As a result, key economic actors, workers, people providing goods
of variable quality, for example, cannot capture the effects of their actions
as they would if, for instance, they were residual claimants.
To become residual claimants they would no longer be agents acting

at the direction of a principal, but instead owners, acting as independent
economic actors. But they cannot become owners because they do not
have enough wealth. The consequence of these incentive problems is that
a highly concentrated ownership of capital goods is often inefficient.
There is a second reason—apart from the associated incentive problems—

why high levels of wealth inequality make it difficult to address the coor-
dination failures arising in principal-agent relationships. The reason is that
the kinds of preferences that are likely to prevail in highly unequal settings
heighten the conflicts of interest and worsen the barriers to cooperation.
To see why this is important, remember that coordination failures arise

because people do not take account of the effect of their actions on others,
and are engaged in a noncooperative game, a game in which they are
unable to agree on a common course of action. If people are intrinsically
motivated to do a good job, to tell the truth, and to care about and
trust one another, then they can more easily deal with the coordination
failures that result from contractual incompleteness. These preferences
could facilitate their internalizing the external effects of their actions on
others, and provide the basis for common agreements that together would
go a long way toward mitigating the incompleteness of the contract. But
these preferences are difficult to sustain between principals and agents
of vastly differing wealth levels. An example is the fact—in the Trust Game
experiment reported above—that feelings of reciprocity, which could form
the basis for less conflictual and more cooperative relationships, were
crowded out by “investors” claiming what appeared to be an unfair share
of the mutual gains made possible in the experiment.

! reminder In section 15.14
we showed that a
redistribution of wealth could
support a Nash equilibrium
with ownership of capital
goods by the workers who
operate them—either as
owner operators or as a
member of a cooperative. The
wealth distribution reduced
both the risk aversion and the
opportunity cost of capital for
the once wealth-poor worker,
promoting greater risk-taking
and as a result higher
expected income.

Summing up: recall that in section 14.15 we showed that the Coase
theorem and the second welfare theorem support the conclusion that a
Pareto-efficient Nash equilibrium can be implemented irrespective of
the distribution of wealth. This gives the Mechanism Designer—and
economists—a reason to believe that they can implement Pareto-efficient
outcomes without addressing the problem of inequality.
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But we have seen in the previous chapters that the nature and distribu-
tion of property rights critically affect the performance of the economy
including along the dimension of Pareto efficiency. Where hard work,
innovation, maintenance of an asset, and other behaviors essential to
productivity cannot be specified in costlessly enforceable contracts, some
distributions of property rights aremore efficient than others. In particular
it seems likely that there exist distributions of wealth that are both more
egalitarian and more effective in avoiding coordination failures than the
concentrated asset-holding observed in most capitalist economies.

The cost of inequality: Enforcing the rules of the game
Broadening our focus from principal-agent relationships to look at all of
the social interactions making up a society, there is a further reason why
inequality is costly. The cost is the substantial resources that highly unequal
societies devote to sustaining the rules of the game and containing conflicts
between the society’s members.
In the US, for example, a large fraction of the economy’s productive

potential—its labor and capital goods—is devoted to enforcing the rules
of the game from which the inequalities flow. The people who enforce
these rules of the game are collectively called “guard labor”—soldiers, police
officers, prison guards.23

The private sector also incurs costs in enforcing inequality, in such forms
as high levels of expenditure on work supervision and security personnel.
One could add the labor devoted to producing the weapons and other
equipment used by these private and public security personnel. Indeed, one
might count levels of unemployment abovewhat is termed frictional unem-
ployment itself as one of the enforcement costs of inequality, because the
threat of losing a job contributes to employers’ labor discipline strategies.
In less conflictual conditions, unemployed workers might be allocated to
productive activities.
In Figure 16.19 we present data on the number of people employed

literally as guards (not the broader “guard labor” category above) and the
level of inequality of disposable income in the set of countries for which
comparable data are available. There is an unmistakable positive association
of inequality and the level of guard labor.

CHECKPOINT 16.14 The costs and benefits of inequality You are
assigned to debate pro or con on the following proposition: Micro-economic
theory shows that high levels of inequality are necessary to provide
incentives for a highly productive economy. Take one side or the other and
list the main points that you will raise. (The question is about the theory; it
is not about the facts).
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Figure 16.19 Employment of guards and inequality in disposable income. The
measure of inequality is the Gini coefficient of household disposable income
based on estimates in the early 2000s. Guards are technically termed “protective
service employees.” The earlier data for the US is shown to check if the movement
in these two measures over time in a single country resembled the positive
statistical association of the cross section of countries at the same time. We can
see (the arrow) that it does.
Source: Bowles and Jayadev (2014).
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16.14 WHY GOVERNMENTS ALSO FAIL: A CAVEAT
This chapter has demonstrated how the concepts and models you have
learned can be used to design rules of the game, whether for private
organizations or as new public policies. But before concluding, we need
to walk back our too-good-to-be-true representation of the Mechanism
Designer. The imaginary figure we introduced skillfully deployed the tools
of economics to addressmarket failures and unfairness in the economy. But
you may have wondered: If the clever mechanisms that she designed are
available, then why are market failures so common and why is unfairness
such a feature of real economies?
The short answer (which is all that we can provide here) is that the

MechanismDesigner is not the government. A conceptual device for under-
standing ideal policies is not going to be an accurate representation of
what governments actually do, anymore than the Auctioneer describes how
markets work, or the “perfect competitor” gives an accurate picture of how
firms really compete.

✓ FACT CHECK The positive
correlation shown in Figure
16.19 is not sufficient to
establish that inequality is the
cause of the heightened level
of employment of guards. For
this we would need data at
differing points of time to see
if the employment of guards
rises at times when (or soon
after) inequality has risen. The
only country on which these
data are available is the US
where it is the case that the
recent increase in
employment of guards
coincided with an increase in
inequality (the two US points
in the upper right of the figure
for 1979 and 2000).
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We have stressed what governments can do. Well-designed gov-
ernment economic policies introduced over the past century—things
like social insurance and the stabilization of aggregate demand in the
macroeconomy—have contributed substantially to the quality of people’s
lives. And economists can be proud of our contribution to these advances.
But there remain significant instances of market failure—global climate

HISTORY In a 1896 essay the
Swedish radical reformer and
founder of neoclassical
economics, Knut Wicksell
(1851–1926) challenged the
common assumptions that
policymakers are entirely
public spirited “with no
thought other than to
promote the common weal . . .
members of the
representative body are . . .
precisely as interested in the
general welfare as are their
constituents, neither more
nor less.” A century later the
libertarian James Buchanan in
his Nobel Prize lecture
underlined this theme:
“Wicksell’s message was clear,
. . . Economists should cease
proffering policy advice as if
they were employed by a
benevolent despot.”24

change, for example—and also unfairness—disparities between the well-off
and the deprived, group inequalities based on accidents of birth. This is not
a limitation of mechanism design but a government failure.
To understand the difference keep in mind:

• The Mechanism Designer is tasked with maximizing the utilities of citi-
zens or at least avoiding outcomes that are Pareto inefficient when eval-
uated using the citizen’s utility functions. Policymakers in governments
have their own private objectives, and there is no reason to expect them
be any more (or less) other-regarding than the citizenry from which they
were selected.

• The mechanisms in place to ensure that government policies are
designed to promote the interests of citizens (rather the policymakers
themselves)—in a democracy, for example, majority rule in fair elections—
work imperfectly. This is true in part for intrinsic unavoidable reasons,
just as the failure of the double auctionmarket stemmed from an intrinsic
problem: the impossibility of ensuring truth-telling. But the limits of
democratic mechanisms also arise in part because governing elites
often succeed in subverting rules of the game intended to make them
accountable to the citizenry.

HISTORY In 1919, Max Weber
one the founders of sociology,
defined the state (meaning,
government) as the only
entity that has a legitimate
monopoly on the use of force
within some given
geographical territory. This is
still the standard definition
used in the social sciences.25

• A successful mechanism implements its outcome by the use of incentives
in ways that are consistent with the citizens’ participation constraint
(as well as their incentive compatibility constraints). The Mechanism
Designer cannot propose policies that literally force citizens to con-
tribute to the public good, or to stop smoking. By contrast, the distinctive
characteristic of the government is that it can legitimately attempt to
coerce people to do or not do particular actions: laws are enforced by
the threat of incarceration, that is forced confinement.

This fact that democratically elected governments can legitimately
attempt to coerce is essential to the government doing its job well—
requiring the payment of taxes or the universal purchase of health
insurance, or, when required, service in the military, for example. But it
also means that the scope for harm done by a government is substantial.
Fortunately we also know, and more important, most political leaders

know, that compliance with government directives—whether it be honestly
paying taxes or social distancing during a pandemic—depends critically on
the citizenry trusting the government and endorsing its objectives.
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CHECKPOINT 16.15 Government: part of the solution/part of the prob-
lem “Any government with sufficient powers to address problems of coor-
dination failures and unfairness will also be powerful enough to pursue
the interests of a political elite against the interests of the vast majority.”
Comment on this idea, and suggest ways of addressing the problem.

16.15 CONCLUSION
Webegan this bookwith the classical institutional challenge posed by Adam
Smith, David Hume, and the other great philosopher-economists of the
eighteenth century: How should society be organized?
Weusedmodern economic language to update an important strand of the

challenge they posed: “Howcan social interactions be structured so to avoid
Pareto-inefficient Nash equilibria resulting from people’s free choice of
their own actions?” Achieving a just distribution of the economy’s burdens
and bounties was a second strand of the challenge they raised that we have
also taken up.
Mechanism design carries on this tradition in economics (though sub-

stantially narrowed in its scope and made more precise with the aid of
mathematics), seeking new rules of the game to better coordinate how we
interact.
The eighteenth- and nineteenth-century outpouring of new ideas in the

field of studies we now call economics was a response to a rapidly changing
environment. New technologies introduced by the Industrial Revolution,
new types of social interaction associated with the emergence of urban life
and factory production, and new values of individual autonomy stemming
from the Renaissance and the first halting steps toward political democracy.
Today we face no less epoch-making changes. The COVID-19 pandemic

of 2020–2021 underscores the fact that humanity is increasingly intercon-
nected in ways that go far beyond the conventional focus of economics:
buying and selling goods onmarkets. We now face the challenges of climate
change and economic injustice, and the vast opportunities afforded by our
ever-expanding knowledge. These—and many others—are challenges that
economicsmust now, as it did then, seek to understand, and then to address
for the betterment of all.

MAKING CONNECTIONS
Nash equilibrium: is a key concept for policymaking because policies work by
altering the environment in which people make their decisions, resulting in a
Nash equilibrium that differs from the status quo.

Internalizing external effects: so as to prevent market failures and other
coordination failures is a key idea in mechanism design.
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Limited information: is both the fundamental reason for coordination fail-
ures (because it makes complete contracts impossible) and also a challenge
facing the Mechanism Designer (or policymaker).

Fairness and Pareto efficiency: are widely shared values that people would
like to see public policy advance, though people differ in the weights they
would place on the two values. Some policies can advance the two together
(government-provided or tax-financed subsidies for public goods or insurance
to “democratize risk-taking”) while in some cases the values may conflict,
imposing a trade-off (rent control).

Models and abstract thinking: in economics these are illustrated by the
imaginary figure of the public-spirited and well-informed Mechanism
Designer; but the Mechanism Designer is not the government.

The classical institutional challenge: originated in the seventeenth and
eighteenth centuries; but it is still with us as we seek to find a way that free
people can coordinate their activities so as to achieve desired societal out-
comes including addressing the challenges of climate change and economic
injustice.

IMPORTANT IDEAS
Nash equilibrium mechanism design public goods
private benefits and costs social benefits and costs theory of the second best
social multiplier optimal subsidy economic profit
deadweight loss consumer surplus 1/n rule
double auction team production moral disengagement
optimal contract crowding out/in civil society
control aversion trust game cost of inequality
community guard labor
government failure internalizing external effects
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MATHEMATICAL NOTATION
Notation Interpretation

u( ) utility function

γ productivity (of individual contributions to the public or a team
member’s effort)

n number of people

a contribution to a public good

ω subsidy to public good

y income

p price

x number of cigarettes smoked, output of the team

α, β parameters of utility functions

X output of the monopolistically competitive firm

m social multiplier

e level of effort

W Mechanism Designer’s welfare function

k constant sum subtracted to the income of team members

B maximum willingness to pay of a double auction buyer

b double auction buyer’s offer price

S double auction seller’s minimum price at which they are willing
to sell

s double auction seller’s minimum announced price at which they
are willing to sell

Note on superscripts and subscripts: A, B: different people; N: Nash equi-
librium; M: monopoly; C: competition; P: private benefits and costs; S: social
benefits and costs.
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Absolute advantage A person or a nation has
an absolute advantage in the production of a
particular good if, given a set of available
inputs, they can produce more of it than
another person or country. See also
comparative advantage. 303

Accounting profit Accounting profit is the
difference between sales revenue and the
direct cost of the inputs used to produce
output, excluding the opportunity cost of the
funds tied up in financing long-lived assets
such as buildings, intellectual property, and
equipment. See also economic profit. 416

Accounting profit share The accounting profit
share is the fraction of total income that is
received as accounting profits by the owners
of the capital goods used in production; it is
often decomposed into the capital share and
the economic profit share. 883

Acquisitive motives These are the positive
value we place on “getting” (acquiring) things,
for example, monetary payoffs in games. 973

Adverse selection In a principal–agent
relationship, adverse selection is a problem
confronting a principal who lacks information
on some relevant attribute of an agent such
that the terms the principal offers may induce
the agents with whom the principal could have
most advantageously interacted to drop out.
Also referred to as the ‘hidden attributes’
problem. See also moral hazard. 556

Aggregate demand The sum of expenditures
on goods and services produced in a country,
including demand from the rest of the
world. 719

Allocation In a game, an allocation is a
particular distribution of goods or other things
of value to the players. 164

Assurance Game An Assurance Game is a
two-person, symmetric, strategic interaction
with two strict Nash equilibria, one of which is
Pareto superior to the other. 33

Asymmetric information Information is
asymmetric if something that is relevant to the
parties in an economic interaction is known by
one actor and is not known by another. 29

Average cost Average cost is the cost per unit
of output produced. 418

Average product The average product of an
input is total output divided by the total
input. 291

Average revenue Average revenue is the
revenue per unit of output, which is the
price. 430

Backward induction Backward induction is a
procedure by which a player in a sequential
game chooses a strategy at one step of the
game by anticipating the strategies that will be
chosen by other players in subsequent steps in
response to her choice. 73

Bargaining power The extent of a person’s
advantage in securing a larger share of the
economic rents made possible by an
interaction. 180

Bargaining set The set of all allocations that
are Pareto improvements over the players’
fallback (no-bargain) options and the utilities
associated with these allocations is termed the
bargaining set. 185

Barriers to entry Anything making it difficult
for new firms to enter a market, including
intellectual property rights, economies of scale
in production, and predatory pricing. 439

Beliefs Beliefs are an individual’s
understandings of the relationship between an
action she may take and the outcome of the
action. 58

Best response A strategy is a player’s best
response to the strategies adopted by others if
no other strategy available would result in
higher payoffs. 19

Bilateral monopoly In a bilateral monopoly
transaction there is a single transactor on each
side of the market—one potential buyer and
one potential seller. 525

Budget constraint An equation that represents
all combinations of goods and services that
one could purchase that exactly exhaust one’s
budgetary resources. 138

Budget constraint (compensated) A comp-
ensated budget constraint after a price change
takes the new prices of goods as given (so it is
parallel to the budget constraint after the price
change), but gives the person just sufficient
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income to purchase a bundle on their original
indifference curve, at a new point of
tangency. 375

Bundle A bundle is a list of an individual’s
goods (or bads). 115

Capital share The capital share of total income
is the fraction of output accounted for by the
opportunity cost of the capital goods used in
the production of the
output. 891

Capitalism Capitalism is an economic system
in which most production takes place in
privately owned firms that employ labor in
return for wages or salaries to produce goods
and services to be sold on markets to make a
profit for the owners of the firm’s capital
goods. 866

Cardinal utility A cardinal utility function
assigns a number to each bundle, such that,
with a cardinal utility function, u(x,y) =
10u(x′,y′)means that (x,y) is preferred ten
times as much as (x′,y′). See also ordinal
utility. 114

Cartel A group of firms that collude to set
output and/or prices in order to raise
profits. 507

Centralized economy A centralized economy is
one in which the government decides what
should be produced, where, by whom, and
when, and how the resulting goods should be
distributed among the population. See also
decentralized economy. 796

Certainty equivalent The level of certain
income that would be valued by the person
equally to each of the other combinations on
the same indifference curve (involving more
risk and more expected income). 748

Ceteris paribus A Latin term that means ‘other
things equal.’ In an economic model it means
an analysis that ‘holds other things
constant’. 84

Club good A club good is non-rival and
excludable. See also common property resource,
public good, private good. 80

Collateral An asset that a borrower pledges to
a lender as a security for a loan. If the
borrower is not able to make the loan
payments as promised, the lender becomes the
owner of the asset. See also lien. 669

Common property resource A common
property resource is rival and non-
excludable. See also public good, private good,
club good. 79

Comparative advantage A person or a nation
has a comparative advantage in the production
of a particular good if the opportunity cost to
them of producing it (in terms of foregone
output of another good) is lower than it is for
another person or a country. See also absolute
advantage. 303

Comparative statics A method which analyzes
the process of change by comparing the status
quo Nash equilibrium with a new equilibrium
after some change in the underlying data of
the problem. 235

Competition condition The competition
condition is an equation giving the unique
relationship of prices to wages—that is, the real
wage rate wc—such that the number of firms
will neither increase nor decrease given the
productivity of labor and the opportunity cost
of capital. 644

Competition policies Government policy and
laws to limit monopoly power and prevent
cartels or to otherwise regulate the process of
competition. Also known as antitrust
policy. 533

Complements in consumption Goods are
complements in consumption if an increase in
the quantity consumed of one raises the
marginal utility of the other. See also
substitutes in consumption. 375

Complete contract A contract is complete if it
(a) covers all of the aspects of the exchange in
which anyone affected by the exchange has an
interest, and (b) is enforceable (by the courts)
at close to zero cost to the parties. 546

Complete preferences Complete preferen-
ces specify for any pair of possible outcomes
that a person’s actions may bring about, A and
B, that A is preferred to B, B is preferred to A,
or they are equally preferred. 61

Consistent preferences Preferences are
consistent if whenever an individual prefers a
bundle of goods A to another bundle B, and
bundle B to a third bundle, C, they cannot
prefer C to A. Consistent preferences are also
known as transitive preferences. 62

Constant Returns to Scale In the case of
constant returns to scale, increasing all inputs
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by some constant increases output
proportionally. 291

Constitutive motives These are our desires to
“be” or “become” a particular kind of person (to
constitute or construct ourselves in a
particular kind of way). 973

Constrained optimization A constrained
optimization problem is one in which a
decision maker chooses the values of one or
more variables to achieve an objective which is
subject to a constraint that determines the
feasible set of actions or outcomes. 108

Consumer surplus The consumer’s willingness
to pay for a good minus the price at which the
consumer bought the good, often summed
across all units sold. 391

Contingency A contingency is a state of the
world that may or may not happen and that
affects the payoff to some action. 63

Convexity assumption The indifference curves
for two goods are “bowed inward” toward the
origin and the production possibility frontier
(the frontier of the feasible production set) is
“bowed outward” from the origin. 821

Cooperative A cooperative is a business
organization or other association whose
members together own the assets of the
organization; they share the income resulting
from their activities and jointly determine how
the organization will be run (possibly through
the democratic election of a manager). 276

Cooperative game A strategic interaction in
which the players’ choice of a strategy is
subject to a binding (enforceable)
agreement. 14

Coordination failure A coordination failure
occurs when the non-cooperative interaction
of two or more people results in an outcome
that is worse for at least one of those involved
and not better for any. 6

Coordination problem A coordination problem
is a situation in which people could all be
better off (or at least one be better of and none
be worse off) if they jointly decide how to
act—that is, if they coordinate their
actions—than if they act independently. 4

Costless bargaining Bargaining is costless
when the parties to the bargain do not incur
costs in executing a trade other than the price
of the good exchanged. Efficient bargaining is
often used interchangeably with the term
“costless bargaining.” 836

Credible threat A threat is credible if carrying
it out is the best response if the target of the
threat takes the action that the threat was
intended to deter. 186

Credit constraints A person or business is said
to be credit constrained if: (a) they are
excluded from borrowing entirely, or (b) they
face limits on how much they can borrow, or (c)
they pay extraordinarily high rates of interest
when they do succeed in getting a loan. 671

Credit market In a credit market, lenders
(banks, payday lenders, and other financial
institutions) provide loans to borrowers
(individuals and companies) who commit at
some future date to repay the amount
borrowed plus an additional percentage of that
amount, termed the interest on the loan. 670

Decentralized economy In a decentralized
economy, who produces what, when, how, and
for whom is determined by the uncoordinated
decisions of owners of individual firms,
employees, and other private economic actors.
See also centralized economy. 797

Decreasing risk aversion The tendency of a
person to be less risk averse if she has more
income (or wealth) than if she has less. 748

Demand curve (individual) A demand curve
provides the answer to the hypothetical
question: what is the maximum amount of a
good that can be sold at each price. The
individual demand curve refers to the
purchase of a good by a person given the
prices of the other goods and the individual’s
budget. 137

Demand curve (market) A demand curve
provides the answer to the hypothetical
question: what is the maximum amount of a
good that can be sold at each price? The
market demand curve is the horizontal
summation of the individual demand curves of
actual or potential buyers. 383

Demand function A demand function shows
how the amount of a good purchased by an
individual varies with the prices of all goods
and the individual’s budget. See also Demand
curve. 352

Demand-side economies of scale occur when
the value of a firm’s product is greater to a
buyer the more other buyers of the product
there are. 534
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Diminishing marginal utility A property of
some utility functions according to which each
additional unit of a given variable results in a
smaller increment to total utility than did the
previous additional unit. 120

Disagreement Game A game in which there are
two or more Pareto-efficient Nash equilibria
that are ranked differently by the players so
that in the two-person case the players prefer
different equilibria is a Disagreement Game
(which also goes by other names). 36

Diseconomies of scale When production
exhibits diseconomies of scale, multiplying all
inputs by some number greater than one
increases output by a factor less than that
number. See also economies of scale. 290

Disposable income Disposable income is the
maximum a household can spend (‘dispose of ’)
without borrowing, after paying tax and
receiving transfers (such as unemployment
insurance and pensions) from the government.
See also market income. 775

Distributional neutrality Distributional
neutrality is a characteristic of the perfectly
competitive general equilibrium model in
which the distribution of wealth following
competitive exchange is identical to the
distribution of wealth prior to exchange. 819

Distributional outcome How the gains from
exchange—the economic rents—are distri-
buted among the people in an exchange. 165

Dominant strategy A strategy is dominant if it
yields the highest payoff for a player for any
strategy chosen by the other players. Weak
dominance refers to the case where there are
one or more strategies yielding the same
payoff. 21

Dominant strategy equilibrium A dominant
strategy equilibrium is a strategy profile in
which all players play a dominant strategy. 22

Double auction In a double auction buyers and
sellers simultaneously submit to an auctioneer
‘bids’ and ‘asks,’ that are the prices at which
they are willing to buy and sell, respectively. An
auctioneer then chooses a price that clears the
market. 956

Dual economy The dual economy is one in
which work, except for housework and
government employment, is of two kinds: work
compensated by incomes other than wages or
salaries in the informal sector and employment

for wages and salaries in what is termed the
capitalist sector. 919

Duopoly When there are just two firms selling
the same output, we call the industry a
duopoly and we call each firm a
duopolist. 479

Durable asset A durable asset is one that
remains valuable over a long period of
time. 524

Dynamics Refers to the study or process of
change. 236

Earnings This term—sometimes called “labor
earnings”—refers to income from employment
by a firm, government or some other employer,
whether in the form of wages or salaries. 661

Economic profit Economic profit is acc-
ounting profit minus the opportunity cost of
funds tied up in long-lived plant and
equipment evaluated at the opportunity cost of
capital, ρ. See also accounting profit. 415

Economic profit share The economic profits
share is the fraction of total income received
by the owners of the capital goods used in
production in excess of the opportunity cost of
capital, or: economic profits share =
accounting profits share minus capital
share. 883

Economic rent A participant’s economic rent is
the payoff they receive in excess of what they
would get in their fallback position. 28

Economies of agglomeration The advantages
that firms may enjoy when they are located
close to other firms in the same or related
industries. 311

Economies of scale When production exhi-
bits economies of scale, multiplying all inputs
by some number greater than one increases
output by a factor greater than that number.
See also diseconomies of scale. 290

Endogenous enforcement of contract When
the parties to an exchange—employers and
workers, buyers and sellers, borrowers and
lenders—themselves adopt strategies to ensure
favorable terms of an exchange for aspects of it
not covered by a contract, enforcement is
endogenous. 548

Endogenous preferences If one’s experiences
result in durable changes in preferences, then
they are termed endogenous. See also
exogenous preferences. 102
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Endowment allocation The ownership of
goods at the start of a game (or at the status
quo) is called the endowment allocation. 181

Enforcement rent In a principal–agent
relationship an enforcement rent is the excess
of the value of the transaction to the agent
over the agent’s fallback. The fear of losing the
enforcement rent induces the agent to act in
the principal’s interest. 568

Equilibration Equilibration is the process of
getting to an equilibrium from a
nonequilibrium situation. 518

Equilibrium An equilibrium is a situation that
is stationary (unchanging) in the absence of a
change external to the model. 18

Equity One’s own wealth (rather than
borrowed funds) invested in a project. There is
a second entirely different use of the term,
meaning the character of being fair, as in “an
equitable division of the pie.” 701

Excess demand Excess demand exists when, at
the prevailing price, the amount demanded
exceeds the amount supplied. 515

Excess supply Excess supply exists when, at
the prevailing price, the amount supplied
exceeds the amount demanded. 515

Excludable A good is excludable when a
potential user may be denied access to the
good at a low or zero cost. 78

Excluded borrower A borrower who is unable
to obtain credit. 706

Exogenous enforcement of contract
Exogenous enforcement of the terms of an
exchange is done by courts or another third
party—not the parties to an exchange
themselves—and is a defining characteristic of
a complete contract. 547

Exogenous preferences Preferences are
exogenous if they change in response only to
influences external to the economy or at least
outside of the economic subject matter under
study. See also endogenous preferences. 102

Expected payoff In a situation of risk, the
expected payoff to an action is the sum of
payoffs occurring under each contingency
multiplied by the probabilities that each
contingency occurs. 64

Expected profit In a situation of risk, expected
profit is the sum of profits occurring under
each contingency multiplied by the
probabilities that each contingency occurs. 494

Extensive-form representation of a game An
extensive-form representation of a game
includes, in addition to the strategies with
payoffs associated with each strategy profile,
the time dimension—who knows what, when
they know it, and the sequence of moves as
described by a game tree. See also normal-
form representation of a game. 73

External effect An external effect occurs when
a person’s action confers a benefit or imposes
a cost on others and this cost or benefit is not
taken into account by the individual taking the
action. External effects are also called
externalities. 9

External validity Results of experiments or
other scientific research that can be
generalized to circumstances outside (external
to) the laboratory or other setting in which the
research was produced are said to be
externally valid. 97

Factor intensity A production function A is
more labor-intensive than production function
B if for any given ratio of wages to the price of
capital goods, the cost-minimizing choice of
inputs will be to hire more labor hours when
using A than when using B. 330

Factor of production Any input into a
production process is called a factor of
production. In the past economists often
referred to land, labor, and capital goods as
primary factors of production, but this usage is
overly narrow given the essential role of other
production inputs such as our natural
environment beyond “land” and knowledge. 317

Fallback position A player’s fallback position
(or reservation option) is the payoff they
receive in their next best alternative. 28

Feasible frontier The boundary of a feasible
set. In the case of two goods, it is the curve
made of points that defines the maximum
feasible quantity of one good for a given
quantity of the other. 129

Feasible set All of the combinations of the
actions or outcomes that a decision maker
could choose, given the economic, physical, or
other constraints. 129

Firm A business organization in which private
owners of capital goods hire and direct labor
to produce goods and services for sale on
markets in order to make a profit is called a
firm (or sometimes a capitalist firm). 866



OUP CORRECTED PROOF – FINAL, 11/9/2021, SPi

994 Glossary

First mover A player who can commit to a
strategy in a game before other players have
acted is a first mover. 72

First welfare theorem A perfectly competitive
equilibrium of an economy with complete
contracts is Pareto efficient. 812

Free rider A free rider is a person who benefits
from the cooperation or generosity of others,
while not reciprocating in a cooperative or
generous way, for example, not contributing in
a Public Goods Game. 81

Game theory Game theory is the branch of
applied mathematics that studies strategic
interactions. 11

General equilibrium General equilibrium
analysis is a study of two or more markets
and their interactions. See also partial
equilibrium. 799

Giffen good Over some range of prices,
purchases of a Giffen good increase if the price
rises, and fall if the price falls. See also law of
demand. 382

Gini coefficient This measure of inequality
(using income as an illustration) is the average
difference in income between every pair of
individuals in a population relative to mean
income, multiplied by one-half. The Gini
coefficient is usually calculated as the area
between the Lorenz curve and the perfect
equality line, divided by the total area
under the perfect equality line. See also
Lorenz curve. 873

Group inequality Economic differences
between sets of people distinguished by some
common attribute—men and women and
people of different nations, ethnic or racial
groups—are called group inequalities. 39

Guard labor Those employed as police, private
security personnel, the armed forces, and
others whose job is enforcing and
perpetuating the rules of the game. 787

Incentive-compatibility constraint The
incentive-compatibility constraint, ICC,
describes the limits on the outcomes that a
first mover may implement by showing how a
second mover will respond to each of the
choices that the first mover might make, also
known as the second mover’s best-response
function. 199

Income The largest amount that a household
or person can consume over a given period of

time without reducing the value of wealth
(their stock of assets, minus any outstanding
debt). See also wealth. 701

Income effect When the price of a good
changes, this alters people’s real income,
expanding or shrinking the feasible set of
purchases. The effect of this change in real
income (with no change in price) on the goods
purchased is the income effect. See also
substitution effect. 373

Income–offer curve An income-offer curve
describes consumption or other choices
made by an individual for varying levels of
income. 354

Incumbent firms Firms already selling in a
market. 439

Indifference When a person is indifferent
between two outcomes, they do not prefer one
over the other. 61

Indifference curve The points making up an
individual’s indifference curve are
bundles—indicated by (x,y), (x′,y′), and so
on—among which the person is indifferent, so
that u(x,y) = u(x′,y′) and so on. 115
Industry An industry is a set of firms
producing similar products. 473

Inequality aversion A preference for more
equal outcomes and a dislike for both
disadvantageous inequality that occurs when
others have more than the actor and
advantageous inequality that occurs when the
actor has more than others. 89

Informal sector The informal sector is
comprised of the economic activities of family
farmers, small shopkeepers, and others who
work independently of an employer—whether a
private firm or a government—and without
hiring workers. 918

Institutions Institutions are the laws, informal
rules, and mutual expectations which regulate
social interactions among people and between
people and the biosphere. 11

Insurance Any costly action one can take that
reduces the level of risk to which one is
exposed. 686

Interest factor The interest factor, δ, is one
plus the rate of interest. 678

Inverse demand function The inverse demand
function (curve) answers the hypothetical
question: what is the highest price at which a
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given amount of some good could be
sold? 352

Invisible Hand Game An Invisible Hand Game
has a single Nash equilibrium that is Pareto
efficient. 32

Iso-social welfare curve Iso-social welfare
curves show constant or equal (“iso”) levels of
welfare for different combinations of utility
among those involved. 178

Isocost line A line that represents all
combinations of inputs that cost a given total
amount. 327

Isoprofit curve An isoprofit curve shows
combinations of prices and quantities sold of a
good yielding equal profits to the owners of a
firm. 425

Isoquant An isoquant gives the combinations
of two inputs that are just sufficient to
produce a given level of output. 318

Labor (effort) The amount of actual work
devoted to production. Labor is measured in
units of effort, not in hours. 607

Labor discipline model A model that explains
how employers set wages so that workers
receive an economic rent (called an
employment rent), which provides workers an
incentive to work hard and well in order to
avoid job termination. 609

Labor or trade union A labor/trade union is an
organization of workers who together bargain
with one or more employers about wages and
working conditions, a process known as
collective bargaining. 896

Labor share The term labor share—distinct
from wage share—refers to unemployment
benefits plus wages as a fraction of total
income. 894

Law of demand The law of demand holds that
a decrease in the price of a good will result in
an increase in the quantity of the good
purchased. See also Giffen good, an exception
to the law of demand. 382

Law of one price The law of one price states
that in equilibrium identical goods or services
will transact at the same price. 475

Lien A lien is a property right in some good
held by a lender to secure the repayment of a
debt. Collateral is a form of lien. 727

Linear tax and lump-sum transfer A tax that is
proportional to income (a linear tax), the
proceeds of which are divided equally and
transferred to citizens (a lump sum). 776

Long side of a market The long side of the
market is the side—either supply or
demand—on which the number of desired
transactions is greater, given the price. 515

Lorenz curve The Lorenz curve summarizes
the distribution of income or some other
measure across a population, mapping the
cumulative (poorest to richest) population
shares and corresponding cumulative income
shares. See also Gini coefficient. 873

Loss aversion Loss aversion is present when
the loss of some given amount reduces a
person’s utility by more than a gain of the same
amount would have raised their utility. 792

Lottery In game theory a lottery is a set of
uncertain outcomes and the probabilities that
each will occur. 740

Marginal borrower A marginal borrower is a
borrower with just enough wealth to secure a
credit contract with a lender. 706

Marginal cost Marginal cost is the effect on
total cost of producing a small amount more of
output. It is the slope of the total cost function
at each point. 418

Marginal cost of labor The marginal cost of
labor is the change in total wages paid
associated with employing (a small amount)
more labor, that is, effort. 615

Marginal product The marginal product of an
input is the change in total output associated
with a small change in the input. 291

Marginal rate of substitution The marginal
rate of substitution is the negative of the slope
of an indifference curve. It is also the
maximum willingness to pay for a small
increase in the amount x expressed as how
much of y the person would be willing to give
up for this. In a model with y as money, this is
called the offer price. 121

Marginal rate of technical substitution The
marginal rate of technical substitution is the
negative of the slope of the production
isoquant and is equal to the ratio of the
marginal product of the input on the x-axis to
the marginal product of the input on the
y-axis. It shows how much more of the y-axis
input must be added to compensate for the
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withdrawal of one unit of the x-axis input so
that output is unchanged. 322

Marginal rate of transformation The mar-
ginal rate of transformation is the quantity of
some good that must be sacrificed to acquire
more of another good. It is equal to the
negative of the slope of the feasible frontier
(constraint). See opportunity cost, 3.2. 130

Marginal revenue Marginal revenue is the
change in total revenue associated with a small
change in sales. 430

Marginal revenue product of labor The
marginal revenue product of labor is the
change in total revenue associated with a small
change in labor employed. 615

Market clearing A market clears when the
amount supplied is equal to the amount
demanded. 452

Market income Market income is income
before the payment of taxes or the receipt of
transfers from the government; it includes
earnings (wages and salaries from
employment) as well as income from
self-employment and from the ownership of
assets (interest, rents, or dividends). See also
disposable income. 776

Markup The markup is the difference between
the price at which a good sells and its cost
(including the opportunity cost of the capital
goods used). 436

Markup ratio The firm’s markup ratio is the
profit per unit of output (the markup) divided
by unit costs. 436

Mechanism A mechanism is a set of rules of
the game—possibly designed deliberately—that
provide the incentives, constraints, and
information that will result in an allocation—
often a preferred allocation—being
implemented. 823

Merit good A merit good is one that it is
thought on moral grounds should be available
to all irrespective of their income. 455

Monetary policy Policies implemented by a
central bank affecting the rate of interest at
which businesses and others can borrow and
the amount of borrowing, thereby regulating
aggregate demand to moderate the business
cycle and regulate inflation, are termed
monetary policy. 720

Monopolistic competition Monopolistically
competitive firms are the only sellers of the

particular good they produce, but they
compete with other firms that sell similar
products. 424

Monopsony A firm is a monopsony if it is the
only buyer (or just one of a small number of
buyers) in a particular market for some good or
service. 650

Moral disengagement A process by which, in
some particular situations, people come to feel
that ethical considerations need not be applied
to their own actions or others’ actions. 969

Moral hazard If there is a conflict of interest
between a principal and an agent over the
agent taking some action that cannot be
ensured by a complete contract, then the
principal faces a moral hazard problem. Also
referred to as the ‘hidden actions’ problem. See
also adverse selection. 552

Motivational crowding out Motivational
crowding out occurs when monetary or other
material incentives or attempts to control
someone diminish that person’s
other-regarding or ethical preferences or
intrinsic motivation. 100

Nash equilibrium A Nash equilibrium is a
profile of strategies—one strategy for each
player—each of which is a best response to the
strategies of the other players. 20

No-shirking wage The no-shirking wage is the
wage that is just sufficient to motivate a
worker to provide effort at the level specified
by their employer. 632

Normal-form representation of a game The
description of a game by a matrix of strategies
with payoffs associated with each strategy
profile is the normal-form (or strategic)
representation of a game. See also
extensive-form representation of a game. 73

Opportunity cost Where x and y are both
valued positively, the opportunity cost of x in
terms of y is how much y a person must give
up to get a unit more of x. 109

Opportunity cost of capital The opportunity
cost of capital is the accounting rate of profit
that a wealth holder would make on his next
best alternative use of the funds used to
acquire the capital goods used in
production. 414

Ordinal utility Let a ≻ bmean “a is preferred to
b.” An ordinal utility function ranks bundles,
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e.g. (x,y) ≻ (x′,y′) ≻ (x′′,y′′), without specifying
how much (x,y) is preferred to (x′,y′) or (x′,y′)
is preferred to (x′′,y′′). The assignment of
numerical utilities representing ordinal
preferences is meaningful only to express an
ordering: u(x,y) > u(x′,y′) implies only that the
first bundle is preferred to the second but not
by how much. See also cardinal utility. 114

Other-regarding preferences A person with
other-regarding preferences, when evaluating
the outcomes of her actions, takes into
account their effects on the outcomes
experienced by others as well as the outcomes
she will experience. 60

Pareto efficiency A Pareto-efficient allocation
is an allocation with the property that there is
no alternative technically feasible allocation in
which at least one person would be better off
and nobody would be worse off. If an allocation
is Pareto efficient, then there is no alternative
allocation that is Pareto superior to it. 23

Pareto-efficient curve The points making up
the Pareto-efficient curve represent all of the
allocations that are Pareto efficient. 173

Pareto-improving lens The set of allocations
that are (at least weakly) Pareto superior to the
fallback options of the players is the
Pareto-improving lens. 182

Pareto-superior Outcome A is Pareto-superior
to outcome B (it Pareto-dominates outcome B)
if, in outcome A, at least one player is better off
than in outcome B without anyone being worse
off. 24

Partial equilibrium Partial equilibrium analysis
is the study of a single market. See also general
equilibrium. 799

Path dependence A process is path dependent
if the most likely state of something this period
depends on its state in recent
periods. 38

Perfect price discrimination Occurs when a
firm can make a separate take-it-or-leave-it
offer to each individual buyer for each unit to
be sold at a price equal to the consumer’s
maximum willingness to pay. 510

Perfectly competitive equilibrium In a
perfectly competitive equilibrium, supply
equals demand, and neither buyers nor
sellers can benefit by altering their price or
quantity. 450

Permit A permit allows a firm or person to
engage in an activity: it gives permission. 255

Piece rate Under a piece-rate contract, a
worker is paid a fixed amount for each unit
(“piece”) of the product made. 608

Poverty trap A poverty trap occurs when
identical people may experience either an
adequate living standard or poverty, depending
only on chance events of their histories.
Poverty in this case is a result of a person’s
circumstances, not personal attributes. 38

Power If, by imposing or threatening to
impose sanctions on A, B can affect A’s actions
in ways that further B’s interests, while A lacks
this capacity with respect to B, then B has
power over A. 582

Predatory pricing Predatory pricing occurs
when an incumbent firm charges a price lower
than its (marginal) costs, seeking to drive its
competitors out of business. 439

Preferences Preferences are evaluations of
outcomes of one’s actions that provide motives
for taking one course of action over another. 59

Preferences, beliefs, and constraints approach
According to this approach, from the feasible
set (which includes all of the actions open to
the person given by the economic, physical, or
other constraints she faces), a person chooses
the action that she believes will bring about
the outcome that she values most as given by
her preferences. 56

Price discrimination Selling the same product
at different prices, for example, charging more
to buyers with a greater willingness to pay. 509

Price elasticity of demand The price elasticity
of demand is the ratio of the percentage
change in quantity demanded to the
percentage change in price, ηXp =

ΔX/X
Δp/p

. 386

Price-making Price-making is a strategy that
an economic actor may follow, altering the
price at which they offer to buy or sell, or
altering the level of output in ways that change
the price at which they can
transact. 461

Price-setting power A first mover with
price-setting power can commit to a price—or
in the case of barter, the ratio at which goods
will be exchanged—but not the quantity that
will be transacted at that price. 199
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Price-taking Price-taking is a strategy that an
economic actor may follow, taking as given the
prices at which one might buy or sell. 450

Price-offer curve The price-offer curve shows
every utility-maximizing consumption bundle
for each price of the goods under
consideration. 141

Principal–agent relationship A principal–agent
relationship (also called an agency problem)
arises when two conditions hold: (a) Conflict of
interest: the actions or attributes of the agent
affect the payoffs of the principal in such a way
that there is a conflict of interest between the
principal and the agent; and (b) Incomplete
contract: the agent’s actions or attributes are
not known to the principal (or, if known, are
not verifiable) and so cannot be subject to
enforceable contract. 551

Prisoners’ Dilemma A Prisoners’ Dilemma is a
2-by-2 social interaction in which there is a
unique Nash equilibrium (that is also a
dominant strategy equilibrium), but there is
another outcome that gives a higher payoff to
both players (and a higher total sum of payoffs
than any other outcome), so that the Nash
equilibrium is not Pareto efficient. 26

Private cost The private cost (marginal or
average) is the cost that the decision maker
bears as a result of some action that he or she
takes. 249

Private good A private good is rival and
excludable. See also common property resource,
public good, club good. 79

Private property The right and expectation
that one can enjoy one’s possessions in ways of
one’s own choosing, exclude others from their
use, and dispose of them by gift or sale to
others who then become their owners. 164

Probability distribution A probability
distribution for n contingent outcomes of a
decision is a list of non-negative numbers
{P1,P2, . . . ,Pn} that add up to 1. These
probabilities express the decision maker’s
belief about the likelihood that each of the of n
contingent outcomes will occur. 63

Product differentiation Product differentiation
is a business practice aimed at making the
firm’s product appear more distinct from or
less similar to substitute products. 424

Production Production is the process by which
we transform the resources of the natural

world using already produced tools, facilities,
and other inputs to meet human needs. 316

Production function A production function is a
mathematical description of the relationship
between the quantity of inputs devoted to
production on the one hand and the maximum
quantity of output that the given amount of
input allows. 127

Production possibilities frontier The
production possibilities frontier (PPF) for two
goods shows the maximum amount of one
good that can be produced given the output of
the other good. The production possibilities
frontier is the boundary of the producer’s
feasible set and is an alternative name for
the feasible frontier when we study
production. 294

Progressive policies A system of taxes and
transfers or other policies that reduce
disposable income inequality is called
progressive. See also regressive policies. 380

Public good A public good is non-rival and
non-excludable. See also common property
resource, private good, club good. 79

Quadratic, quasi-linear utility function A
quadratic, quasi-linear utility function is
quadratic in one variable and linear in another
variable. 369

Quantity-constrained An actor is quantity
constrained if they are unable to transact the
quantity they would like at the going
price. 515

Quasi-linear function A quasi-linear function
depends linearly on one variable and
nonlinearly on another variable. 190

Rate of economic profit Economic profits
divided by the value of the capital stock. 416

Rational A rational person has complete and
consistent (transitive) preferences and can
therefore rank all of the outcomes that their
actions may bring about in a consistent
fashion. 61

Regressive policies A system of taxes and
transfers or other policies that increase
disposable income inequality is regressive. See
also progressive policies. 380

Relative price A relative price is a ratio of one
price to another. 349

Rent-seeking Any activity undertaken to gain
a rent for the actor is called rent seeking,
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including changing a price or quantity in a
non-clearing market, creating barriers to entry
to reduce competition, introducing an
innovation to reduce costs, price
discrimination, and lobbying or other political
activities aimed at granting the actor some
kind of legal or other advantage. 518

Rent control A policy regulating the rent that
a landlord can charge, most commonly
limiting the size of a rent increase that is
permitted. 455

Residual claimant The residual claimant is
whoever gets what is left over (the residual)
from the revenue (or other benefit) of a project
when all of the costs that have been contracted
for are paid. 637

Returns The term “returns to risk” (or just
returns) is the realized income or expected
income resulting from an investment or some
other risky choice. 752

Risk The term risk is conventionally used in
economics to describe situations in which
payoffs depend on contingencies, and the
probabilities of each contingency occurring
are known. 63

Risk aversion A risk-averse person dislikes
uncertainty about outcomes and will choose a
certain outcome valued at $x over some
lottery whose expected value is greater
than $x. 742
Risk-dominant strategy The strategy in a 2 × 2
game that yields the highest expected payoff
when the player attributes equal probability to
the two actions of the other player. 69

Risk exposure The difference between the
better and worse outcome when the two are
equally likely. We also term this the level of
risk. 739

Risk neutral A risk-neutral person is
indifferent between receiving $x with certainty
and playing an uncertain lottery with the same
expected value. A risk-neutral person is not
risk averse. 743

Rival A good is rival when more people using
the good reduces the benefits available to
other users. 78

Rule of law Under the rule of law all
people—including those who make the laws,
police, heads of state, and other government
officials—are subject to the law. In game
theoretic terms rule of law means that

irrespective of the personal identity of the
players the rules of the game govern the
interaction for all players, including rules
governing how the rules of the game can
change. 868

Scarce A good is scarce if it is valued and
there is an opportunity cost of acquiring more
of it. 810

Second welfare theorem Given complete
contracts and the convexity assumption about
production and preferences, any
Pareto-efficient allocation can be implemented
by some assignment of the endowments of all
parties, followed by a perfectly competitive
market exchange process. 822

Self-regarding preferences When choosing an
action, a self-regarding actor considers only
the effect of her actions on the outcomes
experienced by the actor, not outcomes
experienced by others. 60

Set A set (in mathematics) is a collection of
objects defined either by enumerating the
objects, or by a rule for deciding whether any
particular object is in the set or not. For
example, the set of positive, even integers less
than or equal to 10 is, {2,4,6,8, 10}. 12
Sharecropper A sharecropper is a farmer who
cultivates land owned by another person with
whom he or she contracts to give a share
(often one half) of the crop produced. 55

Shirking When a worker does not work as
hard as the employer requires, economists call
this “shirking.” 630

Short run The term does not refer to a period
of time, but instead to what is exogenous,
meaning fixed, that may become endogenous
in the long run. About a firm’s costs, for
example, we assume that its stock of capital
goods and technology is exogenous (constant)
in the short run, but may be varied in the long
run. 418

Short side of a market The short side of the
market is the side—either supply or
demand—on which the number of desired
transactions is least, given the price. 516

Social cost The social cost is the private
cost that the decision maker bears plus any
costs imposed on others as negative external
effects. 249

Social multiplier When there are indirect
effects of a policy through its effects on other
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people’s behavior the presence of a social
multiplier means that the total effect of the
policy will differ from the direct effect
(hypothetically holding constant the behavior
of others). As a quantitative magnitude, the
social multiplier is the difference between the
direct and total effects. 940

Social welfare function A social welfare
function is a representation of “the common
good” based on some weighting of the utilities
of the people making up the society. 177

Solution concept A solution concept is a rule
for predicting the outcome of a game, that is,
how a game will be played. 14

Stable equilibrium An equilibrium is stable if a
sufficiently small displacement away from the
equilibrium is self-correcting (leading to
movement back toward the equilibrium). 405

Strategic complementarity Strategic
complementarity exists when (a) a strategy is a
strategic complement to itself: the payoff to
playing a particular strategy increases as more
people adopt that strategy as a result of some
form of positive feedbacks, or (b) one strategy
and another are strategic complements to
each other. In this case, for two activities A and
B, the more that A is performed, the greater
the benefits of performing B, and the more
that B is performed, the greater the benefits of
performing A. 34

Strategic interaction An interaction is
strategic when participants’ outcomes—their
profit, standard of living, or some other
measure of their well-being—depend on the
actions that both they and others choose, and
this interdependence is known to the actors. A
shorthand expression for the term strategic is:
mutual dependence, recognized. 12

Structural unemployment Structural
unemployment is the unemployment that
results from the fundamental structure of the
economy. 650

Substitutes in consumption Goods
are substitutes in consumption if an increase
in the quantity consumed of one reduces the
marginal utility of the other. See also
complements in consumption. 376

Substitution effect When the price of a good
changes, the change in the consumption of the
good that is due to the change in relative
prices (holding constant the buyer’s real

income) is the substitution effect. See also
income effect. 373

Supply curve (individual firm) A supply curve
provides the answer to the hypothetical
question: What amount will be supplied for
each given price? The individual firm’s supply
curve is the portion of the firm’s marginal cost
curve that is not less than the average variable
cost. 442

Supply curve (market) A supply curve provides
the answer to the hypothetical question: What
amount will be supplied for each given price? A
market supply curve is the horizontal sum of
the firms’ supply curves. 448

Take-it-or-leave-it power A player with
take-it-or-leave-it power (TIOLI power) in a
two-person bargaining game can specify the
entire terms of the exchange—for example,
both the quantity to be exchanged and the
price—in an offer, to which the other player
responds by accepting or rejecting. 186

Team production A form of production
involving two or more people in which the
contribution of each person to the output
cannot be readily determined, either because
it cannot be defined or because it cannot be
measured. 960

Technical efficiency A technique of production
is technically efficient if there is no other
technique with which the same output can be
produced with less of at least one input and
not more of any input. 318

Technical progress A reduction over time in
the quantity inputs required to produce some
given quantity of output. 334

Technique of production A technique of
production is a particular way—bundle of
inputs—of producing some given amount
of output. 318

Technology A technology is a description of
the relationship between inputs—including
work, machinery, and raw materials—and
outputs. 223

Tipping point An unstable equilibrium at the
boundary between two regions characterized
by distinct movements in some variable. 71

Total cost Total cost is the minimum cost of
producing an output level at given prices of
inputs and the opportunity cost of capital.
When we use the term cost without an
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adjective (“economic” or “accounting”) we
mean economic cost. 417

Total factor productivity Output divided by a
weighted sum of the inputs (the weights being
each input’s relative contribution to producing
output). 912

Total revenue Total revenue is total sales times
price per unit sold. 430

Trade-off A trade-off is a situation in which
having more of something desired (a “good”)
requires having less of some other “good” or
more of something that the actor would like to
have less of (a “bad”). 119

Tragedy of the commons The tragedy of the
commons is a term used to describe a
coordination problem in which self-interested
individuals acting independently deplete a
common property resource, lowering the
payoffs of all. 8

Transaction costs Costs that impede the
bargaining process, including costs of
acquiring information about the good to be
traded, and costs of enforcing a contract. 836

Truth-telling mechanisms Rules of the game
that would make it a best response for a
self-interested and amoral person to reveal
their true preferences (including their true
value of a good that they may buy or sell). 959

Uncertainty The term uncertainty describes
situations where the decision maker decision
maker does not know and cannot learn the
probabilities of the contingencies affecting
their payoffs. 69

Union voice effect The union voice effect
occurs when a trade union, by providing a
‘voice’ to otherwise unheard workers,
improves their treatment by employers and
their job satisfaction (in our model, decreasing
the disutility of work), with, as a result,
greater work effort provided by workers,
and an increase in output per worker
hour. 898

Usury Unreasonably, unethically, or illegally
high interest rates. 670

Utility function A utility function is an
assignment of a number u(x,y), to every bundle
(x,y) representing a person’s valuation of that
bundle. This means that if given the choice
between two bundles (x,y) and (x′,y′), the

individual will choose the first if
u(x,y) > u(x′,y′). 112
Utility possibilities frontier The utility
possibilities frontier is composed of the
feasible Pareto-efficient combinations of
utilities of the members of a population. 176

Verifiable information Information that can be
used in legal proceedings to enforce a contract
or other agreement. 29
Voluntary exchange An exchange is voluntary
if neither party can coerce the other to
participate nor require them to renew the
exchange beyond an agreed upon
duration. 164

Wage maker Employers are called wage
makers because they typically decide on
(“make”) the wage to offer to particular
workers either unilaterally, or through
bargaining with at trade union. The term is
intended to contrast with what would be a
wage-taking firm (like a price-taking firm)
that cannot alter the wage or price to its
advantage. 651
Wage share The wage share is the fraction of
total income that is received in the form of
labor earnings (wages plus salaries). See also
labor share. 883
Wealth Stock of things owned (or the value of
that stock) that yields a flow of income or
other valued services to the owner. See also
income. 701
Wealth constraints Any restriction on the
kinds of contract one can engage in due to a
lack of wealth is called a wealth
constraint. 671
Welfare economics A branch of economics
that studies the effect of economic policies
and institutions on individual and societal
well-being (“welfare”). 834

Willingness to pay The maximum amount a
person would pay to acquire a unit of a
good. 367
Winner-take-all competition is a competitive
process that results in a monopoly or near
monopoly. 535

Zero-profit condition This condition requires
that when barriers to entry are absent—the
case of unlimited competition—expected
economic profits are zero in a Nash
equilibrium. 647
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