ENDORSEMENTS

“ envy the students who will have the opportu-

nity to take a microeconomics course based on

this brilliant textbook. Not only will they find it

fascinating. It will change their lives, in every way,
for the better.”

George Akerlof, Georgetown University,

Nobel Laureate in Economics

“In a thick wall of textbooks about rational agents
trading in perfect markets, Bowles and Halliday
open up a window through which students can
see economists at work as they seek answers
to market failures, behavioral biases and all the
obstacles that must be overcome to build a soci-
ety that is fair and efficient. This book can change
how economics is understood by students who
will go on to help us find the answers.”
Oriana Bandiera, Sir Anthony Atkinson
Professor of Economics, LSE,
winner of the Yrjo Jahnsson Award

“This text will make for an exciting course—and
one especially relevant to contemporary prob-
lems like inequality and climate change. Nor-
mally, students don’t see recent economic ideas
until they reach the end of the book. Here such
ideas are introduced starting in the first chapter."
Eric Maskin, Harvard University,

Nobel Laureate in Economics

“Teaching from Bowles and Halliday is very
rewarding. Students are intrigued by coordina-
tion problems and enjoy the visual illustrations.”
Avanti Mukherjee, State University of New York
at Cortland

“Bowles’ and Halliday's textbook unusually puts
at its core the key concepts of social sciences:
the interactions (competition, conflict, and coor-
dination) among individuals, groups, and firms.
You will come away from this riveting reading
understanding how economists deploy theory to
help design impactful public policies, and why
economics is essential to making this world a
better place."
Jean Tirole, Toulouse School of Economics,
Nobel Laureate in Economics

“Bowles and Halliday is pure fun to teach and
highly motivating for students, a true gem in the
universe of microeconomics textbooks. It applies
economic theory to the most pressing challenges
of our time, including poverty, inequality, and
climate change."

Martin Leroch, Pforzheim University

“The best possible textbook for intermediate
microeconomics. It deals with important real-
world issues such as inequality, incorporates
relevant political, sociological, and behavioural
insights, and appropriately places the topics
within their historical intellectual roots, while

providing rigorous economic analysis."
Giorgos Galanis, Goldsmiths, University of
London

“ congratulate the authors on a job well done!
Bowles and Halliday integrate recent economic
insights into a classic curriculum of intermediate
microeconomics without sacrificing on the for-
malism. | particularly liked the efforts they have
gone to to make the book as pedagogical as pos-
sible.”

Amrish Patel, University of East Anglia
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PREFACE

To its eighteenth- and early nineteenth-century founders, the subject of
economics was the wealth of nations and people. This was no less true of
Karl Marx, the most famous critic of capitalism, than it was of Adam Smith,
whose The Wealth of Nations is considered the most powerful defense of
the then emerging capitalist economic system.

Economics was at the time called political economy, and it sought to
understand how and why society was being transformed as a result of
capitalism, a novel way of organizing how people produce, exchange, and
distribute the things we live on. Capitalism continues to change the world,
and the task of economics is to understand this process, and how our
economies might be made to work better for people today and in the future.

Welcome to Microeconomics: Competition, Conflict, and Coordination,
and best wishes for your journey through its content. Let’s begin by saying
how we came to think that economics is important and then explaining our
strategy for how you can best learn to do economics.

ECONOMICS ENGAGED IN THE WORLD

Contrary to its reputation among students for being remote from reality,
economics has always been about changing the way the world works.
The earliest economists—the physiocrats in late eighteenth-century France
and the mercantilists before them—were advisers to kings and queens of
Europe. This tradition of real-world engagement is continued by today’s
central bank macroeconomic managers addressing the economic shock of
the Covid-19 pandemic, the economic development advisers and advocates
of competing policies concerning intellectual property rights, or the global
movements of goods and people. Economists have never been strangers to
policymaking, constitution building, and attempts at economic reform for
the betterment of people’s living conditions.

Alfred Marshall’s (1842-1924) Principles of Economics, initially published
in 1890, was the first great text in what came to be called neoclassical
economics. It opens with these lines:

Now at last we are setting ourselves seriously to inquire
whether...there need be large numbers of people doomed from
their birth to hard work in order to provide for others the
requisites of a refined and cultured life, while they themselves
are prevented by their poverty and toil from having any share or
partin thatlife.... [T]he answer depends in a great measure upon
facts and inferences, which are within the province of economics;
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v/ FACT CHECK In a 1999
article in the Quarterly Journal
of Economics, economists
Robert Hall and Charles Jones
document this and other
productivity differences
among countries, attributing
them to what they term
differences in “social
infrastructure” including
“institutions and public
policies” !

and this is it which gives to economic studies their chief and their
highest interest.

The hope that economics might assist in alleviating poverty and securing
the conditions under which free people might flourish in a sustainable
global environment is at once economics’ most inspiring calling and its
greatest challenge. Like many, both of us were drawn to economics by this
hope.

One of us (Simon) grew up in Cape Town, South Africa, under the
system of racial segregation called apartheid. He vividly remembers the
demonstrations that finally brought that system down and the long lines of
people waiting to vote in South Africa’s first democratic elections in 1994.
He volunteered in the poor townships surrounding Cape Town teaching
critical thinking and debating, skills required to make the new democ-
racy work. Having initially followed his passion for theater and poetry, he
switched in to economics to gain the analytical tools to understand and
address his country’s challenges.

The other of your authors (Sam), having been a schoolboy in India and a
secondary school teacher in Nigeria before turning to economics, naturally
came to the field expecting that it would address the enduring problem of
global poverty and inequality.

At age 11 Sam had noticed how very average he was among his classmates
at the Delhi Public School—in sports, in school work, in just about every-
thing. A question that he then asked his mother has haunted him since:
“How does it come about that Indians are so much poorer than Americans,
given that as people we are so similar in our abilities?” And so he entered
graduate school hoping that economics might, for example, explain why
workers in the US produced as much in a month as those in India produce
in a year, and why the Indian population was correspondingly poor.

We now know that the many conventional economic explanations for the
gap in standards of living between the two countries are part of the answer
but far from all of it: by any reasonable accounting, the difference in the
amount of machinery, land, and other capital goods per worker and in the
level of schooling of the US and Indian workforces explain much less than
half of the difference in output per hour of work.

It seems likely that much of the unexplained difference results from
causes that until recently have been less studied by economists but which
are a central theme of this book. Chief among these are differences in
institutions, that is, differences in how the activities of the millions of actors
in the two economies are coordinated by some combination of markets,
private property, social norms, and governments.



WHAT SHOULD ECONOMICS BE ABOUT?

We do not think that we are atypical—either among our economics col-
leagues, or our students, or for that matter among people generally—
in our hope that economics can contribute to improving the way these
institutions work. The CORE Team—a global group of economic researchers
and teachers who have created an open access introductory economics
course (www.core-econ.org)—posed the following question to students
around the world on the first day of their introductory classes: “What is
the most pressing problem economists today should be addressing?” The
results are summarized in the word cloud in Figure 1.

The themes are remarkably consistent across universities and countries.
Unemployment, inflation, and growth, all important topics in most macroe-
conomics courses, are on the minds of students. But inequality (along with
“poverty”) is a much greater concern, as is environmental sustainability (and
“climate change”). The future of work (robots, digitalization), globalization
and migration, innovation, financial instability, and how governments work
(“corruption,” “war”) are also present.

The microeconomic theory that you will learn has a lot to say about
these issues. Included are tried-and-true workhorse concepts that you
have probably already encountered, like opportunity costs, mutual gains
from exchange, constrained optimization, and trade-offs. Also essential in
understanding issues like those in the word cloud are concepts that have
more recently risen to prominence among economists. Examples include
the importance of cooperation and social (rather than entirely selfish)
motivations and modeling strategic interactions among people, including
conflicts over the distribution of the mutual gains from exchange.

“IF YOU ARE NOT DOING SOMETHING, YOU ARE
NOT LEARNING ANYTHING!”

This phrase is our motto when it comes to learning. Economics is not just
something you learn. It is something you do. Think of studying economics as
learning a new language. Mastering a large vocabulary and the grammatical
rules is essential, but it is not the same as speaking the language.

The test of what you have learned after studying this book is not just what
you know, but what you can do with it. Doing economics is what you can
say or write—the case you can make for or against a proposed economic
policy, the analysis of the reasons for some new development in the global
economy—in other words what you can do as a result of what you know.

Like mastering a new language, doing economics is essential to learning
the subject. And also like a language, you will learn to do economics more
readily if you have a clear need to know.

We begin each chapter with a real-world problem or example that can
be better understood using the concepts and models to be introduced in

Preface
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Figure 1 Student replies to the question “What is the most pressing problem
economists today should be addressing?” The size of the font is proportional to
the frequency with which subjects mentioned the word or term. The top panel
records 3769 student responses from 10 countries and 20 universities. The bottom
panel is from 2019 based on 807 students in four universities in Colombia, the UK,
and the US. Surprisingly, professional economists at the New Zealand Treasury
and central bank and new hires at the Bank of England responded very similarly
to students. The less frequently mentioned—smaller font—topics are more
readable in the individual word clouds from each of the 25 samples of students
that you can access at https:/ /tinyco.re/6235473

With permission from CORE Economics Education.

resource scarcity ﬂ"ﬂ'{."@ﬁpmymen

cuvninbcllilate changpl “ e q u a I ity

sustainable development

(a) Word cloud with a 2020 sample of students

scarcity
e u a I t -:-:“L

“"m:l\mmm - _..'

soure aloetion

e

mahlllty

R
=

ent‘

3 ,mﬂ:lnl _

“1elima ange

(b) Word Cloud with topics consolidated over time

unemploym
enviro

the chapter. These opening paragraphs suggest the need to know what is
to follow. The empirical examples also serve as a reminder that the point to
the model is to understand the world; and as we proceed through chapters
we will ask: How good a job does this particular model do in that respect?
You may be curious about the names we have given to the economic
actors in our models. Many are the actual names of members of the team
that worked with us to bring this book to you, from around the world
including China, India, Chile, Mexico, the US, Germany, and South Africa.
At the beginning of each chapter is a set of learning objectives phrased
as new capacities to do things that most likely you were unable to do
before. We place great emphasis on your ability to solve problems in which
there are right and wrong answers. But it is also important to learn how
to formulate arguments and hypotheses about questions that are thus far
unanswered, some of which may remain so, and to express economically
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informed opinions on issues that will continue to be debated due to the
fact that people’s values differ.

Interspersed with the contents of the chapters, but offset by boxes, are
two important resources:

Mathematics notes M-notes contain the details of mathematical
derivations and other analyses as well as worked examples that
illustrate the mathematical models in the text. Many of the M-
Notes present analysis using calculus of points made in the body
of the text using verbal or graphical reasoning.

Checkpoints are self-tests to confirm that you understand the
content of the section. The first step in “doing economics” is by
checking your understanding of the passage you have just read.

At the end of each chapter, you will find the following:

Important ideas The main ideas in each chapter are provided in a
list. At the end of the book, you will also find that all the definitions
of the book are included in the Glossary at the end of the book for
you to consult and improve your understanding. Mastering the use
of these terms is essential to doing economics. Try using each of
them in a complete sentence of your own.

Making connections Provides some guidance in seeing how the
ideas in each chapter are connected to each other and to other
themes in the book, so that you will be able to draw together the
‘big picture’ about the main messages and themes of the book. Try
restating these connections making use of the terms in important
ideas. Or better yet: make a mind map using the important ideas
and making connections features.

Mathematical notation The book contains a variety of important
mathematical tools to help model the various economic ideas in
the book. To assist you with your reading of each chapter and to
understand better each model you encounter, we provide a table
of the mathematical notation you will encounter in that chapter.

We use the margins of the book for a variety of purposes:

Definition We define important terms in the margins where they
first are introduced. All of the definitions are collected in the
Glossary.

Reminder We put reminders in the text often to help you to see
the connections of ideas throughout the book.
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Example An example will often illustrate an idea with a relevant
example of a person, firm, or country making decisions that are
similar to those described in the text.

Fact check When we need to verify or illustrate an idea with data
or an empirical example we will do so with a fact check.

History These introduce you to some of those people who have
contributed to economics or to relevant historical facts.

M-Check If an idea requires a brief mathematical clarification that
does not require its own M-Note, then we may convey that in a
margin note.

As is the case with any first edition of a text there inevitably will typo-
graphical errors and other things we would like to correct, and that oth-
ers using the book should know about. Refer to our list of errata at
https: //tinyurl.com /bhmicro for the current list. If you find what you think
is a mistake, do please add the error you've found and your name. If we add
your suggested error to our list we will acknowledge the first person to
point it out to us.

Economics is an integrated body of knowledge, and it is best learned in
a cumulative way, mastering a set of concepts and going on to use those
concepts in mastering additional concepts. What this means, practically,
is that it is best to study earlier chapters before moving on to later ones.
Sections labeled “application” however provide illustrations of how the
ideas and models being taught in a particular chapter can be used, and these
do not introduce new material that is essential to the chapters that follow.

Microeconomics is waiting for you. Just do it!

Samuel Bowles and Simon D. Halliday
Santa Fe Institute, Santa Fe, New Mexico, US, and
University of Bristol, Bristol, UK.



GUIDE TO THE ONLINE RESOURCES

As well as the boxes and features presented in the chapters to aid you in doing economics, we
have a wealth of online resources to support your learning.

Our interactive graphs allow you to explore key models in a dynamic way, and we have
also provided video material and a Mathematics Appendix to further explain figures and
mathematics.

Test your knowledge with interactive multiple-choice questions and push your understand-
ing of economic problems further with mathematical questions.

Discussion questions and further-reading recommendations prompt you to think around
the issues.

(} Access the online resources by going to: www.oup.com/he/bowles-halliday1e

Y
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#The man...enamored of ... his own ideal plan of

government, ... seems to imagine that he can arrange the different
members of a great society with as much ease as the hand arranges
the different pieces upon a chess-board...but...in the great
chess-board of human society, every single piece has a principle of
motion of its own, altogether different from that which the
legislature might choose to impress upon it.

If those two principles coincide and act in the same direction,
the game of human society will go on easily and harmoniously, and is
very likely to be happy and successful. If they are opposite or
different, the game will go on miserably, and the society must be at
all times in the highest degree of disorder.”

Adam Smith,
Theory of Moral Sentiments (1759, Part VI, Section 2, Ch 2)'
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PEOPLE, ECONOMY,
AND SOCIETY

As people, our physical capacities are hardly remarkable compared to other animals. But

by coordinating with others—finding ways that our individual efforts can add up to a whole
that is more than the sum of its parts—humans are unique as a species, engaging in common
pursuits on a global scale and, for better or worse, transforming nature and inventing previously
unimagined devices and ways of life. Economics provides a lens for studying this social aspect
of human uniqueness by analyzing how people interact with each other and with our natural
surroundings to produce and acquire our livelihoods.

We begin (in Chapter 1) by developing a common framework for studying the various types
of social interactions, using game theory to pose a question older than economics. This is:
How can a society’s institutions—its laws, unwritten rules, and social norms—harness people's
pursuit of their own objectives to generate common benefits and to avoid outcomes that none
would have chosen? The challenge is how to combine freedom—individuals' pursuit of their
own objectives—with the common good, improving the livelihoods of all members of society.

This is called the problem of societal coordination: How can we coordinate—that is, jointly
with others organize—our actions to yield desirable results for all the members of society? The
example of societal coordination we use in Chapter 1 to illustrate this challenge is about the
other aspect of economics: how we relate to our natural surroundings, illustrated by a problem
of overexploiting an environmental resource.

Adam Smith, considered by many to be the founder of economics, understood the challenge
well. And he understood that economics—or “political economy” as it was then called—is
fundamentally a social science: it is about how people interact. Smith warned (in the head
quote) about the disastrous consequences of treating people as if they were simply chess
pieces who could be moved around on the chessboard of life at the will of a government, more
or less like an engineer might design a machine.

An adequate response to the challenge of combining freedom and the common good must
therefore be based on knowledge of how people act depending on the situation they are in,
and how changing the situation will change how they act. We therefore (Chapter 2) turn to
people and their motives—whether self-regarding or generous, opportunistic or ethical—and
we use the game theory concepts you will have learned in Chapter 1 to illustrate some of the
challenges that we face in coordinating our actions.

A key idea in these first two chapters is that people do the best they can in given situations.
In Chapter 3 we introduce the mathematics of constrained optimization as a method to better
understand this process. In this chapter we consider individuals in situations where they act
in isolation rather than interacting with other individuals.

HISTORY What makes
humans unique among all
the animals is our capacity to
cooperate in very large
numbers and to adjust the
ways that we cooperate to
changing circumstances. Here
(https:/ /tinyurl.com/
y3bpys4px) the Israeli historian
Yuval Noah Harari explains
why this is so.
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But people rarely act in isolation: economics allows us to understand the sometimes
surprising or unintended society-wide effects of when we interact with others, whether it
be directly with our own employer or indirectly with literally millions of people involved in
producing and distributing the goods making up our livelihoods.

A basic insight for this understanding is that we are better off by interacting with others.
But our interactions also give rise to conflicts. When people engage with others in buying and
selling, working and investing there are mutual benefits potentially available to all parties
involved. This must be the case if participation in these and other economic activities is
voluntary. But unavoidably there are also conflicts over how these mutual gains are divided
(Chapters 4 and 5).

In our interactions with each other and with nature we frequently fail to exploit all of the
potential mutual gains. An example is when a person with the capacity and desire to produce
goods and services needed by others cannot find a job. Another is overexploitation of a fishery
or some other environmental resource. These are called coordination failures because they
result from inadequacies in the ways that our institutions allow us to coordinate the ways that
we interact.

Coordination failures are often due to our conflicts over the distribution of potential mutual
gains or to the fact that when we act we do not take account of the effects of our actions on
others. In Chapter 5 we show how differing institutions—differing rules of the game—can help
address these coordination failures so that no potential mutual gains remain unexploited. We
also show how differing rules of the game, by conferring differential advantages on people,
will result in differing levels of inequality.

The problems of inequality and environmental impacts will be taken up to illustrate the
concepts we teach throughout the book.



SOCIETY

COORDINATION PROBLEMS AND ECONOMIC
INSTITUTIONS

Two neighbors may agree to drain a meadow, which they possess in common; because
'tis easy for them to know each others mind; and each must perceive, that the immediate
consequence of his failing in his part, is the abandoning of the whole project.

But 'tis very difficult and indeed impossible, that a thousand persons shou’d agree in
any such action; it being difficult for them to concert so complicated a design, and still
more difficult for them to execute it; while each seeks a pretext to free himself of the
trouble and expense, and wou’d lay the whole burden on others.

David Hume
A Treatise of Human Nature ([1742] 1967)

DOING ECONOMICS
This chapter will enable you to:
« Use game theory to analyze how people interact in the economy, each affecting the
conditions under which the others decide how to act.

- Understand why the outcomes of interactions are often worse than they could be when
people fail to coordinate with each other and to take account of the effect of their own
actions on others.

- Explain how problems like environmental damage and global poverty can be the result of
failed coordination.

- Represent institutions as “the rules of the game” and see how changing these rules will
change outcomes.

« See that economic institutions determine incentives for people’s behavior and can affect
how successfully we address coordination problems.

- Explain why when people have limited information and conflicts of interest they often fail
to implement “win-win” outcomes.

CHAPTER

1
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Society: Coordination Problems and Economic Institutions

Figure 1.1 Palanpur farmers
threshing and winnowing
grain (separating grain from
chaff).

Photo courtesy of the Palanpur
project photo archives. First
published in London School of
Economics (LSE). India’s economic
“revolution”: a perspective from six
decades of economic development
in Palanpur, a north Indian village.
London School of Economics (LSE),
London, UK (2011) 428 pp.

HISTORY In his address
accepting the Nobel Prize for
economics in 1979, University
of Chicago economist T. W.
Schultz said: “Most of the
people in the world are poor,
so if we knew the economics
of being poor, we would know
much of the economics that
really matters.” He was right
then and he is right now. What
is called the Nobel Prize in
economics, officially is the
Nobel Memorial Prize in
Economic Sciences.?

2> EXAMPLE In this video
(tinyurl.com/y5fg3whx)
Thomas Piketty and James
Heckman explain why data is
fundamental to their work
(from the CORE project.
WWW.COre-econ.org).

11 INTRODUCTION: POOR ECONOMICS

At the turn of the present century, the process of economic development
had bypassed almost all of the 200 or so families that made up the village of
Palanpur in the Indian state of Uttar Pradesh. But for the occasional watch,
bicycle, or irrigation pump, Palanpur appeared to be a timeless backwater,
untouched by India’s cutting-edge software industry and booming agricul-
tural regions. Less than one-third of the adults were literate, and most had
endured the loss of a child to malnutrition or to illnesses that had long been
forgotten in other parts of the world.

A visitor to the village approached a farmer and his three daughters
weeding a small plot of land. The conversation turned to the fact that
Palanpur farmers plant their winter crops several weeks after the date that
would maximize the amount of grain they could get at harvest time. The
farmers knew that planting earlier would produce larger harvests, but no
one, the farmer explained, wants to be the first farmer to plant, as the seeds
on any lone plot would be quickly eaten by birds.

Curious, the visitor asked if a large group of farmers, perhaps members
of the same extended family, had ever agreed to plant their seeds earlier,
perhaps on the same day to minimize the individual losses. The farmer
looked up from his hoe and made eye contact with the visitor for the first
time “If we knew how to do that,” he said, addressing the visitor as “bhai” or
brother, “we would not be poor.

1.2 SOCIETAL COORDINATION: THE CLASSICAL
INSTITUTIONAL CHALLENGE

For the Palanpur farmers, the decision when to plant is a coordination
problem. A coordination problem is a situation in which people could all
be better off, or at least some be better of and none be worse off, if they all
jointly decided how to act—that is, if they coordinated their actions—than if
they act individually.

The planting choice is a coordination problem because:

« the farmer does better or worse depending on what other farmers do;

« all the farmers would do better if they could coordinate their actions
by jointly agreeing to all do what would be mutually beneficial namely,
planting early; but

COORDINATION PROBLEM A coordination problem is a situation in which
people could all be better off (or at least one be better of and none be worse off)
if they jointly decide how to act—that is, if they coordinate their actions—than if
they act independently.


https://tinyurl.com/y5fg3whx
https://www.core-econ.org
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Societal Coordination: The Classical Institutional Challenge

« itis a problem because the farmers may not be able to coordinate; and as
aresult

« if they do not coordinate and plant late, then all of the farmers will do
worse than they all could have done (that is, had they all planted early).

To stress the fact that coordination problems often affect an entire
population (even though we explain them using two-person examples) we
sometimes use the expression societal coordination problems. Notice that
one farmer cannot dictate the actions of the other farmers, nor can they
come to a common agreement about what to do (“if we knew how to do
that, we would not be poor”)—the inability to come together and coordinate
is at the heart of coordination problems.

David Hume (the eighteenth-century British philosopher and economist
quoted at the start of this chapter) used an example—two landowners
considering draining a meadow—to pose what he considered the most
important problem facing society, namely, devising institutions that would
reconcile the pursuit of individual objectives (avoiding the “trouble and
expense” in his example of the meadow) with getting desired societal
outcomes (improving the value of the meadow by draining it). His simple
two-person example was meant to illustrate the need (in a society of
“a thousand persons”) for a government to address the broader societal
coordination problems of his day.

Though the term was invented only two centuries after Hume, he was
using what we now call game theory to make his case. Let’s apply his
reasoning to the farmers of Palanpur. Like Hume we will consider just two
farmers as a way of representing the institutional challenge faced by the
entire village.

Figure 1.3 shows the outcomes for two players, Aram and Bina, choosing
when to plant their grain. The figure illustrates the values of the farmers’
crops, whether they consume the crop themselves, or sell it for money to
spend on other things.

Each farmer can either plant early or plant late, and while (also as in
Hume’s example) two people could probably come to some agreement
about what to do, remember that we are using this two-person example to
illustrate the entire village of about 200 families of farmers. So we assume
that they cannot coordinate on some agreed upon actions for the two
jointly. There are four possible outcomes:

« If both players plant early, they each achieve their best possible harvest,
because they grow the most grain through sharing the risk of having their
seeds eaten by birds (outcome (c) in Figure 1.3).

« If Aram plants early while Bina plants late, Aram has his seeds eaten by
birds and gets no harvest (the worst outcome for him), whereas the late
planter gets a good (but not the best) harvest. While none of her seeds
are eaten by the birds, planting late is not the best for growing the most

Figure 1.2 Poor economics.
Esther Duflo and Abhijit
Banerjee founded the
Massachusetts Institute of
Technology's Poverty Action
Lab to bring the best minds in
economics to bear on
eradicating global poverty.
Their 2011 book is titled Poor
Economics.* In 2019 the two
MIT professors were awarded
the Nobel Prize in economics
along with Michael Kremer for
their research on the causes
of poverty and methods to
raise the living standards of
poor people.

Photo © Bryce Vickmark

EXAMPLE In this video
(tinyurl.com/yxpf72hm) Esther
Duflo explains what happened
when it was mandated that
randomly selected villages
elect a woman to head their
local council (from the CORE
project. www.core-econ.org).


https://tinyurl.com/yxpf72hm
https://www.core-econ.org

‘OUP CORRECTED PROOF - FINAL, 11/9/2021, SPi

- Society: Coordination Problems and Economic Institutions

Figure 1.3 Planting in Palanpur. This figure shows “what-if” outcomes for planting
in Palanpur. Each column represents a possible combination of Aram planting
early or late and Bina planting early or late with the corresponding outcomes
being worst, bad, good, or best in terms of how much grain they grow.

Illustration by Anmei Zhi.

EARLY

LATE

grain (outcomes (b) and (d) in Figure 1.3). The same is true if Aram planted
late when Bina planted early.

« If both plant late, they harvest a smaller crop while also sharing the risk
of their seeds being eaten, a bad outcome, but not the worst (outcome (a)
in Figure 1.3).

The people of Palanpur are stuck in the bad outcome even though they
would all be better off if they all planted early (they would both move from a
“bad” outcome to the “best” outcome in the figure). They are experiencing a
coordination failure, namely a coordination problem that is not addressed

COORDINATION FAILURE A coordination failure occurs when the non-cooperative
interaction of two or more people results in an outcome that is worse for at least
one of those involved and not better for any.
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by appropriate institutions. Amodern-day David Hume would point out that
a government could simply impose a sufficient tax on those planting late to
ensure that most farmers would plant early.

Adam Smith, a generation after Hume, would stress the value of the
exchange of privately owned goods on competitive markets as a way of
coordinating the actions of large numbers of people, who would be guided
(even without knowing it) by what he termed “an invisible hand” Hume,
Smith, and the other founders of European political philosophy and political
economy posed what we call the classical institutional challenge.

These philosophers and economists wanted to know how to design
institutions so that people could be left free to make their own decisions,
and at the same time avoid outcomes that were inferior for everyone. More
precisely, how do we design institutions which encourage coordination
by free choice while avoiding poor outcomes such as planting late in
Palanpur? The eighteenth- and nineteenth-century political economists
and philosophers who founded the field of economics were attempting to
provide solutions to coordination problems.

CHECKPOINT 1.1 Planting in Palanpur: a coordination problem Imagine
that you are Bina in the figure above, and that you did not know whether
Aram would plant early or late. What would you do? Suppose, contrary to
what we have assumed, you and Aram were neighbors and you could talk
with him. What would you say?

1.3 THE INSTITUTIONAL CHALLENGE TODAY

The classical institutional challenge remains with us, although some of
the forms that it takes today were unknown to the great eighteenth- and
nineteenth-century thinkers.

Consider the following coordination problems:

* How do we sustain the global environment? To avoid damaging climate
change we need to coordinate our reduction of emissions. Many people
and firms would prefer that someone else reduce their carbon footprint.
How can we address climate change in a way that is both fair and imposes
the least possible costs?

« How do we make the best use of our ability to create and use knowledge?
If we all agree to share the knowledge we have with others we may all be
better off: when I transfer my knowledge to you I do not lose the ability
to continue using it. But each of us may profit by restricting others’ use
of our knowledge by means of patents, copyrights, and other intellectual
property rights.

« How do we move around a city without overcrowding streets and causing
delays? My decision whether to drive, walk, or take public transport
affects not only my own travel time, but also the degree of traffic

The Institutional Challenge Today

HISTORY Adam Smith wrote:
“[Elvery individual [...],
indeed, neither intends to
promote the public interest,
nor knows how much he is
promoting it [...] he intends
only his own security;...he
intends only his own gain, and
heisin this...led by an
invisible hand to promote an
end which was no part of his
intention ... By pursuing his
own interest he frequently
promotes that of the society
more effectually than when he
really intends to promote it

HISTORY Adam Smith, David
Hume, and the other founders
of classical economics sought
to solve coordination
problems in ways that were
fair according to their values,
and respected the liberty
(freedom of choice) and
dignity (self-respect and
social esteem) of all economic
actors.
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Figure 1.4 Traffic headed out
of a major city.

Photo by Preillumination SeTh on
Unsplash.

congestion and delays experienced by everyone else. Everyone might be
better off if the use of private vehicles were substantially reduced, but
few will reduce their driving unless some way is found to implement a
general reduction by everyone.

These are all coordination problems because an outcome that is better
for all is possible if people find a way to jointly agree to a course of action.
But, for reasons we will explain in detail, people routinely fail to coordinate
and suffer bad consequences as a result, including the following:

 overuse of some resources illustrated by pollution, overgrazing, traffic
congestion, and climate change; and

» underuse of other resources such as the productive capacities and cre-
ativity of people and the knowledge that we have created, illustrated by
unemployment and the enduring poverty of the people of Palanpur and
villages like it around the world.

CHECKPOINT 1.2 Coordination problems you have known Think of a
social interaction in which you have been involved that was a coordination
problem, and, using the description of why planting in Palanpur is a
coordination problem (the bulleted points above), explain why it was a
problem and how coordination might have (or did) address the problem.

1.4 ANATOMY OF A COORDINATION PROBLEM:
THE TRAGEDY OF THE COMMONS

The overuse of environmental resources provides a good illustration of why
coordination problems arise.

In 1968, Garrett Hardin, an ecologist, famously described what he called
the tragedy of the commons, an example of a coordination failure.® He told
a story about a group of herders who share a pasture. The pasture was
common land—hence a “commons”—shared by many herders. But why was
his story a tragedy?

Each herder could put as many animals in the pasture as they wished,
and overgrazing will lead to erosion and the ruin of the pasture. Hardin
reasoned that if the land is common to all and no one herder owns it, each
herder has no interest in limiting how many animals they put in the common
pasture. A ruined pasture is of no value to any of the herders. But each
herder’s self-interest leads them to neglect the effect their actions have on
others. The outcome is a tragedy.

TRAGEDY OF THE COMMONS The tragedy of the commons is a term used to
describe a coordination problem in which self-interested individuals acting
independently deplete a common property resource, lowering the payoffs of all.



OUP CORRECTED PROOF - FINAL, 11/9/2021, SPi‘

Anatomy of a Coordination Problem: The Tragedy of the Commons -

With the term tragedy of the commons, Hardin gave social science one
of the most evocative metaphors since Adam Smith’s “invisible hand”
Indeed Hardin called his tragedy a “rebuttal to the invisible hand.” The two
metaphors are powerful because they capture two essential yet contrasting
social insights. When guided by an invisible hand, social interactions
reconcile individual choice and socially desirable outcomes. By contrast,
the actors in the tragedy of the commons pursue their private objectives
to tragic consequences for themselves and others.

The natural setting for Hardin’s tragedy was chosen for its imagery.
The underlying problem applies to many situations where people typically
cannot or do not take account of the effects of their actions on the well-
being of others. You can think of a city’s streets as a commons, and people
deciding to drive rather than walk, bike, or use public transport as similar
to the herders putting cattle on the common. A modern-day “tragedy of the
roadways” is a traffic jam.

What are the common elements in Hume’s drain-the-meadow problem,
the farmers in Palanpur planting late, Hardin’s herders overgrazing their
pasture, and our modern city dwellers clogging the streets with their
vehicles?

In each of these three cases, the reason why uncoordinated activities of
people pursuing their own ends produce outcomes that are worse for all
is that each participant’s actions affect the well-being of others, but these
effects are not taken into account by the individual actors when they decide
how to act. These impacts of our actions on others that we do not take
account of in deciding what to do are termed external effects.

Here are the external effects (italicized in the list below) that actors in
our four examples do not take into account when deciding what to do:

e The person who lives in a city who drives to work, adds congestion to the
streets, and therefore increases the travel time of others.

e Hume’s farmer who does not drain the swamp and imposes the cost of
doing so on the other farmer.

e The Palanpur farmer who plants late, imposes a cost on the other farmer
who will have his seeds devoured by birds if he plants early.

« Likewise the farmer who plants early confers a benefit on the other farmer
who can benefit by planting at the right time (early) without severe losses
of seed to the birds.

EXTERNAL EFFECT An external effect occurs when a person’s action confers a
benefit or imposes a cost on others and this cost or benefit is not taken into
account by the individual taking the action. External effects are also called
externalities.
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HISTORY The “golden rule”
is “to do unto others as you
would have them do unto
you" (Matthew, 7: 12). Or, treat
others as you would like to be
treated yourself. The same
ethical principle is found in
Islamic scriptures and in the
teaching of other religions.

 The herder who places additional cattle on the common pasture reduces
the grass available to the other herders’ stock.

Addressing coordination problems by internalizing external
effects

Simply abolishing these and other external effects that are the root of
coordination problems is not an option. There is no way to organize society
so that nothing that we do would affect others, each person on his or her
self-sufficient island.

Apart from not being much fun, life would be impossible in a society of
total social isolates (just think about how the next generation would be born
and raised!). So, to address the classical institutional challenge to prevent
or at least minimize coordination failures we need to find ways of inducing
each participant to take adequate account of the effects of their actions on
others.

This is called internalizing an external effect. We use the term external
effect because the effect is outside of the individual’s process of decision-
making when taking the action. To internalize the external effect, you
ensure that the person who acts bears the costs of their negative effects on
others and reaps the rewards of their positive effects on others. In this way
the otherwise “external” costs and benefits become part of the individual’s
decision-making process, leading them to “take adequate account of the
effects of her actions on others.”

If the “others” are our family, our neighbors, or our friends, our concern
for their well-being or our desire to be well regarded by others might get
us to take account of the effects of our actions on them. Reflecting this
fact, animportant response to the classical institutional challenge—one that
long predates the classical economists—is that caring for the well-being of
others need not be confined to friends and relatives but may extend to all
of those with whom we interact. Ethical guides such as the “golden rule”
are ways that people often internalize the effects of our actions on others,
even when the others are total strangers to us.

But, over the past five centuries, people have come to interact not with
just a few dozen people, as humans have for most of our history and prehis-
tory, but directly with hundreds and indirectly with millions of strangers.
The classical economists in the eighteenth century were responding to the
fact that the generosity or ethical motivations that one might feel towards
one’s family or neighbors would not be sufficient to induce people to take
account of the effect of their actions on others, once these external effects
spread across the entire network of global interactions.

From its eighteenth-century origins up to today, an objective that eco-
nomics has set for itself, therefore, has been to design and implement
institutions that would induce people to act as if they cared about those
who were affected by their actions even when that was not literally true.
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a. Provide an example of a negative external effect that occurs in a social
interaction. Explain why it is negative and why it is external.

CHECKPOINT 1.3 External effects

b. Provide an example of a positive external effect that occurs in a social
interaction. Explain why it is positive and why it is external.

1.5 INSTITUTIONS: GAMES AND THE RULES OF
THE GAME

Institutions

Institutions are the laws, informal rules, and mutual expectations which
regulate social interactions among people and between people and the
biosphere. Think about driving on the right or on the left as a coordi-
nation problem (not a very challenging one). People adopt the behaviors
prescribed by institutions (e.g. drive on the right if you are in the US)
because of some combination of:

* laws enforced by a government (you will be arrested and fined for driving
on the left in Brazil, the US, France, and other countries where driving on
the right is the law);

« social pressures—sometimes termed informal rules because they are not
enforced by governments (your friends and neighbors will disapprove and
think less of you if you drive on the left); and

* mutual expectations that you have about what others will do and have
about what you will do (you expect others to drive on the right because
they expect you to drive on the right, so you will avoid accidents by doing
the same).

We refer to institutions as the rules of the game. To see what this means
we now introduce an important conceptual approach for understanding
society. Game theory uses mathematical models and verbal arguments
to analyze how the outcomes of the interaction for the participants will
depend on the rules of the game and the objectives of the players. It has
been used extensively in economics and the other social sciences, biology,
and computer science.

INSTITUTIONS Institutions are the laws, informal rules, and mutual
expectations which regulate social interactions among people and between
people and the biosphere.

GAME THEORY Game theory is the branch of applied mathematics that studies
strategic interactions.
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Game theory focuses on strategic interactions where participants are
interdependent and are aware of this interdependence: one player’s out-
come depends on their own and other players’ actions and all players know
this. We can contrast strategic with nonstrategic situations in which the
effect of your actions on the outcomes you will experience is independent
of what others do. An example: your enjoyment of the program you are
streaming at home alone is substantially independent of what others may
be doing.

But many of our economic and social interactions are strategic:

Figure 1.5 John von Neumann
(1903-1957) was a
Hungarian-American
mathematician, computer * the Palanpur farmer knows that how his crop will fare if he plants early

scientist, and physicist who is will depend on how many others planted early.
regarded as the father of
game theory,” which he hoped CHECKPOINT 1.4 Institutions

would allow us to better ) . _ .
understand the anti-Semitism a. Give an example of a strategic and a nonstrategic interaction.

« those considering driving to work know that their travel time will depend
on how others decided to get to work that morning;

and fascist political upheavals b. Which of the three items on the list of reasons why people coordinate
that he had witnessed in the

early 20th century and provide
the basis for understanding
how groups interact.

on the side of the road on which to drive—laws, social pressures, and
mutual expectations—explain why the farmers in Palanpur plant late?

Photo © Triad National Security, LLC.  Games
All Rights Reserved.

When we model strategic interactions using game theory we call the
actors players. Players can be people, owners of firms, social movements,
governments, or a variety of other entities. In biology, where game theory
has been extensively used, even sub-individual entities are “players” such
as viruses “trying to” spread in a pandemic or genes “trying to” get as
many copies of themselves made as possible. Players may choose from a
list of possible strategies (called a strategy set). For example, a strategy
set might include “Purchase a bicycle for $350” But the rules of the game
reflect institutions: if private property is an institution that is present and

STRATEGIC INTERACTION An interaction is strategic when participants’
outcomes—their profit, standard of living, or some other measure of their
well-being—depend on the actions that both they and others choose, and this
interdependence is known to the actors. A shorthand expression for the term
strategic is: mutual dependence, recognized.

SET A set (in mathematics) is a collection of objects defined either by
enumerating the objects, or by a rule for deciding whether any particular object is
in the set or not. For example, the set of positive, even integers less than or equal
to 10 is, {2,4,6,8,10}.
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enforced, then the strategy set would not include “Pick up any available
bicycle,” without specifying the possible penalties for stealing.

The Palanpur farmers’ strategies are “Plant Early” or “Plant Late” The
strategies could also include a strategy based on what others did in the
past (called a contingent strategy) such as: “Plant early as long as at least
five others planted early last season.” The description of a game requires us
to identify the following:

« Players: a list of every player in the game whether they be individuals
(like the farmers in Palanpur), an organization such as Amazon or Alibaba,
or some other entity that can be represented as a single actor choosing
between alternative courses of action.

 Strategy sets: a list for each player of every course of action available to
them at each point where they must make a choice (including actions that
depend on the actions taken by other players, or on chance events). The
strategies selected by each of the players—the outcome of the game—is
called the strategy profile.

e Order of play: a game can be simultaneous such that players make their
choices without knowing the choices of others, as in the game of rock-
paper-scissors. Or a game can be sequential such that players move in
sequence, one after the other, as in chess, so that each player knows and
responds to the choices of the previous players.

* Information: A game also specifies
- who “knows” what,

- when do they “know” it,
- if what they “know” is known to others as well,

- if what they “know” can be used in a court of law to enforce a contract,
and

- if what they “know” is true (this is why we use the quotation marks).

e Payoffs: Numbers are assigned to each possible outcome of the game
(each strategy profile) for each player; a player chooses a strategy with
the intention of bringing about the strategy profile with the highest
number.

Itis often useful to consider payoffs as something that the players actually
get. For example, considering the farmers in Palanpur again, an outcome of
the game is a strategy profile indicating who plants early and who plants
late, and the payoffs could be the amount of grain each farmer harvests. We
say that the payoff associated with a particular outcome of a game is how
much the player values that outcome. But that means nothing more than
that a player will choose a strategy resulting in an outcome with a higher
payoff number if possible.

EXAMPLE People can
change these rules, so
institutions can themselves
be outcomes of games that
govern how the rules of the
game can be changed. FIFA
governs how football (soccer)
can be played by what are
called the Laws of the Game.
These institutions also
change: the corner kick was
introduced in 1872 when the
UK Football Association
changed the rules.

EXAMPLE In 2020 under
the pressure of the popular
protests, the government of
Chile established a set of
rules governing how the
constitution of Chile would be
amended.®

EXAMPLE When we model
the coordination problem of
the Palanpur farmers as a
game we assume they plant
simultaneously. But when we
model the interaction
between a bank and a
borrower we assume that the
banks first makes an offer
(the loan size, interest rate,
and schedule of repayment)
and the prospective borrower
responds.
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EXAMPLE Watch this video
(tinyurl.com/y2cosf8v) to see
how a sophisticated game
theorist brings an episode of
the show Golden Balls to
a surprising close (from
the CORE project www.
core-econ.org).

An important distinction concerning strategy sets is whether or not one
of the strategies open to the players is to jointly agree on a strategy profile—
that is to deliberately coordinate their actions. This is possible in what is
called a cooperative game.

We use the set of players, their strategy sets, their payoffs, the order
of play, and the information the players have to describe the institutions
governing some economic interaction, whether it is between an employer
and an employee, or a central bank like the US Federal Reserve and a
commercial bank. But even this detailed description of the interaction
does not give us enough information to predict how the game will be
played.

The outcome of a game—how it will be played, resulting in a particular
strategy profile—is called a solution. To determine the solution as a way
of predicting the outcome of a game we need what is called a solution
concept. A solution concept for a cooperative game would include some
rule for deciding on what the coordination would be, for example allowing
one player selected at random to dictate the outcome, or a particular
system of voting.

But by positing some way that people could jointly implement some out-
come, cooperative game theory assumes away the problem of coordination.
And the problem of how coordination is to be achieved is at the heart of the
classical institutional challenge whether it takes the form of climate change
or traffic jams.

So we need to see how players might coordinate in what is initially a
noncooperative setting—one in which coordination is not assumed at the
outset—let’s take a concrete example: people interacting in a way that
results in the over-exploitation of an environmental resource. We will
use this example to illustrate a basic solution concept for noncooperative
games: the Nash equilibrium.

CHECKPOINT 1.5 Games

a. Whatis a game?

b. How do you describe the outcome of a game?

COOPERATIVE GAME A strategic interaction in which the players’ choice of a
strategy is subject to a binding (enforceable) agreement.

SOLUTION CONCEPT A solution concept is a rule for predicting the outcome of
a game, that is, how a game will be played.


https://tinyurl.com/y2cosf8v
https://www.core-econ.org
https://www.core-econ.org
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1.6 OVEREXPLOITING NATURE: ILLUSTRATING
THE BASICS OF GAME THEORY

People who fish for a living interact with each other regularly. Each of them
is aware that how much they benefit from fishing depends not only on
their own actions, but on the actions of others. This is because the more
others fish, the more difficult it will be for each to catch fish. The fishermen
therefore impose negative external effects on each other. And this, along
with the difficulty they face in agreeing on a common course of action, is
why they face a coordination problem. Given that they cannot jointly decide
on how much to fish, each faces a basic question: How much fishing to do
given the strategies adopted by others who are fishing the same waters?

The game setup

Specifically, we consider two fictional fishermen, Alfredo and Bob, who
share access to a lake, and catch fish, which they eat. There are no other
people affected by their actions.

Here we illustrate the basic concepts of game theory in a game we call
the Fishermen'’s Dilemma. We chose the name because it is an example of
what is probably the most famous game, the Prisoners’ Dilemma.

The Fishermen’s Dilemma game is noncooperative, which for two people
fishing in the same lake may seem unrealistic because as neighbors they
might be able to come to some kind of agreement about what each will
do. We do not consider this option in the two-person case because the
model illustrates a large number of people interacting. When many people
interact, arriving at and enforcing such a cooperative agreement would
present serious challenges.

Here is the game.

e Players: Alfredo and Bob, two fishermen.

e Strategy sets: Each may fish for either 10 or 12 hours.

e Order of play: They simultaneously select a strategy, resulting in the
game’s strategy profile

 Payoffs: The players each catch and eat the amount of fish they caught,
given by the strategy profile they have implemented.

This ends the game.

Payoffs

The payoff of each player is composed of two parts:

« The amount of fish they are able to catch and consume, which they value
and would like to increase; and

* The amount of time they spend fishing, which they find tiring and would
like to decrease.

Figure 1.6 ELINOR OSTROM
(1933-2012). Elinor Ostrom
was an American political
scientist who won the Nobel
Prize in economics for her
contributions to
understanding coordination
problems, such as that
encountered by Alfredo and
Bob in the Fishermen'’s
Dilemma, and on the
institutions that promote
cooperation in groups.
Especially important are her
empirical studies showing
how people address the
coordination problems that
they encounter in seeking to
maintain their livelihoods,
such as grazing herds of
cattle, fishing, or managing
shared forests.

Photo © Holger Motzkau
2010/ Wikipedia/Wikimedia
Commons/CC BY-SA 3.0.
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M-CHECK A matrix is a
rectangular array of quantities
or other quantitative
information.

Figure 1.7 Alfredo’s payoffs to fishing more or less depend on how much Bob
fishes. Alfredo’s payoffs are described using the words we used for the
coordination problem: Planting in Palanpur. Alfredo ranks his outcomes from best
to worst: Best > Good > Bad > Worst. Alfredo’s strategies and outcomes are
highlighted in blue. Bob's strategies and outcomes are highlighted in red (but we
have not put the words to describe Bob’s outcomes in the figure).

Bob

10 hours 12 hours

Good Worst

Alfredo
12 hours |10 hours

Best Bad

We can describe the fishermen’s interaction in the form of a payoff
matrix.

We first present a version of the payoff matrix with words to represent
Alfredo’s payoffs (but not yet Bob’s) in Figure 1.7. Read the table this way:
if Bob fishes 12 hours (the right-hand column) and Alfredo fishes 10 hours
(top row) this is the worst outcome for Alfredo. A payoff matrix presents
hypothetical ‘if-then’ information; it presents all of the possible sets of
payoffs, whether or not each is likely ever to occur.

The complete payoff matrix for the Fishermen’s Dilemma is represented
in Figure 1.8 with numbers indicating the two fishermen’s evaluation of
how good the outcome indicated is. So for example the payoff to each if
they both fish 10 hours (3) is 50 percent greater than if they both fish 12
hours (2).

The convention we will use throughout this book is to list the row player’s
payoffs first and in the bottom-left corner of the cell and the column
player’s payoffs second in the top-right corner. So, in the Fishermen’s
Dilemma game, we list Alfredo’s payoffs first and Bob’s payoffs second. We
shade each player’s payoffs to make them easier to differentiate: blue for
the row player (Alfredo) and red for the column player (Bob).

Many of the games in this book involve two players and each player
has two possible strategies. We often call a game like this a “2 x 2” game
(@ “two-by-two” game). We now have all the elements we need for the
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Figure 1.8 Payoffs of players in the Fishermen’s Dilemma. Alfredo’s payoffs are in
the bottom-left corner of each cell and are shaded blue. We include Alfredo’s
payoffs in panel (a) and panel (c). Bob's payoffs are in the top-right corner of each
cell and are shaded red. We include Bob’s payoffs in panel (b) and panel (c).

Bob Bob Bob
10 hours | 12 hours 10 hours | 12 hours 10 hours | 12 hours

m @ m
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° £ o 2 ° 2
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< = < = o =
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o 4 2 o N 4 2

(a) A's payoffs only (b) B's payoffs only (c) Payoffs for both players

complete description of the Fishermen’s Dilemma and its strategy profiles
and associated payoffs.

¢ Alfredo fishes 12 hours, Bob fishes 12 hours: When both fishermen fish 12
hours, they each catch fewer fish per hour of work, while they also have
a higher cost of effort because they've spent a lot of time fishing. Each
fisherman ends up with 2.

Alfredo fishes 10 hours, Bob fishes 10 hours: When both fishermen spend
less time fishing they catch a decent amount of fish and they haven't
fished so long that the other fisherman catches fewer fish. They also
benefit from a lower cost of time spent fishing. Each gets a net benefit
of 3.

Alfredo fishes 10 hours, Bob fishes 12 hours: Because Bob fishes 12 hours,
Al catches many fewer fish and because Bob still fishes for another two
hours, he catches a lot of fish while Al doesn't fish. Consequently, with
the cost of time and catching fewer fish, Al ends up with net benefits of 1
and Bob ends up with net benefits of 4.

Alfredo fishes 12 hours, Bob fishes 10 hours: This is symmetrical to the
previous description, so now Al gets net benefits of 4 and Bob gets net
benefits of 1.

CHECKPOINT 1.6 Payoff matrixes

a. Fill in the blank red triangles showing Bob’s payoffs in Figure 1.7 using
the payoffs shown in Figure 1.8.

b. You can now see that the cartoon in Figure 1.3 is a payoff matrix. What
are the main differences in the payoffs of the Planting in Palanpur game
and the Fishermen'’s Dilemma in Figure 1.8?
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Figure 1.9 John F. Nash
(1928-2015) was an American
mathematician who
contributed the to the theory
of bargaining and to the
concept of equilibrium that
bears his name. He won the
Nobel Prize in economics in
1994. His life was documented
in the book and movie A
Beautiful Mind.®

Image courtesy of Peter
Badge/Typos1, CC-BY-SA-3.0.
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1.7 PREDICTING ECONOMIC OUTCOMES: THE
NASH EQUILIBRIUM

As you already know, to predict a game outcome—the strategy profile that
will result—we need more than the description of the game alone. We need a
solution concept—a statement about how players will behave in the game—
that can be the basis of a prediction of the game’s outcome. Predicting
the outcome of a game—based on the rules of the game and the solution
concept—is especially important if we are evaluating policies to improve
the functioning of the economy by changing the rules of a game so as to
change the outcome of a game.

Equilibrium and prediction

The key idea on which a solution concept is based is equilibrium. An
equilibrium is a state in which there is nothing in the situation that will
cause the state to change. A predicted outcome will be an equilibrium, that is,
an outcome that is stationary (not changing). To understand why, imagine
this were not the case. You make a prediction, but then the outcome
changes. Your prediction would no longer be true because the outcome had
changed.

Applying this reasoning to games, if we were to predict the outcome of
a game to be a strategy profile under which one or more players would
have reason to change their strategy, then the prediction would be falsified
as soon as they carried out the change. So the status of stationarity—
changelessness—is a property of a prediction; and this is why equilibrium is
fundamental to making predictions about game outcomes.

Think of a concrete example. Suppose you want to predict where a
marble will be if all that you know is that it is going to be somewhere in a
round bottomed salad bowl sitting on a table. If I predicted that the marble
would be somewhere halfway up the side of the bowl you would doubt
my prediction. The reason is that any marble in that position would move
downward in the bowl; that is, its position would not be stationary, so, if it
ever were (for some reason) where I predicted it would be, it would not be
there any longer. It is not that the prediction would necessarily be wrong.
It could be true for a millisecond after I placed the marble in the bowl just
above my predicted spot, for example.

The only predicted position in the salad bowl that would not immediately
falsify itself in this sense is the bottom. So a reasonable prediction of the
location of the marble would be “the bottom of the bowl”

There are some situations in which a prediction based on an equilibrium
would be likely to be incorrect. Change the marble-in-bowl example by

EQUILIBRIUM An equilibrium is a situation that is stationary (unchanging) in
the absence of a change external to the model.
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filling the bowl with very thick honey. Then if you were asked to predict
where the marble would be found, you would want to know how long it had
been in the bowl, did it have time to reach the bottom? If the marble had
been placed in the bowl just a millisecond ago, then you might be better
off predicting that it would be where it had been placed, rather than the
bottom of the bowl.

The marble-in-bowl-of-honey example is often a better illustration of
how economic processes work than the initial example. Markets are often
out of equilibrium. Predicting things in motion is a much more challenging
task than predicting them when they are stationary. We provide an example
in a model of residential segregation (section 1.15) where we follow the
process of change step by step. But for the most part we study equilibria
and how to change them so as to improve outcomes.

In the marble-in-bowl illustration (without the honey) what is the solu-
tion concept that lets us arrive at the “bottom of the bowl” prediction? It is
gravity, which is our understanding about a reasonable way for the marble
to “behave” In modeling an economic interaction, the game structure is
analogous to the salad bowl. What is the analogy to gravity? The answer is
the player’s best response.

Best-response strategies

By far the most widely-used solution concept, the Nash equilibrium, is
based on the idea that players choose best-response strategies; they do
the best they can given the strategies adopted by everyone else.
To understand better what a best response is, think about Alfredo in
the Fisherman’s Dilemma and imagine each of the possible situations that
might occur and what would be best for him in each of these hypothetical
situations. Figure 110 Imagine Bob
First, what strategy should Alfredo adopt in order to gain the highest playing Fish 10 hours to
payoff if Bob were hypothetically to play Fish 10 hours as shown in Figure ~assess which of Alfredo’s
1.10. We do not ask why Bob would do this. We are mapping all of the possible strategies is a best response.
situations that Alfredo might encounter.

 Against Bob playing Fish 10 hours, Alfredo can get a payoff of 3 for fishing Bob
10 hours or a payoff of 4 for fishing 12 hours.

10 hours

* 4> 3 therefore Fish 12 hours is Alfredo’s best response to Bob playing Fish
10 hours.

3

L]
Alfredo

Place a solid dot in the cell (Alfredo plays Fish 12 hours, if Bob plays Fish
10 hours) to indicate that it is Alfredo’s best response. We will use this

12 hours |10 hours

“circle and dot” method to find the Nash equilibrium.

BEST RESPONSE A strategy is a player’s best response to the strategies adopted
by others if no other strategy available would result in higher payoffs.



‘OUP CORRECTED PROOF - FINAL, 11/9/2021, SPi

Figure 1.11 Imagine Bob
playing Fish 12 hours to
assess which of Alfredo’s
strategies is a best response.

Bob

12 hours

4

Alfredo
12 hours|10 hours

M-CHECK Strong and weak
best response. A best
response may be either
strong or weak. A strong (also
called strict) best response
yields higher payoffs than any
other: it is strictly “better”
than any other strategy. There
can be no strategy that is
better than a strong best
response but a weak best
response need not be better
than any other; it may be “as
good as” (the payoffs to the
strategy and some alternative
strategy being equal).

EXAMPLE The
rock-paper-scissors game
(also called ro-sham-bo and
by many other names in other
languages) originated in China
about two thousand years
ago. It does not have a Nash
equilibrium.

m Society: Coordination Problems and Economic Institutions

Let’s repeat the analysis and imagine Bob playing Fish 12 hours, as shown
in Figure 1.11.

 Against Bob playing Fish 12 hours, Alfredo can get a payoff of 1 for playing
Fish 10 hours or a payoff of 2 for playing Fish 12 hours.

e 2> 1therefore Fish 12 hours is Alfredo’s best response to Bob playing Fish
10 hours.

« place a solid dot in the cell (Alfredo plays Fish 12 Hours, Bob plays Fish 12
hours) to indicate that it is Alfredo’s best response.

CHECKPOINT 1.7 A best response for Bob Repeat the process we went
through for Alfredo, but do it for Bob instead. Notice that when you do so,
you will blank out a row for Alfredo to imagine him playing the strategy in
the other row, whereas you blanked out a column for Bob. What are Bob's
best responses? Show his best responses using a hollow circle.

Nash equilibrium and the outcome of a game

Some games do not have a Nash equilibrium and you will see shortly that
some have more than one.

Using the best responses of the players we can now predict the outcome
of a game using as our solution concept the Nash equilibrium. A Nash
equilibrium is a profile of strategies—one for each player—each of which is
a best response to the strategies of the other players. A Nash equilibrium is
also called a mutual best response. Because at a Nash equilibrium all players
are playing their best response to all of the others, it follows that no player
has areason to change his or her strategy as long as the other players do not
change theirs. In Figure 1.12, Alfredo’s best responses are shown by the solid
black dot in the cell. Bob’s best responses are shown by the hollow circle.
Their best responses coincide at the Nash equilibrium (Fish 12 hours, Fish
12 hours) with payoffs (2, 2) shown in the cell where the solid dot is inside
the hollow circle. You can use the “dot and circle” method to find one or
more Nash equilibria (if they exist) for games that can be represented by a
payoff matrix like Figure 1.12.

The outcome demonstrates how Nash equilibrium can initially seem
counter-intuitive. Both would have had higher payoffs if they could have
agreed to restrict their fishing to 10 hours (they could have had 3 each if
they both fished 10 hours and 3 > 2). But suppose both were restricting
their fishing to 10 hours; then each would an incentive to fish for 12 hours
(because 4 > 3) and unless they had a binding agreement to continue fishing
less, each would choose to fish more.

NASH EQUILIBRIUM A Nash equilibrium is a profile of strategies—one strategy
for each player—each of which is a best response to the strategies of the other
players.
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Figure 112 Payoff matrix for the Fishermen’s Dilemma. The solid dots indicate
Alfredo’s best responses. The hollow circles indicate Bob’s best responses. A Nash
equilibrium is a cell that contains both. In this case there is just one Nash
equilibrium: both fishing 12 hours.

Bob

10 hours | 12 hours

Alfredo

12 hours|10 hours

The Fishermen’s Dilemma is therefore a coordination problem and it
returns us to the classical institutional challenge. Without institutions to
align the individual interest of the participants with their shared interest,
they get an outcome that is worse for both of them than other possible
outcomes. We will later show how a change in the institutions regulating
how Alfredo and Bob interact—that is, changing the rules of the game—
might address this coordination failure.

CHECKPOINT 1.8 Nash equilibrium

a. Explain why none of the other three outcomes (those that are not (Fish 12
hours, Fish 12 hours)) of the Fishermen'’s Dilemma satisfy the definition
of Nash equilibrium.

b. At each of the other three outcomes, which player has an incentive to
change strategy and in what way? Explain.

c. Explain why a game like rock-paper-scissors would not be much fun if

there were a Nash equilibrium.

Dominant strategies

In the Fisherman’s Dilemma (and all Prisoners’ Dilemmas) there is a single
strategy that yields the highest payoffs to a player independently of which
of the strategies the other player adopts. A strategy is a player’s dominant
strategy if it is the player’s best response to all possible strategy profiles of

DOMINANT STRATEGY A strategy is dominant if it yields the highest payoff for a
player for any strategy chosen by the other players. Weak dominance refers to the
case where there are one or more other strategies yielding the same payoff.
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the other player or players. That is, a strategy is a dominant if by playing
it the player’s payoff is greater than or equal to the payoff they would get
by playing any other strategy for every one of the other player’s profiles of
strategies.

Likewise we say that strategy A is dominated by another strategy B
if the payoff to playing B is at least as great or greater than playing A
for every strategy profile of the other players. If there is a strategy that
dominates all of the other strategies that a player may choose, then it is a
dominant strategy. If each player in a game has a dominant strategy, then
the strategy profile in which all players adopt their dominant strategy is
called a dominant strategy equilibrium.

We can apply the concept of dominant strategy equilibrium to the Fisher-
men’s Dilemma. To do so, we need to understand whether each player has
a dominant strategy.

* When Alfredo fishes 10 hours, his payoff is 3 if Bob fishes 10 hours and 1
if Bob fishes 12 hours.

* When Alfredo fishes 12 hours, his payoff is 4 when Bob fishes 10 hours
and 2 when Bob fishes 12 hours.

 So, when Bob fishes 10 hours, fishing 12 hours gets Alfredo a higher payoff
(4 > 3)and when Bob fishes 12 hours, fishing 12 hours gets Alfredo a higher
payoff (2 > 1).

* Therefore, Alfredo gets a higher payoff from fishing 12 hours against each
of Bob’s strategies.

« Fish 12 hours is therefore Alfredo’s dominant strategy.

Fishing 12 hours is also Bob’s dominant strategy. Because each player has
a dominant strategy to fish 12 hours, the dominant strategy equilibrium is
(Fish 12 hours, Fish 12 hours) with payoffs (2, 2). The dominant strategy
equilibrium of a game is always a Nash equilibrium.

The fact that the Fishermen’s Dilemma has a dominant strategy equilib-
rium makes it a particularly simple problem for us, studying it. It also makes
it simpler for Bob and Alfredo because what is best for each does not depend
on what the other does. But this does not mean that they will be happy with
the result.

CHECKPOINT 1.9 Dominance and Nash equilibrium

a. Repeat the analysis we did for Alfredo for Bob and confirm that Fish 12
hours is a dominant strategy for him too.

b. We said that a dominant strategy equilibrium is always a Nash equilib-
rium. But do you think that a Nash equilibrium is always a Dominant
Strategy equilibrium? Why or why not?

DOMINANT STRATEGY EQUILIBRIUM A dominant strategy equilibrium is a
strategy profile in which all players play a dominant strategy.
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1.8 EVALUATING OUTCOMES: PARETO
COMPARISONS AND PARETO EFFICIENCY

The Nash equilibrium can help us predict the result of an interaction. But
it does not tell us anything about whether some outcome is good by any
standard, or even better or worse than some other outcome. Economists,
policymakers and others would like to evaluate whether some outcomes
are better or worse. We do this so that we can try to work out which rules
of the game would make the better outcomes Nash equilibria, and therefore
more likely to be what we observe as the real outcomes in the economy in
question.

The challenge in making these comparisons is that whether some out-
come is better than another depends on what you value. There is no agreed
upon standard of what makes one outcome better than another. Returning
to our fishermen, here are some of the values that we could use to evaluate
an outcome:

e Fairness in the distribution of payoffs among the players; is it fair that
Alfredo receives four times what Bob gets when Alfredo does not limit
his fishing hours and Bob does?

e Are the rules of the game itself fair? In the Fishermen’s Dilemma the same
rules applied to both players; but were the game a bit different, many
would think it unfair if Alfredo could simply order Bob to fish 10 hours, or
to hand over half of all the fish Bob caught.

 Setting aside fairness, is the outcome a reasonable use of available
resources including the working time of the two fishermen and the
sustainability of the lake itself and the living things that it supports.

There are many other standards that could be proposed.

A concept that is widely used to evaluate economic outcomes involving
two or more people is called Pareto efficiency. The idea is simple: an
objective of public policy and institutional design—the rules of the game—
should be to avoid those outcomes—like traffic jams, planting late in Palan-
pur, and overfishing the lake—that are worse for everyone, compared to an
alternative outcome that also would have been feasible.

Pareto comparisons

Pareto efficiency is based on Pareto comparisons of outcomes. Consider
two outcomes, A and B, with resulting payoffs for two or more players.

PARETO EFFICIENCY A Pareto-efficient allocation is an allocation with the
property that there is no alternative technically feasible allocation in which at
least one person would be better off and nobody would be worse off. If an
allocation is Pareto efficient, then there is no alternative allocation that is Pareto
superior to it.
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Outcome A is Pareto superior to outcome B if in outcome A at least one
player is better off than in outcome B without anyone being worse off. A
change in the outcome from a Pareto-inferior situation like B to a Pareto-
superior outcome like A is called a Pareto improvement. This is a Pareto
comparison. An outcome is Pareto efficient if no other feasible outcome is
Pareto superior to it.!°

Figure 1.13 depicts the outcomes of the interaction between Alfredo and
Bob. Figure 1.13 (a) a is the Fishermen’s Dilemma payoff matrix with each
outcome given a label a, b, ¢, or d. These payoffs are indicated by points in
Figure 1.13 (b) where you can read on the vertical and horizontal axes the
payoffs to the two players that you see in the payoff matrix.

The Pareto comparison is easy to see in this type of plot. An outcome
A is Pareto superior to another outcome B if the point indicating the
payoffs from A lies to the “northeast” of point indicating the payoffs from B.
“Northeast” in this figure is “better for both.” So looking at the colored areas
whose lower-left corners are points a, b, ¢, and d, then a Pareto-efficient
point is one that has no other point in its “colored shadow” extending

Figure 113 Three Pareto-efficient outcomes of the Fishermen’s Dilemma. Panel
(a) is the same as Figure 112 except that each of the four squares in the payoff
matrix has been assigned a letter. In panel (b) we show the Fishermen’s Dilemma
indicated by the payoffs of the two at the four possible outcomes given by the
same letters that appear in each of the cells of the payoff matrix. We use shaded
colors indicating 90-degree angles to the northeast of the feasible outcomes
(each of the lettered points).

Bob

4 d®

10 hours

12 hours

Bob's payoffs

24 a®

Alfredo

1 14 he

12 hours |10 hours

4

2 0 , , . .
0 1 2 3 4 5 6

2

(a) Fishermen'’s Dilemma with labeled points

Alfredo's payoffs
(b) Analyzing points for Pareto efficiency

PARETO-SUPERIOR Outcome A is Pareto-superior to outcome B (it Pareto-
dominates outcome B) if, in outcome A, at least one player is better off than in
outcome B without anyone being worse off.
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upward and to the right of the point. By this standard, three of the points—b,
¢, and d—are Pareto efficient, while a is not, because point ¢ is in the yellow
“color shadow” of point a.

We say that two outcomes can be Pareto compared, or Pareto ranked, if
one of them is Pareto superior to the other. But as you can see from the
figure Pareto comparisons (or rankings) are often not possible. Specifically,
when two outcomes are both Pareto efficient, they cannot be Pareto
compared or Pareto ranked. We could rank ¢ above a because both players
were better off, but with b, ¢, and d we cannot move from one outcome to
another without worsening outcomes for at least one of the players.

CHECKPOINT 110 Pareto improvements in the Fishermen’s Dilemma
Referring to Figure 113 (b) do the following:

a. Is any point dominated by some other point? Say which, if any?

b. At which point is the total payoff of the two fishermen the greatest?

c. Would a change from any other point to that “total payoff maximum”
point be a Pareto improvement?

d. Explain what you think is the meaning of the expression “there is no
such thing as a free lunch” and say whether this saying is true in Figure
113 (at all of, some of, one of the, none of the points).

1.9 THE VALUE AND LIMITATIONS OF PARETO
EFFICIENCY

Pareto efficiency gives us a way to identify “lose-lose” outcomes we should
seek to avoid, namely those “that are worse for all than they could be” But
except in special cases, Pareto efficiency does not provide a rule to select
what we might call “the best” outcome.

To see why this is true, suppose we have a cake and we are dividing it
among people, all of whom enjoy eating cake. An outcome in which one
person gets the entire cake is surely Pareto efficient because in any other
allocation that lucky person would get less. Likewise an allocation in which
everyone got the same sized slice of the cake is Pareto efficient, for in any
other allocation at least one person would have to get less.

Pareto efficiency is not about how something of value should be divided
up. All it says is “make sure there’s no cake left on the table!”

Most economic problems that we face are similar to the cake example
in that there are a great many Pareto efficient outcomes. Think about
the Fishermen’s Dilemma game: all of the possible outcomes of the game
except one are Pareto efficient. When there are many Pareto-efficient
outcomes there is a conflict of interest among players over which Pareto-
efficient outcome they would prefer. We cannot say that one is “more
Pareto efficient” than the other.

HISTORY Pareto efficiency
The idea is attributed to the
Italian economist and
sociologist Vilfredo Pareto (Pa
RAY to) but it was first
introduced by the British
economist, Francis Edgeworth.
However, an important
concept that we use
extensively in later chapters,
called the Edgeworth Box, was
actually invented by Pareto."
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It is also perfectly sensible to prefer an outcome that is not Pareto
efficient but is more fair over an alternative Pareto-efficient outcome that
is unfair. To continue the cake example, if there are two people between
whom the cake will be divided many people would reject the (Pareto-
efficient) outcome in which one person gets the entire cake in favor of
a Pareto-inefficient alternative in which each gets one-third of the cake
(the remaining one-third perhaps being thrown away or destroyed in the
conflict over its distribution). So we would prefer a Pareto-inefficient
outcome over a particular efficient outcome (one person gets the whole
cake). But the Pareto comparison would remind us that each person getting
half of the cake is preferable to each getting a third with the rest being
wasted.

Pareto efficiency is a useful device for screening out those outcomes
(like throwing away some of the cake in the above example, or planting
late in Palanpur, or over-fishing the lake) that should not be among the list
of candidate feasible outcomes among which the choice of better or best
should be made on grounds of fairness or other bases.

CHECKPOINT 111 Pareto efficiency Consider these questions about
Pareto efficiency.

a. True or false (and explain): “The fact that an outcome is Pareto efficient
does not imply that it is preferred by all the actors to all the other
outcomes.”

b. Cantwo Pareto-efficient outcomes be Pareto compared? Why or why not?
Explain.

c. Imagine you are an impartial observer evaluating the possible outcomes
that might occur for Bob and Alfredo. Are there any reasons why you
might judge the outcome a in the figure to be better than the Pareto-
efficient outcomes b and d, despite the fact that a is Pareto inefficient?

110 CONFLICT AND COMMON INTEREST IN A
PRISONERS’ DILEMMA

You know that the game the fishermen are playing is a particular case of the
Prisoners’ Dilemma. We now point out some of the general characteristics
of this particular kind of coordination problem.

PRISONERS’ DILEMMA A Prisoners’ Dilemma is a 2-by-2 social interaction in
which there is a unique Nash equilibrium (that is also a dominant strategy
equilibrium), but there is another outcome that gives a higher payoff to both
players (and a higher total sum of payoffs than any other outcome), so that the
Nash equilibrium is not Pareto efficient.
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A Prisoners’ Dilemma is a two-person interaction in which there is a
unique Nash equilibrium (that is also a dominant strategy equilibrium), but
there is another outcome that gives a higher payoff to both players, so
that the Nash equilibrium is not Pareto efficient. This means that in the
Prisoners’ Dilemma both players get their second-worst payoffs in the game
by playing their strictly dominant best-response strategies.

In Figure 1.14 we show the familiar payoff matrix for the Fishermen’s
Dilemma, but instead of the numbers indicating the payoffs of the players
now we label the payoffs w,x,y, and z. We label the Fish 10 hours strategy
“Cooperate” because it is the mutually beneficial action the two fishermen
could take if they could coordinate their actions. The strategy Fish 12
hours is labeled “Defect” because choosing to fish 12 hours instead of 10
is deviating from a mutual cooperate outcome in which the two fishermen
might be able to coordinate.

The interaction is a Prisoners’ Dilemma if two conditions hold:

e y>w and z > x means that playing Defect is a strict dominant strategy

* w >z means that mutual cooperation is Pareto superior to mutual defec-
tion.

For Alfredo, 12 hours is a best response to Bob playing 10 hours because
y > w; 12 hours is also a best response to 12 hours because z > x (both best
responses are shown in Figure 1.14 by the solid dot). Similarly, for Bob,
12 hours is a best response to Alfredo playing 10 hours because y > w;
12 hours is also a best response to 12 hours because z>x (both best
responses are shown by the hollow circle). The dot inside circle in Figure 1.14
confirms that if the game is played noncooperatively the Nash equilibrium is

Figure 114 A general Prisoners’ Dilemma. For the game to be a Prisoners’
Dilemma, we require y >w >z >x and 2w >y +x (thisis4>3>2>1and
2x3>4+1in the numerical example).

Bob
10 hours 12 hours
(Cooperate) | (Defect)
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M-CHECK A third condition
is sometimes added, namely
x +7y < 2w which means that
the sum of payoffs when both
players cooperate is greater
than the sum of payoffs when
one cooperates and the other
defects. This condition makes
(Cooperate, Cooperate)
preferable to the outcome in
which one defects and the
other cooperates.
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(12 hours, 12 hours) with payoffs (z,z) when by coordinating their choices
they could have each received (w,w) (where w > z).

CHECKPOINT 112 When is cooperation not the best they could do?
Show that if the condition x+1y < 2w is violated (i.e. if x+vy> 2w), then
the two players could do better by

a. one defecting on the other and then sharing their total payoffs equally
or

b. if the game is played many times, alternating who cooperates and who
defects.

Economic rent: The incentive to coordinate

Both players have a good reason to try to change the rules of the game so
that they can agree on both cooperating. How much more they would get
if they were to mutually cooperate than if they mutually defected—in this
case w —z—is called an economic rent, meaning the difference between the
payoff that they would get if they cooperated and their next best alternative.
Their next best alternative to cooperating, in this case, is mutual defection,
also known as their fallback position.

Economic rents and the fallback position play a central role in microeco-
nomic theory, so it is a good idea to master them. The meaning of the term
fallback position is intuitive: it is what you fall back to if some particular
outcome is not possible, in this case if the mutual cooperation should not
work out. A player’s fallback position or fallback option is the payoff they
receive in their next best alternative.

The term “economic rent” may at first seem surprising, because the
word “rent” also means a payment for the temporary use of something,
for example, to a landlord or a car rental agency. The term economic
rent means something entirely different. A participant’s economic rent is
the payoff they receive in excess of what they would get in their fallback
position.

We shall use the idea of a fallback often, from social interactions like
the Prisoners’ Dilemma, to worker-employer relationships where a worker’s
next best alternative may be unemployment so the rent she receives as an
employee is the difference between her wage and the government transfer
she would receive were she to lose her job. The next best alternative for a
person applying to a bank for a loan is trying to get money from friends

FALLBACK POSITION A player’s fallback position (or reservation option) is the
payoff they receive in their next best alternative.

ECONOMIC RENT A participant's economic rent is the payoff they receive in
excess of what they would get in their fallback position.
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or family along with future obligations. As these examples indicate, the 2 EXAMPLE The term
fallback position will differ depending on the details of the situation and economic rentis what is

what our modelling assumptions are designed to illuminate. known in the study of
language as a “false friend,” a

Impediments to coordination: Limited information and term that you think you know

conflicts of interest the meaning of but means

something entirely different in
the new language you are now
learning. “Sensible” in English

means “reasonable” but in
agreement, for two main reasons: Italian it means “sensitive.”

If w—z is substantial-meaning substantial rents associated with cooper-
ation for each player—then it might seem a simple matter for the players
to agree to cooperate. But people often fail to reach or enforce such an

 Limited information: The participants may lack the information needed
to monitor and enforce an agreement. How can a participant know or
verify what other participants do?

 Conflict over distribution of the economic rents from cooperation: Dis-
agreement about who gets what—for example who gets to fish more—may
make it impossible for the two to agree.

Concerning the information problem, the fishermen, for example, may have
no way of enforcing an agreement, or even knowing if the agreement has
been violated. While each may know how many hours the other has fished
on a day with clear and sunny weather, on a foggy day it may be impossible
to know. Even if one fisherman knows how much the other fished, that
knowledge may be insufficient to enforce an agreement through a third
party such as a court of law.

This is the problem of asymmetric information or non-verifiable infor-
mation. Information is asymmetric if people know different things, or if
what one person knows (for example how many hours he fished), the other
person does not know. Information is not verifiable if people cannot use
it to enforce an agreement or a contract. Asymmetric and non-verifiable
information will play a central role in our analysis of how the labor market,
the credit market, and other markets work. For example most courts will
not accept “hearsay” (meaning “second-hand”) information, so if one of the
fishermen had heard from someone else that the other had fished 12 hours,
this would be non-verifiable information.

Concerning the second problem for coordination, conflicts over the
distribution of the economic rents from cooperation, in the Fishermen’s

ASYMMETRIC INFORMATION Information is asymmetric if something that is
relevant to the parties in an economic interaction is known by one actor and is
not known by another.

VERIFIABLE INFORMATION Information that can be used in legal proceedings
to enforce a contract or other agreement is termed verifiable information.
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v/ FACT CHECK In the next
chapter we will see that
across many cultures of the
world, people would rather
get nothing than get what
they consider to be an unfair
share of the economic rents,
and as a result cooperation
breaks down and nobody gets
any rent at all.

Dilemma, the agreement to restrict fishing to 10 hours a day divides the
benefits of restricting fishing in a particular way, namely equally. But the
fishermen need not agree on 10 hours each. Alfredo might insist that he will
fish 12 hours and Bob only 10 hours. Or Bob might insist on the opposite.

Or Bob might insist that both fish 10 hours, but that Alfredo give him
most of Alfredo’s catch, leaving Alfredo with just enough of his catch to
be no worse off than had they both fished 12 hours, namely with a payoff
of z. Which of these we will observe depends on rules of the game we have
not yet introduced, including differences in the bargaining power exercised
by the two. Unless they can find a mutually acceptable solution to the
distribution problem they may end up having no agreement at all, and then
simply fish at 12 hours each, as their fallback position.

The fishermen’s distribution conflict highlights a challenge that arises in
any voluntary economic interaction. Consider their possible agreement to
limit their fishing time:

» The agreement is voluntarily entered into. This means that neither player
can force the other to accept terms worse than their fallback position.

» The agreement therefore must allow each participant to achieve a payoff
greater than (or at least not worse than) what would have resulted had the
individual not agreed to cooperate. In other words, there must be some
economic rents made possible by a voluntary cooperative outcome.

 This being the case, the participants have to find a way that the total rents
will be divided. If they are to agree to cooperate by restricting the total
time they spend fishing, they must also agree on how these economic
rents will be distributed.

 Conflict over the distribution of the economic rents (who gets what
amount of economic rent) may prevent the fishermen from coming to
an agreement.

We sometimes think of cooperation and conflict as opposites, as for exam-
ple when members of a team cooperate in their efforts to win some conflict
with another team. But the Prisoners’ Dilemma is a scenario of conflict and
cooperation among the very same people. They have common interests in
getting some share of the economic rents by cooperating; but they have
conflicting interests in how the total will be divided into the rents received
by each.

A catalog of games: And their challenges to coordination

Some interactions present greater impediments to coordination than oth-
ers; the Prisoners’ Dilemma is in some respects the most challenging of all.

We can classify coordination problems and the challenges they present
by the relation between Nash equilibria and Pareto-efficient outcomes of
the games that represent them.
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« In the Prisoners’ Dilemma, as you know, there is a unique Nash equilib-
rium that is Pareto inefficient. Because this outcome is also a dominant
strategy equilibrium, coordination on mutual cooperation will require
some change in the rules of the game (making it a cooperative game) or
a change in the players’ payoffs, for example, if they dislike harming the
other player by defecting on them.

In interactions like Planting in Palanpur, which are often called Assurance
Games, there are two Nash equilibria, (both Plant Early and both Plant
Late) one of which (Plant Early) is Pareto superior to the other (Plant
Late). In these games if one of the players plays the strategy making
up the Pareto-superior equilibrium (Plant Early), then the best response
of the other will be to do the same. Finding institutions that will imple-
ment the preferred plant early outcome in a game like this will be a lot
less challenging than in a Prisoners’ Dilemma.

e Another important class of coordination problems arise in what we
call Disagreement Games where there are two Nash equilibria each of
which is Pareto efficient, so that they cannot be Pareto ranked, and
players disagree about which Nash equilibrium they would like to occur.
These are like the Planting in Palanpur game but with the additional
challenge stemming from a conflict over which Nash equilibrium will be
implemented.

We start with an even less challenging game in which players’ self-interests
lead them to a Pareto-efficient Nash equilibrium.

CHECKPOINT 113 Guilty prisoners Referring to Figure 113 (a), imagine
that both Bob and Alfredo have become ethical and now would feel guilt
if one defected when the other cooperated. Should they do this, their guilt
results in a subtraction from the payoff points shown in the figure.

a. What is the smallest value of this guilt that each feels that would make
Defect no longer be the dominant strategy?

b. If Alfredo but not Bob acquired this “defection guilt” so that for him
defecting on a cooperator was no longer a best response, but Bob
continued with the values (and payoffs) in the figure, is there a Nash
equilibrium of the game, and if so, what is it?

117 COORDINATION SUCCESSES: AN INVISIBLE
HAND GAME

The characteristic of what we call an Invisible Hand Game is that it has a
single Nash equilibrium that is Pareto efficient. Apologies to Adam Smith:
our game is much simpler than Smith’s reasoning and Smith did not use
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Figure 1.15 The Corn-Tomatoes Game: An Invisible Hand Game. The players’ best
responses are indicated by dots (Arkady) and hollow circles (Barbara). Arkady's
payoffs are listed first in the bottom-left corner. Barbara’s are listed second in the
top-right corner. The game captures Adam Smith’s ideas of specialization and
gains from trade (that is, the opportunity to obtain economic rents from trade).

Barbara
Corn Tomatoes
= 2.5 2
5
=) 1 2
£ g
< o 4 1
8
£
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ideas like Pareto efficiency. But our Invisible Hand Game illustrates Adam
Smith’s core insight that through the competitive buying and selling of
privately owned goods on competitive markets, self-interested people can
implement outcomes that are by some standards socially desirable (we spell
out what this means and the conditions under which it might come about
in Chapter 14).

Consider a 2-by-2 game with two players, Arkady and Barbara, both
farmers. Each player can choose one of two strategies: planting corn or
planting tomatoes. The payoffs that they assign to the various outcomes of
the game are provided in the matrix in Figure 1.15, which we call the Corn-
Tomatoes game.

The payoff matrix reflects two facts about the problem that the two

farmers face.

* Either because of their skills or the nature of the land they own, Arkady
is better at growing tomatoes; Barbara is better at growing corn.

* They both do poorly when they produce the same crop because the
increased supply of whichever good it is that they both produce drives
down the price.

INVISIBLE HAND GAME An Invisible Hand Game has a single Nash equilibrium
that is Pareto efficient.



OUP CORRECTED PROOF - FINAL, 11/9/2021, SPi‘

Assurance Games: Win-Win and Lose-Lose Equilibria

The Nash equilibrium of the Corn-Tomatoes game is (Tomatoes, Corn),
that is, Arkady plants tomatoes, and Barbara plants corn, at which the
players receive payoffs (4,4). The equilibrium (Tomatoes, Corn) is Pareto
efficient as there is no alternative outcome which is Pareto superior to it.
This is the best they could do. There was no need for them to explicitly
agree on how to coordinate to achieve this result.

Just as in Adam Smith’s reasoning about his invisible hand, Arkady and
Barbara, are in a situation in which by simply following their self-interest
they coordinate to their mutual benefit.

CHECKPOINT 134 Invisible Hand Game Which entries in the payoff
matrix would you have to compare in order to show the following:

a. They each do better when Arkady specializes in tomatoes and Barbara
specializes in corn then vice versa.

b. They each do worse when both produce the same crop.

c. Growing corn is Barbara’s dominant strategy.

d. Arkady growing tomatoes and Barbara growing corn is the dominant
strategy equilibrium.

e. Explain why the Nash equilibrium of the game is Pareto efficient.

112 ASSURANCE GAMES: WIN-WIN AND
LOSE-LOSE EQUILIBRIA

Return to the farmers in Palanpur. There are two Nash equilibria in this
game, one in which both participants Plant Early and one in which both
Plant Late. The best response to the other farmer’s planting early is also
to plant early, while the best response to the other farmer’s planting late
is also to plant late. The outcome where both farmers plant early is Pareto
superior to the outcome when both farmers plant late.

The players do not have any conflict of interest: both would share equally
in the gains from cooperation, should they find a way to coordinate on
planting early. The problem for the real-life farmers of that village is that
they are stuck in the Pareto-inefficient Nash equilibrium of what is called
an Assurance Game. Their challenge is how to move to the Pareto-superior
Nash equilibrium.

This could happen if all the participants had confidence (were assured)
that the other participants also play the strategy yielding superior outcome.
This is why it is an “Assurance Game.”

Figure 1.16 is the payoff matrix for two players, Aram and Bina, choosing
when to plant their millet in the village of Palanpur, India. (It is the same
as the earlier figure about the two farmers, except that we now have
numbers representing the farmers’ payoffs.) Coordination failures arise
in the Assurance Game because of positive feedbacks: if one plants late
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Figure 116 Planting in Palanpur: an Assurance Game. In panel (a), Aram’s payoffs
are listed first in the bottom-left corner. Bina’s payoffs are listed second in the
top-right corner. Aram’s best responses are shown by the solid point and Bina's
are shown by the hollow circle. The Nash equilibria of the game are (Plant Early,
Plant Early) and (Plant Late, Plant Late), with payoffs (4,4) and (2,2). The Plant Early
Nash equilibrium is Pareto efficient. The Plant Late equilibrium is not. In panel (b),
the payoffs are plotted against each other. Aram’s payoffs are plotted on the
horizontal axis, increasing as you move rightward. Bina’s payoffs are plotted on
the vertical axis, increasing as you move upward.
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the more is the incentive for the other to plant late, and vice versa. The
strategies are strategic complements.

CHECKPOINT 115 Graphing Palanpur

a. Usingthe graphical method for identifying Pareto-efficient outcomes as
shown in Figure 116, show which outcomes in the Palanpur game are
Pareto efficient.

b. Can you explain why a and c are Nash equilibria?

STRATEGIC COMPLEMENTARITY Strategic complementarity exists when (a) a
strategy is a strategic complement to itself: the payoff to playing a particular
strategy increases as more people adopt that strategy as a result of some form of
positive feedbacks, or (b) one strategy and another are strategic complements to
each other. In this case, for two activities A and B, the more that A is performed,
the greater the benefits of performing B, and the more that B is performed, the
greater the benefits of performing A.
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Social media, dating platforms, and other matching services are examples

Assurance game and strategic complementarity

of strategic complementarities. They are more valuable to everyone if many
people participate.
Strategic complementarity exists when either of two conditions hold.

1. A strategy is a strategic complement to itself: The payoff to playing a
particular strategy increases as more people adopt that strategy as a
result of some form of positive feedbacks. Plant Early in Palanpur is an
example. Dating platforms are another. The strategy could be “Open a
dating app account”” The positive feedback arises because the more that
other people are using the dating app the more people you will “meet”
(which is better for you and better for them). Tinder, Bumble, OkCupid,
Hinge, Grindr, and other dating apps are social platforms illustrating
what are called network externalities or network external effects which
occur when the benefits to members of a social or physical network
increase when more people join the network. In this case the strategy
of joining the network is a strategic complement to itself.

2. One strategy and another are strategic complements to each other: The
payoff to playing one strategy (say, A) is greater the more people adopt
the other (B). In this case we say that strategies A and B are strategic
complements. An example is the Invisible Hand Game shown in Figure
1.15. The payoff to Arkady from planting tomatoes is greater if Barbara
plants corn (instead of tomatoes), and the payoff to Barbara from plant-
ing corn is greater if Arkady plants tomatoes (instead of corn). Growing
corn and growing tomatoes are strategic complements.

We predict and evaluate the possible outcomes of the Planting in Palanpur
Game using the concept of best response (using the dot and circle method
introduced earlier). We see that the game has two Nash equilibria (Early,
Early) with payoffs (4, 4) and (Late, Late) with payoffs (2, 2). The outcome
(Early, Early) is Pareto superior to (Late, Late) and it is Pareto efficient
because no alternative outcome is Pareto superior to (Early, Early).

Even though there is a Pareto efficient Nash equilibrium, that does not
guarantee players will actually play it. A population-like the people of
Palanpur—may get stuck in the Pareto-inferior Nash equilibrium. From the
Assurance Game we have learned two things applicable across many kinds
of social interaction:

ASSURANCE GAME An Assurance Game is a two-person, symmetric, strategic
interaction with two strict Nash equilibria, one of which is Pareto superior to the
other.
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« the fact that a Pareto-efficient outcome is a Nash equilibrium does not
mean that it will be the one we observe; getting there is not assured; and
e in cases where there is more than one Nash equilibrium, we need
more information than is provided by the Nash equilibrium and Pareto-
efficiency concepts to make a prediction about the strategy profiles we

will see in practice.

The second requirement to make a prediction—called equilibrium selection—
becomes a serious challenge in cases where, unlike the Assurance Game,
the players disagree about which equilibrium they would like to occur. This
is the case in the next game in our catalog.

CHECKPOINT 116 Assurance Game Which payoff table entries would
you have to compare in order to show that:

a. Planting early is Pareto efficient.

b. Planting late is a Nash equilibrium.

c. The best response to the other planting early is to plant early.

113 DISAGREEMENT GAMES: CONFLICT ABOUT
HOW TO COORDINATE

An example of what we call a Disagreement Game is illustrated in Figure 1.17.
In a Disagreement Game there are two Pareto-efficient Nash equilibria and

Figure 1.17 The Language Game: A Disagreement Game. The players need to
coordinate on an equilibrium, but each player prefers one equilibrium to the
other, so there is a conflict of interest. If they fail to coordinate on one of the Nash
equilibria because of the conflict of interest, the outcome will be a coordination

failure.
Ben
Improve Stick to
Swahili English
SEZ 2 0
f_, ]
= A 0
a8 o =
= 3° 1 4
)
ES 1 2

DISAGREEMENT GAME A game in which there are two or more Pareto-efficient
Nash equilibria that are ranked differently by the players so that in the
two-person case the players prefer different equilibria is a Disagreement Game
(which also goes by other names).
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the players are in conflict over which Nash equilibrium each prefers. But
both of the players prefer both of the Nash equilibria to the other outcomes.
The players’ problem is to find a way to coordinate on one of the Nash
equilibria to ensure that no coordination failure results. They do not want
to end up with an outcome where both of them do worse than at one of the
Nash equilibria.

Consider two players, a home-language Swahili speaker (Aisha) and a
home-language English speaker (Ben) who have recently met. Each person
can speak the other language, but prefers to speak their home language.
They share many common interests but do not communicate as well as
they would like. Each has two strategies: Stick to your home language or
Improve the other language.

Among the possible outcomes are that he could learn better Swahili and
they could routinely converse in that language; or she could learn better
English and they could converse in English. They do not need to both be
fluent in both languages.

So for Aisha, if Ben becomes fluent in Swahili, then her best response is
not to take the time and trouble to improve her English. For Ben, similarly,
if Aisha were to become fluent in English, then he would see little point in
taking the Swabhili courses.

The result is two Nash equilibria (Stick to Swahili, Improve Swahili) with
payoffs (4, 2) and (Improve English, Stick to English) with payoffs (2, 4).
The two Nash equilibria are both Pareto efficient because there are no
alternative outcomes which are Pareto-superior to these strategy profiles.

But, as shown in the payoffs in Figure 1.17, Aisha would prefer the (Stick
to Swahili, Improve Swahili) Nash equilibrium and Ben would prefer the
(Improve English, Stick to English) Nash equilibrium.

The Disagreement Game is similar to the Assurance Game in that:
HISTORY One of the first

e There are two Nash equilibria. game theoretic studies of
coordination problems—by
David Lewis—was concerned
with how we coordinate on a
The Disagreement Game differs from the Assurance Game because: common language.

< Both players do better if they coordinate (that is, speak the same language
at one or the other of these equilibria).

« each player in the Disagreement Game prefers one of the Nash equilibria
while the second player prefers the other, while both prefer the Pareto-
superior Nash equilibrium in the Assurance Game; so as a result

« the players in the Disagreement Game have a conflict of interest concern-
ing which equilibrium gets selected.

Disagreement Games highlight how there can be social interactions with
multiple Nash equilibria, each of which is Pareto efficient, but there may
be no ‘middle ground’ to coordinate on and as a result conflict over who
gets to benefit the most is unavoidable. Both players in the Disagreement
Game would both be worse off out of equilibrium than at one of the
Nash equilibria in the game. They have a common interest in coordinating
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somehow as opposed to not coordinating; but their interests conflict in how
they coordinate.

CHECKPOINT 117 Language Game Label the outcomes of the Language
Game (Figure 117) like we did for the Prisoners’ Dilemma Game in Figure
113. Plot the outcomes using axes with the players’ payoffs, and determine
which outcomes are Nash equilibria and which are Pareto efficient.

114 WHY HISTORY (SOMETIMES) MATTERS

Aswe have seen from Disagreement Games and Assurance Games, strategic
complementarities in games may give rise to more than one Nash equilib-
rium. When this is the case we cannot say which Nash equilibrium is our
prediction of how the game will be played. The best the Nash equilibrium
concept could do is to say that the outcome of the game is likely to be one
of the (perhaps many) Nash equilibria.

We need more information to make a prediction. Think about the Palan-
pur game, and imagine that all you know is the payoff matrix (not how the
farmers played the game in recent years). Though you would be on solid
ground predicting that it is likely that you'd see both farmers planting either
early or late, you would not have much confidence in which it would be.

But now suppose you were told that last year they planted late. Then,
unless they had discovered some way to coordinate a switch to planting
early, you would be correct when you predicted that they would both be
planting late this year too.

When history matters in this sense, we say that outcomes are path
dependent. When the outcome of a game is path dependent, knowing the
recent history of a social interaction is valuable information to predict
which equilibrium will occur. So, quite different equilibrium outcomes—
poverty or affluence, for example—are possible for different groups of
players with identical preferences, technologies, and resources but with
different histories. This is how “history matters.

The Palanpur payoff matrix describes a poverty trap. A poverty trap
occurs when identical people in identical settings may experience either

PATH DEPENDENCE A process is path dependent if the most likely state of
something this period depends on its state in recent periods.

POVERTY TRAP A poverty trap occurs when identical people may experience
either an adequate living standard or poverty, depending only on chance events
of their histories. Poverty in this case is a result of a person’s circumstances, not
personal attributes.
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an adequate living standard or poverty, depending only on chance events
of their histories, for example were their parents rich or poor, or were they
citizens of Norway or Nigeria. The possibility of poverty traps alerts us to
the fact that people may be rich or poor not because of anything distinctive
about their skills, hard work, or other personal attributes, but because of
the situation they find themselves in. Poverty may be inherited as it is in
Palanpur not by anything that parents pass on to children but instead by
the inheritance of a common history.

The same is true about other aspects of how we interact in society, for
example in the ways our lives may be highly segregated in interacting with
people who differ in the groups with which they are identified, whether
that be ethnicity, or religion, or even loyalty in sports teams. Segregation
can be both a cause and effect of group inequalities, or economic differ-
ences between sets of people distinguished by some common attribute .

Figure 1.18 Segregation in
Manhattan, the central
borough of New York City in
2018. The rectangle without
shading is Central Park

CHECKPOINT 118 Drain the meadow: name that game

a. Write down a payoff matrix for Hume's “drain the meadow” game, with
the two actions open to farmers Adams and Brown being “drain” and
“do not drain,” and assuming that the value of the drained meadow (to (2009) using updated 2018 block
each farmer) is 5, the value of the undrained meadow is 3, and if the data from the American Community
two farmers jointly work on the draining it costs them 1 each, while if a  syrvey, 2018,
single farmer does the draining alone it costs him 3.

Source: Sethi and Somanathan

Black Households
b. What kind of game is this? Explain how it might be solved if there were  [@%eto 0%
10% to 15%
just two farmers, and why with many farmers (as Hume wrote) it would Jooe t0 20%

40% to 60%

be “difficult and indeed impossible” for them to agree on a common 0% t0 80%
% to %

course of action to avoid a coordination failure.

115 APPLICATION: SEGREGATION AS A NASH
EQUILIBRIUM AMONG PEOPLE WHO PREFER
INTEGRATION

Segregated communities—whether on grounds of ethnicity, race, religion,
or class—often cultivate intergroup prejudice and hostility and are the basis
for systematic denial of equal dignity to all citizens. The correlates of
segregation typically include systematic deprivation of adequate schooling,
health facilities, personal security, and other necessities of life to a politi-
cally subordinate demographic group. Racial segregation in New York City
is illustrated in Figure 1.18.

GROUP INEQUALITY Economic differences between sets of people
distinguished by some common attribute—men and women and people of
different nations, ethnic or racial groups—are called group inequalities.
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v/ FACT CHECK Two decades
into the twenty-first century in
Seattle, Washington,
unenforceable but still on the
books “racially restrictive
covenants” covering more
than 20,000 homes prohibit
sale or rental to particular
groups. One stipulated that,
“No person or persons of
Asiatic, African or Negro
blood, lineage, or extraction
shall be permitted to occupy a
portion of said property.”?

v/ FACT CHECK
Between-nation group
inequalities are much greater
than within-nations
inequalities as you can see
from this interactive data set
(https:/ /jackblun.github.io/
Globalinc/), which is a link to
CORE global income
distribution data. Another
example of group inequality:
the most educated member of
upper-caste Brahmin
households in India has on
average twice the years of
schooling as the most
educated in lower-caste
households. And in all castes
women have much less
schooling then men.
Membership in all of these
groups—castes, genders,
nations—are accidents of
birth.”
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Segregation often results from deliberate policies of discrimination by
governments, banks, and homeowners. Examples are the apartheid system
of enforced racial separation in South Africa that persisted until 1994
and legally mandated housing segregation in the US—the so-called racial
covenants that were finally outlawed in 1968. Deliberate attempts to sustain
segregated communities continue to the present; in the US for example
in state laws—“single-family zoning”—that effectively make it impossible to
build inexpensive housing in high-income neighborhoods.

But segregation can also result from the uncoordinated decisions of
people who would actually prefer to live in integrated communities. This
counterintuitive result illustrates the use of the Nash equilibrium concept.

It also underlines the lesson already learned from the interaction among
the Palanpur farmers. The lesson is that there may be more than one Nash
equilibrium—one Pareto superior to the other—and a society can find it
difficult to escape the inferior equilibrium. The example of segregation is
also a reminder—like the case of the overfishing Nash equilibrium—that
the fact that an outcome is a Nash equilibrium does not mean that it is
something that the players would choose, if they could coordinate and
decide jointly on the outcome.

The setup of the model

Here is a model. There are two groups of people, Greens and Blues, and
they live in homes arrayed around a circle representing a neighborhood.
The homes are identical except that they may differ in the group identities
of the immediate neighbors. The neighborhood is the circle as a whole. A
household’s immediate neighborhood is made up of the two households on
either side of it.

If a citizen would like to live at some other location around the circle,
they can switch with some other person currently occupying that position,
aslong as the other person is willing. The homes just change occupants with
no money changing hands. We would like to know what the neighborhood
will look like when all the switching that people can do has been carried
out, so that the neighborhood’s composition stops changing.

When no citizen is able to benefit by switching home the distribution of
homes among the groups around the circle is a Nash equilibrium.

Greens and Blues have identical preferences and they care only about
the group identity of their two immediate neighbors. All people in the
neighborhood would prefer to have one neighbor of each group, as is
shown in Figure 1.19. But they are “satisfied” as long as they either have
an immediate neighbor of each group or if both are of their own group.
People are “dissatisfied” if both immediate neighbors are of the other group
An ideal neighborhood, then, is shown above in Figure 1.20 (c): Each person
has one neighbor of each group.
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Figure 119 The preferences of a household depending on the kinds of neighbors
that surrounds it. Household B will either be satisfied or dissatisfied depending
on the groups of neighbors they have. B's choice to play Signal Dissatisfaction or
Do Nothing therefore depends on the composition of their immediate

neighborhood.

(a) Household B has one neighbor of (b) Household B has two neighbors of (c) Household B has two neighbors
each group, their ideal situation, is not their own group, is not dis-satisfied, of the other group, is dissatisfied,
dis-satisfied, and will play Do Nothing and will play Do Nothing and will play Signal Dissatisfied

People have two strategies: “Do Nothing” or “Signal Dissatisfaction.” Sig-
naling dissatisfaction means being willing to switch positions with another
person—anywhere in the neighborhood—who has also “signaled dissatis-
faction” People are willing to switch only if they prefer the new location to
their old location. For this reason people of either group will never switch
with a person of the same group. This is because, for example, if a Green
is dissatisfied with her current location and would like to move, all other
Greens would be equally dissatisfied were they to take her position, so no
other Green would agree to a switch. So all of the switches will be with
different groups: a Green will switch with a Blue, but a Blue will never switch
with a Blue and a Green will never switch with a Green. This means that
switches will change three things:

« both switchers’ own immediate neighbors: for the two who switched, they
now have immediate neighbors that differ in their group identity from
before the switch (this is the reason for the switch);

« the switcher’s new immediate neighborhood: those on either side now
experience having a neighbor of a new group identity given the switcher’s
arrival and the previously dissatisfied person’s departure; and

« the switcher’s old immediate neighborhood: those who were previously
on either side of the switcher have a neighbor of a new group given
the arrival of the person with whom the previously dissatisfied person
switched.

A segregated Nash equilibrium

We begin with 6 Greens and 6 Blues occupying alternating positions in
the 12 “houses” at the locations on the circle that are numbered as if from
time on a clock (so, 12 is the top). The twelve homes on the circle are “the
neighborhood” We call the assignment of different groups to the homes
around the circle in Figures 1.20(b) and (c): an allocation. An allocation in
this game is an assignment of homes to the groups at a given stage of the
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12

6

(a) The circle as a clock

Figure 1.20 The neighborhood and the citizen’s ideal integrated outcome. Panel
(a) is the “geography” of the neighborhood, showing that, for example, the citizen
at position 2 on the circle has two immediate neighbors, the people at positions 1
and 3. Panel (b) shows that the person at position 2 is a Blue and her two
immediate neighbors are both Greens is just a starting point at which the
neighborhood is as integrated as possible in the sense that the two immediate
neighbors of each citizen are of the other type. Panel (c) shows the distribution of
types across locations that the citizens prefer: each citizen has one immediate
neighbor of each type.

(b) The baseline (c) The citizens' ideal integrated neighborhood

game. The allocation before the game starts is the initial allocation. The
allocation after the game ends is the final allocation.

The game proceeds as follows.

At each step, each of the 12 people plays either Do Nothing, or Signal
Dissatisfaction. Their choice of a strategy is known to all other players.

Then, one of the 12 citizens is randomly selected and given the opportu-
nity to make a switch if she wishes and can find another person willing who
has also signaled dissatisfaction and is willing to make a switch.

At step 1, for example, we might ask the Green at position 10 o'clock in
Figure 1.22 (a) below if she would like to switch. She would, because both
of her neighbors are Blues (she signals “D” as in the figure). Whether she
is able to make a switch depends on whether there are others who have
chosen the strategy Signal Dissatisfaction. Because everyone else is also
dissatisfied, she has many choices.

Suppose she switches with her friend and immediate neighbor, the Blue
at position 11 (who is also signaling “D”), shown by the colors of position 10
and 11 changing from Panel a Start to Panel b Step 1. The two people are
still friends and neighbors, but each now also has a same-group neighbor
on the other side.

Suppose, next, that it is the Blue at position 1 who is picked to stay
or switch. If he plays “Signal Dissatisfaction” (D), he could switch with



OUP CORRECTED PROOF - FINAL, 11/9/2021, SPi‘

Application: Segregation as a Nash Equilibrium Among People Who Prefer Integration

his friend at position 8. We continue this process until either no one is
dissatisfied, or if someone is dissatisfied, there are no others playing the
strategy Signal Dissatisfaction with whom a switch is possible. This process
could continue as shown in the figure, resulting at the end of three steps in
the completely segregated neighborhood shown in Figure 1.22 (d).

At step 4 (not shown), each of the 12 would choose the strategy Do
Nothing, because 8 of them have members of their own group as neighbors

Figure 1.22 From integration to a segregated Nash equilibrium. The figure shows
one of many possible progressions from an integrated non-equilibrium situation
to an entirely segregated Nash equilibrium. Panel (a) shows the starting point
from the previous figure. In step 1 the Green at position 10 and the Blue at
position 11 switch positions, shown by the double headed arrow, and resulting in
the neighborhood shown in panel (b). The remaining panels show the successive
steps to the final fully segregated Nash equilibrium. A “D” next to a household’s
position indicates that that household is signaling dissatisfaction and will switch
places with the other household signaling dissatisfaction in the next stage.

.

(a) Start (b) Step 1: 10 and 11 trade

D

c) Step 2: 1and 8 trade d) Step 3: 3 and 6 trade; Complete Segregation

Figure 1.21 Thomas Schelling
(1921-2016) was an American
economist who won the Nobel
Prize in economics in 2005 for
his contributions to our
understanding of conflict and
cooperation in what are now
called “non-market social
interactions” that go beyond
simple exchanges of the type
typically taught in economics
courses. He sought to

establish “an
inter-disciplinary...theory of
bargaining...that could be

useful to people concerned
with practical problems.” The
model of segregation here is
based on his work.™

Photo by Alvaro
conde/wikimedia.org
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EXAMPLE As a practical
matter, they would not have to
implement their ideal
integrated solution. Taking
account of some of the
policies promoting segregated
communities (that are not in
the model), for example, they
could vote to repeal
“single-family zoning”
regulations that, in the US,
promote more homogeneous
neighborhoods by limiting the
kinds of housing (including
lower-cost housing) that can
be constructed in the
neighborhood.
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only and the other four have one neighbor of each group. So no one is
dissatisfied. As a result, we observe no further moves: the allocation is
stationary (meaning unchanging). It is a Nash equilibrium.

Avoiding outcomes that nobody prefers

The conclusion is not that complete segregation will necessarily be the
result. This is true for two reasons.

e There is also a Nash equilibrium that is integrated rather than segre-
gated. In Figure 1.20 (c), the allocation has each person’s immediate
neighborhood composed of both groups. You can confirm that, like the
completely segregated allocation, this integrated allocation is also a Nash
equilibrium: every citizen has their ideal immediate neighborhood, so no
citizen is dissatisfied and each are best responding with Do Nothing. This
allocation could have come about by the same rules of the game that
resulted in complete segregation. It was just a matter of chance whether
the ideal or fully segregated neighborhoods occurred. This is an example
of implementing a desirable allocation within the given set of rules of the
game.

e The citizens could play the game cooperatively rather than non-
cooperatively. If the citizens had realized that playing the game non-
cooperatively could lead them to a complete segregation outcome that
nobody wanted, they could have acted cooperatively—that is jointly
agreed—to implement their ideal allocation. This is an example of
implementing a desirable allocation by changing the rules of the game:
agreeing to act jointly was not an available strategy in the noncooperative
variant of the game above.

The outcome in the segregation model shares three features with a game
representing what would appear to be a very different situation: Planting in
Palanpur.

* A Pareto-inferior Nash equilibrium: There is a Nash equilibrium—planting
late and a segregated community—in which everyone is worse off than
they could be at some other allocation.

* A path-dependent outcome: History matters because an outcome that is
preferred by all participants is also a Nash equilibrium, so if the preferred
outcome were to occur, it could persist.

e A change in the rules of the game can avoid the inferior outcome: By
coordinating their actions—changing the interaction to a cooperative
game—they could escape the Pareto-inferior outcome

In these three respects the two interactions—when to plant and where to
live—are not unique or even unusual in these three respects.
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a. Show that the segregated neighborhood in Figure 1.22 is a Nash equilib-
rium.

CHECKPOINT 119 Segregation as a Nash equilibrium

b. Explain why the ‘ideal neighborhood’ in Figure 1.20 is also a Nash
equilibrium.

116 HOW INSTITUTIONS CAN ADDRESS
COORDINATION PROBLEMS

Game theory has given us a catalogue of coordination problems: Prisoners’
Dilemmas, Invisible Hand Games, Assurance Games, and Disagreement
Games (there are many more!). Knowing how the structure of these games
differ will help to diagnose the nature of a coordination problem and to
devise policies and constitutions—changes in the rules of the game—to avoid
a coordination failure.

Changing the rules of the game

This is an example of using the concept of equilibrium to understand how
to change an undesirable outcome. The idea is simple: a change in the rules
of the game can eliminate an undesirable Nash equilibrium, so that it is no
longer our prediction of how the game will be played. Instead it may be
possible to make some preferable strategy profile a Nash equilibrium which
then could be the predicted outcome of the game.

A common approach to averting coordination failures in a Prisoners’
Dilemma is to devise policies or institutions that transform the payoff
matrix so that the game is no longer Prisoners’ Dilemma. There are two
possibilities to consider:

« change the Prisoners’ Dilemma to an Assurance Game; or

« change the Prisoners’ Dilemma to an Invisible Hand Game.

Changing the Prisoners’ Dilemma game into an Assurance Game means
making the mutual cooperate outcome a Nash equilibrium (it was not in
the Prisoners’ Dilemma) even if mutual defect remains a Nash equilibrium.
In section 5.12 we show that one way this can be accomplished is to let the
same players interact many times in what is called a repeated game. In this
setup cooperating to restrict fishing can be sustained as a Nash equilibrium
because those who defect—overfishing and exploiting the cooperation of
others who fish less—can be punished in future interactions.

The second option, the one we will explore here, is more ambitious:
converting the game from a Prisoners’ Dilemma to an Invisible Hand Game.
To see how this might work, remember that the coordination failure that
results in the Prisoners’ Dilemma is a consequence of the fact that players
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M-CHECK Because
y—w+x <w, Cooperate is
now a best response to
Cooperate and (Cooperate,
Cooperate) is a Nash
equilibrium. Cooperate is also
a best response to Defect
(because w > z), so Cooperate
is the dominant strategy with
the liability rule in force, and
(Cooperate, Cooperate) is the
dominant strategy
equilibrium. Note too that
X+ < 2w, which is important
for the liability rule to work.

take actions that inflict costs on others—negative external effects—that are
not part of their thinking when they decide what to do.

To see that internalizing these external effects can address the coor-
dination failure, we examine the implementation of a liability rule in the
Fishermen’s Dilemma. Tort is a branch of law dealing with damages inflicted
by one person on another (or another’s property). Among other things, tort
law establishes the responsibility—called the liability—of the person inflict-
ing the damages to compensate the harmed individual. The requirement to
compensate the harmed individual internalizes the external effect.

Compensating for external effects by liability law

How would a liability system work in the Fishermen’s Dilemma? Look again
at Figure 1.14. We will let the payoff numbers measure something—like kilos
of fish caught—that can be transferred from one fisherman to another.

Suppose Alfredo and Bob decided to jointly adopt “Cooperate” (Fish 10
hours) as an agreement. In their agreement, they also choose to adopt a
liability rule requiring compensation be paid to the other party if one’s
actions result in lower payoffs than would have occurred had the agreement
to cooperate (fish only 10 hours) been observed.

With the liability rule the following will happen:

- if both Cooperate as they have agreed, then they both get 3 as before;
« if Alfredo Defects on Bob (plays Fish 12 hours), Alfredo initially gets 4;

 but because of the liability rule, then Alfredo must compensate Bob for
the costs that his defection inflicted on Bob, who got a payoff of 1 rather
than 3 (the payoff Bob would have obtained had Alfredo not violated the
agreement);

* so, Alfredo pays Bob 2 who ends up with 3; Alfredo ends up with 2.

We can use these changes to the payoffs to construct a transformed payoff
matrix. The transformed payoff matrix for Alfredo’s and Bob’s payoffs is
given by the entries in Figure 1.23.

Did the change in the rules of the game work? Put yourself in Alfredo’s
position, contemplating defecting on Bob. If he honors the agreement and
fishes 10 hours, like Bob he gets 3. If he defects and fishes 12 hours he ends
up with 2 after having paid Bob the compensation required by the liability
rule. So Defect is no longer a best response to Bob playing Cooperate; Bob
will honor the agreement. If Bob were to consider defecting on Alfredo, he
would reach a similar conclusion.

From Figure 1.23 using the circle-and-dot method you can see that
(Cooperate, Cooperate) is now the only Nash equilibrium. Redefining prop-
erty rights—to take account of liability for damages—can implement a
Pareto-efficient outcome by inducing each player to account for how his
actions affect the other player. By redefining property rights to include the
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Figure 1.23 Fishermen'’s Dilemma with a liability rule. Players can implement a
desired outcome by transforming property rights using a liability rule (the harm a
player does to another player is deducted from their payoff). This payoff matrix is
based on Figure 114 modified by the liability rule. Alfredo’s payoffs are listed first
in the bottom-left corners and shaded blue. Alfredo’s best responses are shown
by the solid point. Bob's are listed second in the top-right corners and shaded
red; his best responses are shown by the hollow circle.

Bob Bob
10 hours 12 hours 10 hours 12 hours
(Cooperate) | (Defect) (Cooperate) | (Defect)
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5C ER
g3 2
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y - (w - x)

(a) Liability rule with numbers

liability of the damages (external effects) that one inflicts on others, we have
transformed the game to an Invisible Hand game.

CHECKPOINT 1.20 Limited liability by the numbers Use the model of the
liability rule in Figure 1.23 to complete the following tasks.

a. Redraw the payoff table, but substitute in the values for x,y,w and z
from Figure 112. (Hint: the payoffs should only be 2s and 3s).

b. Solve your new game using best response analysis (the circles-and-dots
method) to find the Nash equilibrium of the game. What is it? Explain.

c. Does either player have a strictly dominant strategy? Is there a dominant
strategy equilibrium? Explain.

117 GAME THEORY AND NASH EQUILIBRIUM:
IMPORTANCE AND CAVEATS

We have started off this introduction to modern microeconomics with
game theory. The reasons are that

e Many important economic relationships—in labor markets, families,
credit and financial markets, between citizens and governments, among

(b) General liability
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neighbors, between nations seeking to address climate change, and many
more—are strategic, and require the tools of game theory.

 Focusing on people as actors often in conflict with each other, but also
sharing common interests, is essential to economics as a social science,
and game theory allows us to do this.

» How these interactions work out depends on the institutions that regu-
late them, and game theory allows us (even requires us) to be very specific
about the varieties of possible rules of the game under which we now
interact, and how we might change these rules for the better.

For game theory the Nash equilibrium is a key economic idea and it provides
away to answer the question: What will be the outcome if each of the actors
adopts a strategy that will not lead any other actors to change what they
do?

In many situations the Nash equilibrium among players who indepen-
dently pursue their individual interests provides a good prediction of what
we observe in the real world. But not always. We will consider three
caveats.

* Individualism: Overlooked opportunities for collective, not just individual
best responses to the strategies of others.

¢ Equilibrium selection: The need for a method to predict outcomes when
there is more than a single equilibrium.

» Dynamics: We are interested in what happens out of equilibrium, in part
because we need to know an equilibrium will come about.

The predicament of the Palanpur farmers illustrates the first caveat. If
the farmers could have all agreed to plant early—as would be the case
in a cooperative game—then they could have easily solved their planting
late problem. However, following what one of the farmers said (we quoted
him in the introduction), we assumed in modeling their situation that an
agreement among the entire set of players was not possible.

But in using the Nash equilibrium concept we went to the other extreme:
we assumed that an outcome would be an equilibrium (meaning undis-
turbed by any players changing their strategy) as long as no single individual
(acting alone) could do better by altering strategy. But perhaps two or three
jointly deciding to plant early could have done better.

A more adequate equilibrium concept would take account of collective
best responses where there is reason to think that small groups might be
able to decide to act together even when the entire population could not
jointly coordinate.

The second caveat—about equilibrium selection—is not a criticism of the
Nash equilibrium concept itself. Instead, it is a reminder that the Nash
equilibrium concept by itself is insufficient to make predictions in cases
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where there are two or more Nash equilibria, as in the Planting in Palanpur
Game, the Language Game, and the model of residential segregation. In
these cases, knowledge of the recent past play of the game would be an
important part of making predictions based on the Nash equilibrium.

We will return to the third caveat—about understanding what happens
out of equilibrium—-when we consider such questions as firms, decisions
whether or not to enter an industry and how a group of buyers and sellers
could get to a competitive equilibrium (Chapters 9 and 14).

CHECKPOINT 1.21 Equilibrium selection How does the Disagreement
Game shown in Figure 117 illustrate the need for a method of equilibrium
selection in order to predict the outcome of the game? Why does a similar
problem not arise in the Prisoners’ Dilemma?

118 APPLICATION: COOPERATION AND
CONFLICT IN PRACTICE

If all that is needed to address a coordination failure is to require that people
pay the costs that their actions impose on others then why are coordination
failures so common?

Overexploitation of fisheries is an international problem that humans as
a world community have failed to solve. Many overexploited fisheries will
not recover for a long time. But local communities and groups of fishermen
have found ways to combat overfishing, and we can learn from what they
do. Many groups—from farmers to fishermen—face equivalent problems
worldwide. These outcomes provide a concrete motivation to study the
Prisoners’ Dilemma Game and other coordination problems.

What we learn from these games is that an effective liability rule requires
two things:

« the injured party or the courts have to have verifiable information (that
is information sufficient to enforce the liability aspect of the property
right); and

e there has to be a court or some other body willing to and capable of
enforcing the contract.

When we turn from game theory to the study of real fishing communities
we find that both conditions are unlikely to be met, which is why the over-
exploitation of fisheries continues in many cases.

e Limited information. The lack of verifiable information is common in
social interactions and this limits the policies that governments or private
actors can design in response to the persistence of Pareto-inefficient
Nash equilibria.
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« Conflicts of interest. Governments may not have the capacity or the will
to enforce the necessary policies especially in cases where doing this
would impose costs on a powerful group. An example is the failure of
many countries to address the problem of climate change, which is in part
the result of the fossil fuel companies’ opposition to putting a sufficiently
high price on carbon emissions.

Fishing communities, of course, are not acting out a tragic script, as were
the herders in Hardin’s tale about the tragedy of the commons. They are
not prisoners of the dilemma they face. Real fishermen are resourceful and
seek solutions to the problem of overfishing.

e Lobstermen in the US state of Maine limit how many lobster they catch
using highly local restrictions on who can set traps where (the state
government provides the legal framework for this).®

 Turkish fishermen allocate fishing spots by lottery and then rotate the
spots so the distribution is fair.’®

¢ The fishing community of Kayar in Senegal adopted the rule that only one
trip to the fishing grounds per day is permitted (a bit like Alfredo and Bob
limiting their hours of fishing) and appointed a committee to check that
the rule was being observed. They also limited the number of boxes of
fish that could be offloaded by a single canoe."”

« Shrimp fishermen in Toyama Bay, Japan have a rule that they offload their
daily catch at the same time and place, so that the size of each boat’s catch
would no longer be asymmetric information.'®

These rules and practices based on small local fishing communities are
often disrupted by the entry of other groups whose members are not
bound by the local rules. Conflicts of interest within the local community
also sometimes limit the effectiveness of attempts to limit the catch. One
reason is that restrictions on fishing are often supported as a way to raise
the wholesale price of fish and hence the incomes of fishing families. But
fish sellers—who buy the fish wholesale at the port and then sell to local
consumers—would profit if they could pay less.

The rules regulating access to fishing that we see in existence are a small
selection from a much larger set of rules that people have tried out at some
point. What we see are the institutions that have succeeded well enough
to allow the communities using them to persist and not to abandon their
rules. The persistence of such rules does not require the rule to implement
a Pareto-efficient outcome; it only requires that the rule be reproduced
over time by people adhering to it. By this reasoning, even if the rules of
the game do not implement Pareto-efficient outcomes, we might expect a
fishing community that has hit on a way of sustaining cooperation in the
long run to do better in competition with groups that overfish, and that
successful groups may be copied by other groups.
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CHECKPOINT 1.22 Institutions and Palanpur: why history matters Sup-
posing that the only voters involved in approving the Palanpur village coun-
cil's decision to require planting early were themselves farmers. Explain why
they would unanimously support the measure. What would happen if after
implementing the law requiring early planting one year, the next year the
law was revoked?

119 CONCLUSION

Early in 2021 the people of the world faced urgent questions: What are the
rules that should govern the distribution of the newly available COVID-19
vaccines? Should the most vulnerable be vaccinated first, irrespective of
their income or nationality? Should those deemed to be essential workers
also have priority? Should governments determine the order of priority
or should those willing and able to pay substantial sums have access to
vaccinations first? If schools will be open for a limited number of students,
whose children should have priority?

These are all questions about the right rules of the game, ones that avoid
coordination failures, and also are consistent with other criteria possibly
including, for example, the values stressed by the classical philosopher-
economists such as liberty, dignity, and fairness.

The classical institutional challenge which we stated was “How to design
institutions so that people could be left free to make their own decisions
and at the same time avoid outcomes that were inferior for everyone?”

With the terms you have learned this can now be rephrased “How can
social interactions be structured so to avoid Pareto-inefficient Nash equi-
libria resulting from people’s choice of their own actions?” The Fishermen’s
Dilemma is an example of a challenging coordination problem because an
inefficient outcome is the unique Nash equilibrium. The negative external
effect of overfishing in our model is intended as an analogy for coordination
problems going far beyond the lake they share. The analogy includes the
external effects of burning carbon-based fuels and the resulting change
in global climate or the external effects associated with the spread of a
pandemic.

To study a game and its likely outcomes and also how to improve these
outcomes we have proceeded in three steps:

« first, use the Nash equilibrium concept to identify one or more likely
outcomes of the game;

 second, use Pareto comparisons to identify outcomes that are “worse for
everyone”; and

« third, devise changes to the relevant institutions—the rules of the game—
or that would shift the population to a superior Nash equilibrium either
pre-existing (as in the case of Planting in Palanpur, or the segregation
case) or novel (as with the transformed Prisoners’ Dilemma Game).
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We have illustrated the third step by a legal remedy: the introduction of tort
liabilities for damages in the Prisoners’ Dilemma Game so as to internalize
the external effects accounting for the coordination failure.

This approach—using game theory to understand how the workings of
the economy and society might be improved—draws on three foundational
concepts:

 The rules of the game as a description of the situation in which individuals
take their actions;

* Best response or what we call “doing the best that you can” under the
circumstances defined by the rules of the game and the actions of others
(elaborated further as constrained optimization in Chapter 3); and

* Nash equilibrium as a way of understanding, given the rules of the game,
how the best responses that people take will implement some societal
outcome.

These three ideas will be deployed together in each of the chapters that
follow. Whether the question at hand is how best to organize a work
team or business or to develop government policies to address the climate
emergency and to achieve a more just economy, these ideas can be used to
devise new rules of the game that improve how the economy works. Taken
as a whole this toolkit conveys a simple message: better outcomes require
better rules of the game.

MAKING CONNECTIONS

Institutions and the rules of the game: To predict or explain the outcome
of a social interaction, it is essential to know the “rules of the game” that
determine who knows what and when, who gets to do what and when and as
a result who gets what.

Equilibrium: Equilibrium describes an outcome that will persist until some
aspect of the situation is altered as a result of externally caused changes. A
Nash equilibrium is a special kind of equilibrium widely used in economics.

External effects: People often take actions without considering the effects
of these actions on others. The resulting external effects—positive and
negative—pervade social interactions.

Pareto inefficiency of Nash equilibria: A common result of these external
effects is that the outcomes of social interactions (the Nash equilibria of the
games) are Pareto inefficient, meaning that opportunities for mutual gains
remain unrealized.



Rents: When players interact they face opportunities for mutual benefit, or
common interest. But this creates opportunity for rents and for a conflict over
how the benefits resulting from the interaction will be distributed.

Policy and changes in the rules of the game: Improving property rights
(such as making people legally responsible for the harms they inflict on others)
can lead people to internalize external effects. Other institutions that would
facilitate people making decisions to act jointly can also provide solutions
to coordination problems. Policy may result in a shift to a Pareto-efficient
equilibrium.

Positive feedbacks, increasing returns, and strategic complemen-
tarity: Often players’ strategies are strategic complements due to positive
feedback and increasing returns. As a result, in some social interactions there
may may be many equilibria as in the Assurance Game and the Disagreement
Game.

IMPORTANT IDEAS

institutional challenge
coordination problem

player

strategy

dominant strategy equilibrium
interdependence

Prisoners’ Dilemma

Invisible Hand Game
increasing returns

poverty trap

fallback

next best alternative

best response (weak/strong)
dominance (weak/strict)
institution

positive external effect
(non)cooperative games
Assurance Game

strategic complement
liability rule

Pareto superior/inferior

Pareto efficient

(economic) rent

payoff

Nash equilibrium

negative external effect
tragedy of the commons
Disagreement (Language) Game
path dependence

positive feedback




CHAPTER

PEOPLE

PREFERENCES, BELIEFS, AND CONSTRAINTS

How selfish soever man may be supposed, there are evidently some principles in his
nature, which interest him in the fortune of others, and render their happiness necessary
to him, though he derives nothing from it, except the pleasure of seeing it.

Adam Smith,
The Theory of Moral Sentiments (1759), Chapter 1

DOING ECONOMICS

This chapter will enable you to:

Understand that people make decisions based on the actions open to them (constraints),
which of these possible actions they believe they must take to bring about the outcomes
(beliefs) they most prefer (preferences).

Use this approach to analyze economic situations involving risky outcomes, bargaining,
and contributing to the public good.

Analyze sequential games and games with multiple Nash equilibria, showing how being
the first mover in these games may confer advantages on a player.

Explain the institutional challenges arising in the case of public goods and common
property resources.

Show that experiments based on this “preferences, beliefs, and constraints approach”
provide evidence that people’s preferences go beyond self-interest and include generos-
ity, reciprocity, fairness, and hostility toward others.

See how changes in the rules of the game can result in better outcomes for all.

Understand that these other-regarding preferences are as much part of what we consider
to be rational action as is self-interest.

Give examples of the importance of social norms and culture for decision-making and
economic policy-making.
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21 INTRODUCTION: “THE CUSTOM OF THE Figure 21 Farming in Illinois
COU NTRY" is big business.

Photo courtesy of the Illinois Farm

Chicago, a city famous for its pizza, sports, jazz, and its skyline, built its

fortune on the farming of the state of Illinois. Today Illinois farmers use high ) -
tech machinery and advanced business plans, some cultivating a thousand = & ’
acres of land or more. But many of the farmers don’t own the land they -

i

o3
e
cultivate; they rent land and work it as a sharecropper. Sharecroppers are -
farmers—“tenants”~who pay the owners of land a share of the total harvest

that they cultivate.

In the mid-1990s, over half of the contracts between farmers and owners

were sharecropping agreements, and in northern Illinois 95 percent of
these contracts stipulated a fifty-fifty division of the crop between the
owner and the sharecropper. An equal split of the crop means that a
tenant on fertile land will have higher income for the same amount of
effort and other inputs.! Because a tenant on fertile, or high-quality, land
will reap a larger harvest than a tenant on low-quality land, the fifty-fifty
sharecropping contract presents us with a puzzle.

Here’s the puzzle: if half of the crop on poor-quality land is sufficient to
attract tenants, why should the owners of high-quality land give up half
of the crop to their tenants? Those tenants must be earning more than
what was necessary to get them to work the owner’s land. So, why don’t
the owners of the better land propose a tenant’s share less than half, giving
the tenants just enough so that they are willing to farm the land?

We would expect owners to insist on lower tenant’s shares to sharecrop-
pers on higher quality land and offer higher shares to sharecroppers on
low-quality land. Because land varies in quality by small gradations, this
would result in a pattern of sharecropping contracts with a range of shares
depending on the land quality. But this is not what we see. Almost all of the
contracts are fifty-fifty.

Ilinois sharecropping contracts allow the sharecroppers on good land

HISTORY In 1848 the British

to receive income attributable to the superior land quality, income the . .
philosopher-economist John

Stuart Mill noted the striking
lower tenant’s share on the high-quality land. The fifty-fifty split effectively  g|opa( pattern of equal

owners would otherwise have received if the owners had insisted on a

transfers millions of dollars annually from owners to sharecroppers simply division in cropsharing, calling
because of the fifty-fifty division. This is not a peculiarity of Illinois. Fifty- it “the custom of the country”
fifty is the norm in sharecropping around the world. and “the universal rule.”?

Rice cultivation in West Bengal, India during the 1970s provides another
example. There, poor illiterate farmers in villages isolated by impassable
roads for much of the year and lacking electronic communication eked out a

SHARECROPPER A sharecropper is a farmer who cultivates land owned by
another person with whom he or she contracts to give a share (often one half) of
the crop produced.
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EXAMPLE The preferences,
beliefs, and constraints
approach is sometimes called
rational choice theory or the
rational actor model, but we
prefer the more specific label
that we use here as it
identifies the three important
elements making it up.

bare living on plots that average just 2 acres rather than the 1,000-acre plots
farmed in Illinois. The Indian farmers shared one similarity with farmers in
Mllinois: the division between sharecroppers and owners was fifty-fifty in
over two-thirds of the contracts.?

Why was the contract the same in these distant parts of the world? The
short answer is that where most contracts are fifty-fifty, that particular
division is a social norm, something people feel they are morally obliged to
respect. The fact that around the world land owners respect a social norm
that overrides their material self-interest tells us that many people are
committed to acting fairly, being treated fairly, and conforming to ethical
standards of appropriate behavior.

But the sharecroppers in Illinois and West Bengal, like farmers every-
where, are also trying to make a decent living, or even to become affluent.
They are not simply following social norms. They carefully weigh alternative
methods of cultivating their crops at the least possible cost and marketing
their harvest at the highest possible price.

2.2 PREFERENCES, BELIEFS, AND CONSTRAINTS

Understanding economic behavior requires a model that takes account of
what people care about (for example, the farmers’ incomes, and also their
desire to uphold social norms) and how, from the set of actions they are
able to undertake, they adopt those actions that they think will bring about
desired results. We will develop a model of economic behavior based on:

- constraints: the feasible set of actions, meaning actions that are open
to us,

o beliefs: our understanding of the outcomes that will result from the
actions that are open to us, and

« preferences: our evaluation of the outcomes that we believe will result
from the actions we take.

This is called the preferences, beliefs, and constraints approach.

The relationship between these three elements of the preferences,
beliefs, and constraints approach is described below and is shown in
Figure 2.2. Game theory, which you have already studied, is an important
example of the preferences, beliefs, and constraints approach.

PREFERENCES, BELIEFS, AND CONSTRAINTS APPROACH According to this
approach, from the feasible set (which includes all of the actions open to the
person given by the economic, physical, or other constraints she faces), a person
chooses the action that she believes will bring about the outcome that she values
most as given by her preferences.
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Figure 2.2 Preferences, beliefs, and constraints. The actor may choose from a set
of feasible actions (the constraint set on the left). Combining that set with her
beliefs about the outcome produced by each of the actions in the constraint set,
she then has a set of outcomes that she believes are feasible, depending on her
choice of an action. From all of these outcomes in the set believed to be feasible,
she identifies the one that is ranked highest according to her preferences and
then takes the action that she believes will bring about this outcome.

Beliefs Preferences
(which actions result (evaluation of
in which feasible outcomes) fea5|ble outcomes)

S0\

Set of
outcomes Choice of
believed to an action
be feasible

Constraints
(Feasible set | —»
of actions)

Constraints: Limits on action

From a long list of things a person might consider doing, constraints define
a more limited possible set of actions, namely the shorter list of all of those
so-called feasible actions she can carry out. In the game theory introduced
in Chapter 1, the constraint was the set of possible actions, that is, a list
such as “Fish 10 Hours,” “Fish 12 Hours” or “Plant Early,” “Plant Late”

Constraints may be imposed by personal limitations, by laws of nature,
or by the force of law. A constraint can also reflect a decision by the actor
to eliminate some action from the feasible set of actions on moral grounds,
irrespective of the payoffs. Reasons for eliminating some actions from the
feasible set include keeping promises, not harming a friend, or obeying
the law.

In Table 2.1 we give examples of how the preferences, beliefs, and con-
straints approach can be applied. The list of feasible actions given by
constraints need not be just a list of particular actions, like drive or take
the bus. When marketing their output (first row of the table), the owners
of a firm, for example, can set any price they like (anywhere from 0.00 by
penny increments up to some very high number).

Wealth, the availability of credit, and the prices of goods impose con-
straints on an actor’s consumption. The institution of private property
also imposes limits: it means that theft is not an option for increasing
your consumption. Given private property and in the absence of gifts or
transfers from a government, the total amount of goods and services you

Preferences, Beliefs, and Constraints
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Table 2.1 Applications of the preferences, beliefs, and constraints framework. Real choice situations
are typically not as simple as shown below. The urban resident, for example, may care both about
travel time to work and his carbon footprint.

Preferences
(ranking of all
outcomes)

Feasible
outcomes
(states that
could result
from the
actions)

EE S
(information about
which actions will
result in the
preferred state)

Constraints
(feasible set of
actions)

Firm owner High or low The demand curve Various levels of ~ Maximize profits
prices (how quantity profits
depends on price)
Urban resident Drive or take the ~ How many others Travel time Minimize travel
bus will drive time
Ordering ameal  The menu; your Simple: just order Meal quality, Maximize

payoffs (choose
the meal you
rank highest,
taking account
of the cost)

budget the best you can money left over

pay for

> EXAMPLE The word
“belief” is often used to refer
to spiritual matters (“religious
beliefs”); but in game theory a
belief is a statement about
how the world works, namely
what action is required to
bring about some particular
outcome.

can consume is limited by your wealth and how much you can borrow. So
when we study someone’s consumption, their budget constraint is a critical
factor as people have a certain budget determined by wealth, access to
credit, and prices all limiting how much they can buy.

Beliefs: Translating actions into outcomes

Beliefs are a person’s understanding of the outcomes that her actions will
bring about.

In many cases what I must do to get the outcome that I prefer depends
on what other people do. I would like to spend the evening with friends, but
where I should go to make it happen depends on where I think my friends
will go. Given that I cannot communicate with my friends (the batteries in
their phones have run out), my action (where I will go) will therefore depend
on my belief about where I will find my friends.

In Table 2.1 the owners of firms are not constrained to set any particular
price, but if they want to translate their choice of a price into what they care
about—profits—they must form an opinion about the number of units they
will be able to sell at each price. This is the demand curve, and it expresses

BELIEFS Beliefs are an individual's understandings of the relationship between
an action she may take and the outcome of the action.
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the owner’s beliefs about the relationship between their action (the price)
and an outcome (how many goods they will sell).

Preferences: Reasons for preferring one outcome over
another

Preferences are evaluations of outcomes that provide motives for actions.
A person’s preferences are the reason why she takes the action that she
believes will bring about the outcome that is better than or at least as
good as the others. In Chapter 1, preferences were represented by the
payoffs in games that people played. For each player, a strategy profile
was associated with a number—her payoff—and players chose actions that
they believed would result in the strategy profile with their most preferred
(highest payoff) outcome.

In many games, preferences are represented by money payoffs. But,
more broadly, preferences represent the favorable (positive) or unfavorable
(negative) feelings a person has about an outcome that leads them to try to
make an outcome happen (high payoff) or that leads them to try to avoid an
outcome (low payoff). Preferences include:

« tastes (food likes and dislikes, for example);
« habits (even addictions);

« emotions (such as disgust and anger) often associated with visceral
reactions (such as nausea or an elevated heart rate);

« social norms (for example, preferences that induce people to prefer to be
honest or fair); and

 psychological tendencies (for aggression, extroversion, and the like).

The difference between preferences and beliefs is simple. A preference
says: I like the outcome X more than the outcome Y. A belief says: I believe
I can get X to happen if I do some action Q.

Self-regarding and other-regarding preferences

A feature of the preferences, beliefs, and constraints approach is that
it allows us to model choices based on the entire range of preferences
whether they be entirely self-regarding, caring for others (wishing them
well or wishing to harm them), reflecting religious commitments, or any
of the other reasons we may have to value some outcome more than
another.

PREFERENCES Preferences are evaluations of outcomes of one’s actions that
provide motives for taking one course of action over another.

Preferences, Beliefs, and Constraints

EXAMPLE While most
widely used in economics, the
preferences, beliefs, and
constraints approach is also
used in political science, for
example, to understand the
strategies followed by elected
officials seeking to maximize
their chances of re-election,
in law to design criminal or
civil penalties to effectively
deter illegal activity, and even
in biology to study the
evolution of genes, modeled
as if they are “trying to”
increase their numbers.
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HISTORY In 1977 Amartya
Sen wrote “Rational Fools” in
which he pointed out that the
preferences beliefs and
constraint approach ignores
the importance of promises,
what he called commitments.
The reason is that the
approach seeks to explain
behavior entirely on the basis
of the actor’s anticipation of
what her actions will bring
about in the future. Honoring
a past commitment—not
because she would otherwise
feel guilty in the future, but
because it is the right thing to
do—cannot be modeled in the
preferences, beliefs, and
constraints approach.

m People: Preferences, Beliefs, and Constraints

A key distinction about our preferences is whether in evaluating the
results that we believe our actions will bring about (the right-hand part of
Figure 2.2) we think about the results that we ourselves experience only, or
whether we also consider the results that are experienced by others. This
gives us two categories of preferences:

o If we think only about the results experienced by ourselves, we have self-
regarding preferences.

o If we also think about the results experienced by others, then we have
other-regarding preferences.

An example will clarify why we introduce these two terms.

Abraham Lincoln is said to have remarked: “When I do good, I feel good.
When Idobad, I feel bad. That is my religion.” Does this mean that Lincoln’s
“good” acts were in fact self-regarding because they made him feel “good?™
That does not follow. He had other-regarding preferences leading him to
act differently than if he cared only about the outcomes that he personally
experienced.

In the preferences, beliefs, and constraints model all actions are moti-
vated by preferences, so doing a preferred thing cannot be termed “selfish”
without making all behavior selfish by definition. That is why we use the
term self-regarding rather than “self-interested” or “selfish.”

For example, if you (like Lincoln) enjoy helping others, and you act on
these preferences, does this mean you are selfish (because, for example,
that's what gives you a sense of leading a good life)? No, it does not. You are
acting on your preferences, but they are other-regarding because you enjoy
trying to make the results that others experience be what they would want.
Do not think that ‘other-regarding’ means “good” or “admirable” Other-
regarding preferences include feelings of altruism toward others, but they
also include negative feelings about others, such as envy, spite, racism, and
homophobia.

In sections 2.10, 2.13, and 2.11 we provide some evidence from experiments
about other-regarding preferences and how common they are across the
world.

OTHER-REGARDING PREFERENCES A person with other-regarding preferences,
when evaluating the outcomes of her actions, takes into account their effects on
the outcomes experienced by others as well as the outcomes she will experience.

SELF-REGARDING PREFERENCES When choosing an action, a self-regarding
actor considers only the effect of her actions on the outcomes experienced by the
actor, not outcomes experienced by others.
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“Rationality”

The term rational in economics means acting on the basis of:

e Complete preferences This means that for any pair of possible outcomes
that a person’s actions may bring about, A and B, it is the case that the
person prefers A to B, or B to A, or is indifferent between the two (A and
B are equally preferred).

e Consistent preferences If an individual with consistent (also called tran-
sitive) preferences prefers a bundle of goods A to another bundle B, and
bundle B to a third bundle, C, they cannot prefer C to A.

A person with complete preferences, which requires only that she can
rank all pairs of outcomes, might nonetheless violate the consistency
assumption. So she could prefer A to B, B to C, and C to A. All that matters for
completeness is that she can rank each pair. But rationality requires both
completeness and consistency.

In the heading at the start of this section, we put quotation marks around
rationality to underline the difference between how economists use the
term and how it is generally used, that is, to mean “based on reason.” But in
economics, as you can see from the above definition, it means something
entirely different.

 Rationality does not say anything about what it is that the person values:
A completely generous and ethical person is rational as long as her
preferences are consistent and complete.

e Rationality does not mean being intelligent or well informed: The beliefs
that (along with preferences) determine the choices a person makes need
not be true.

Moreover, people with incomplete preferences would hardly be called
“irrational” in the ordinary meaning of that term, meaning “not logical”
or “unreasonable” Ask yourself if your preferences are complete for the
following outcomes: express preference or indifference over which of your
two dearest friends will be tortured to death. If you were to say “I cannot

RATIONAL A rational person has complete and consistent (transitive)
preferences and can therefore rank all of the outcomes that their actions may
bring about in a consistent fashion.

COMPLETE PREFERENCES Complete preferences specify for any pair of possible
outcomes that a person’s actions may bring about, A and B, that A is preferred to
B, B is preferred to A, or they are equally preferred.

INDIFFERENCE When a person is indifferent between two outcomes, they do not
prefer one over the other.

Preferences, Beliefs, and Constraints _

EXAMPLE Preferences are
not complete if there is some
other pair, say A and D for
which none of the above
three comparisons can be
made. For example, if you ask
someone to choose one of
the three statements “| prefer
Ato D, “I prefer Dto A" and “l
am indifferent between A and
D" the person responds “none
of the above”
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Figure 2.3 Amartya Sen, born
in 1933 in the then British
colony of India and a Nobel
Laureate in economics, has
combined economic and
philosophical reasoning to
propose a new view of human
well-being based not on what
we have but what we can
do—our capabilities. His book
Development as Freedom
makes the case that the
success of an economy should
be judged by the scope of the
real choices that are open to
all. His essay “More than 100
million women are missing”
documented the differential
mortality of males and
females—especially as
infants—associated with
limited rights and power of
women.

Photo © Norman McBeath/National
Portrait Gallery, London.

m People: Preferences, Beliefs, and Constraints

rank those two outcomes, nor am I indifferent between them” you would
not be “rational” by the economic definition, but nobody would think your
behavior was unreasonable either. We might be more inclined to worry
about the person who would be able to make such a ranking.

CHECKPOINT 21 Why beliefs matter Consider the coordination prob-
lems studied in Chapter 1.

a. Explain why in the Assurance Game representing planting in Palanpur,
the action taken by each farmer depends on what they believe the other
farmer will do.

b. In the same game explain why the farmer who believes most other
farmers will plant late, will also plant late.

c. Explain why Ben’s belief about what Aisha will do matters for how he will
play in the Disagreement Game.

d. Are there any games you have learned so far in which beliefs about what
the other does did not affect the outcome of the game?

2.3 TAKING RISKS: PAYOFFS AND
PROBABILITIES

Beliefs become especially important in cases where we have to take some
action without knowing for sure what the outcome will be. You make many
of this kind of choice every day, from the important choices of what to study
at university, to more trivial choices like whether to take an umbrella to
class. The theory of decision-making in these cases rests on the idea that
the evaluation of how good a course of action is depends on:

» how much the decision maker values each of the possible but uncertain
outcomes of the action, and

« the decision maker’s beliefs about how likely each outcome is.

Here we introduce a basic concept for decision-making with risk—expected
payoffs—that will be used throughout the book. In Chapter 13 we return to
the topic of risk including preferences about taking risks and the value of
insurance.

CONSISTENT PREFERENCES Preferences are consistent if whenever an
individual prefers a bundle of goods A to another bundle B, and bundle B to a
third bundle, C, they cannot prefer C to A. Consistent preferences are also known
as transitive preferences.
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The value of uncertain outcomes: Expected payoffs

There are two possible but uncertain outcomes of the action “take an
umbrella to class,” namely, “keep dry walking home in the rain” and “carry
the umbrella to and from class without even opening it, because it does not
rain”” The feasible actions of the decision-maker are just: take the umbrella
or not.

According to the preferences, beliefs, and constraints approach, the
decision maker assigns numbers indicating how much she values each of
the possible four outcomes shown in Table 2.2. These numbers give the
ranking of the four possible outcomes: (Don’t take the umbrella, No rain) is
better than (Take the umbrella, Rain) and so on. But if they are to provide
a framework for making a decision when you do not know for sure if it is
going to rain or not, the numbers have to be more than a ranking. They have
to indicate how much the actor values each of the possible four outcomes.
So for example taking the umbrella when it rains is five times better than
not taking the umbrella when it rains.

We call these numbers the payoffs to each of the four possible outcomes.

The likelihood of uncertain outcomes: Beliefs

Only one of these two uncertain events will occur. Whether, at the end
of the day, it turned out to have been a good idea to have brought the
umbrella is said to be contingent on (meaning: depends on) whether it rains
or not. The payoff to the two actions in this case is said to depend on a
contingency. The contingency in this case is whether or not it rains, and the
payoff to taking the umbrella is contingent on (depends on) its occurrence.

When you decide what to study at university before knowing what kind
of work you'll do after, youre making choices about contingencies too: do
you go risky and study drama, or do you go safe and do accounting? In this
case, the contingencies include the uncertainty about how good you will be
at the field you choose and your chance of getting a job in your field. We
return to risky choices about education in Chapter 13.

CONTINGENCY A contingency is a state of the world that may or may not
happen and that affects the payoff to some action.

PROBABILITY DISTRIBUTION A probability distribution for n contingent
..,Pp} that add
up to 1. These probabilities express the decision maker’s belief about the
likelihood that each of the n contingent outcomes will occur.

outcomes of a decision is a list of non-negative numbers {P;,P,, .

RISK The term risk is conventionally used in economics to describe situations in
which payoffs depend on contingencies, and the probabilities of each contingency
occurring are known.

Taking Risks: Payoffs and Probabilities

Table 2.2 Two contingencies (Rain or
No rain) and two actions (Take the
umbrella, or Don't). The payoffs
correspond to the coincidence of an
action and a contingency, so Anoushka
receives 15 if she plays Take the
umbrella when the contingency is Rain,
and she receives 8 if she plays Take the
umbrella and the contingency is

No rain.

Uncertain event

(contingency)

Rain No rain

Take 15 8

Action

Don't take 3 20
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HISTORY In 1947 John von
Neumann and Oskar
Morgenstern showed a way to
think about how people can
evaluate risky choices. When
the outcome of an action is
subject to a risky contingency,
how much we value an action
that we can take can be
expressed as a weighted sum
of how much we value the
alternative outcomes of our
actions (depending on the
realization of the
contingency). The weights in
the sum are the probability of
each outcome occurring if we
take the action.

EXAMPLE If Anoushka’s
payoffs for the four possible
outcomes of her actions are
as in Table 2.2, and the
probability of rain in the
afternoon as 0.6, her system
of contingent payoffs for
taking the umbrella is
((15,0.6),(8,0.4)). These
numbers can be interpreted
as follows: since there is a
60% chance of rain, Anoushka
has a 60% chance of receiving
a payoff of 15 if she takes the
umbrella. Further, this means
that there is a 40% chance of
no rain; therefore, if Anoushka
takes the umbrella she has a
40% chance of having a
payoff of 8.

People: Preferences, Beliefs, and Constraints

The theory of decision-making about risky outcomes concerns a decision
maker, call her Anoushka, who has beliefs about the probabilities (P;) that
each of the contingencies i=1,...,n will occur. Her beliefs can be based
on observation, on empirical studies, guessing, experience, or superstition.
They need not be correct.

For simplicity we consider contingencies with just two outcomes (like
“it rains” or “it does not rain” above). The basic principles of decision-
making are the same no matter how many contingent outcomes there are.
In this case, we use the symbol P for the probability the contingency occurs,
understanding that 1— P is the probability the contingency does not occur.

The decision rule: Maximize expected payoffs

Often we must take an action prior to the realization of the contingency,
that is, before the contingency happens. But you have to make a choice
anyway.

To take account of the “action now, contingency later” aspect of the
decision problem we distinguish between:

 Expected payoff: how much the actor values taking the action given her
beliefs about the probability that the various contingencies will occur and

* Realized payoff: how much she values the outcome that actually happens,
that s, after a contingency has been realized (“realized” here means really
happened, or actually occurring).

The expected payoff of an action is the basis for her choosing one course
of action over another: Anoushka chooses the action with the highest
expected payoff. Here is how she can calculate expected payoffs.

For each contingency, i, and each action she can take, x, Anoushka knows
the payoff of taking action x conditional on i happening, which we write as
n(x|i). For example, if i is the contingency of rain in the afternoon, and x is
the action of taking her umbrella with her in the morning, then her realized
payoff is m(x|i) associated with her having the umbrella when it rains. The
vertical line | is read “conditional on,” or “given,” so m(umbrella|rain) is
Anoushka’s payoff to having the umbrella (x) conditional on (]), or given, rain
(i) in the afternoon. For a contingency with two outcomes—numbered 1and
2—we have to consider only two payoffs and the corresponding probabilities
of each, (m(x|1), P),(11(x|2),1— P). The expected payoff to an action x given a
list of contingent payoffs is the weighted average of the payoffs for each
contingency where the weights are the decision maker’s belief about the
probability of each contingency being realized. We abbreviate the expected

EXPECTED PAYOFF In a situation of risk, the expected payoff to an action is the
sum of payoffs occurring under each contingency multiplied by the probabilities
that each contingency occurs.
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Expected Payoffs and the Persistence of Poverty _

payoff to choosing x given the probabilities (P) of contingencies 1 and 2
being realized as E(m,,P) = E((n(x|1), P), (m(x|2),1—- P)):

Expected Payoff E(my,P) = Pri(x|1) + (1 — P)mi(x|2) (2.0)

Equation 2.1 expresses the fact that the greater the probability of an
outcome, the greater its weight in the weighted average calculated by the
expected payoff. For example, using the values from Table 2.2, Anoushka’s
expected payoff to taking the umbrella, assuming the probability of rain,
P=0.6,wouldbe 0.6-(15)+ 0.4 - (8) = 9+ 3.2 =12.2, that is, closer to 15 than
to 8 because the probability of rain is greater than one half.

Calculating expected payoffs with probabilities is essential to under-
standing strategic interactions, such as the games we introduced in Chap-
ter 1. But in games—that is strategic interactions with other people—the
contingencies include the strategies chosen by the other player, not just
things like whether it rains.

CHECKPOINT 2.2 Basis of probability assessments

a. Imagine that you are rolling two six-sided dice with sides corresponding
to one of each of the numbers 1, 2, 3, 4, 5, and 6. You calculate the sum
each time you roll the two dice simultaneously, for example, 1+ 2 = 3.
Explain why the probability of getting a total of 7 from rolling the two
dice is 1/6.

b. What is the expected payoff if you get paid $5 for rolling a sum of 6 or 8
on a roll of the two dice and S0 otherwise?

¢. Go back to Table 2.2: What would Anoushka’s expected payoff to not
taking the umbrella be given the probability of rain being P = 0.6?

2.4 EXPECTED PAYOFFS AND THE PERSISTENCE
OF POVERTY

In games like the Prisoners’ Dilemma which have a dominant strategy
equilibrium, the action that will maximize your payoffs does not depend
on what the other player does, so it does not matter that you do not know
what the other will do.

But if-like in most games—you are a player who does not have a dominant

e REMINDER A player's
dominant strategy is one that
is a best response for all of

the other players’ strategies; a
to take account of this in our decision-making rule. We can use expected  4ominant strategy equilibrium

payoffs to understand the choice of which strategy to play in an Assurance s a strategy profile in which
Game, like a farmer’s choice between Planting Early or Planting Late in the  all players play a dominant
Planting in Palanpur Game. strategy.

strategy, your best response will depend on what the others do. We need

The game is shown in Figure 2.4 to remind you of the game’s structure.
The payoffs in each cell indicate how much the farmer values the outcome
resulting from the strategy profile given by the particular row and column.
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Figure 2.4 Planting in Palanpur: an Assurance Game. Aram’s payoffs are listed in
the blue bottom-left corner. Bina’'s payoffs are listed in the red top-right corner.
Aram'’s best response to Bina’s choice of strategy is indicated by a black dot in the
relevant cell, while Bina’s best responses are indicated by hollow circles. The
Plant Early Nash equilibrium is Pareto efficient. The Plant Late equilibrium is not.

Bina
Early Late
> 4 3
©
£ - 4 0
o
< ” 0 2
3
5
3 2

As you can see from the circles and dots, the game has two Nash
equilibria: (Early, Early) and (Late, Late). Comparing the payoffs at the two
Nash equilibria you also see that (Early, Early) is Pareto superior to (Late,
Late) because (4,4) is better for both than (2,2). But recall that the actual
Palanpur farmers plant late.

To see why this occurs, place yourself in the situation of one of the
farmers: you will consider what some other farmer will do as a contingency,
with P the probability that she will plant early. A farmer believing with
probability P that the other farmer will plant early and probability (1— P)
that the other farmer will plant late is an example of decision-making under
risk, since the farmer assigns probabilities to a contingency. In this case, the
contingency is the other farmer’s behavior.

We do not explore where these beliefs about probabilities come from,
but we can imagine that the farmer will form beliefs based on what other
farmers tell him or on the basis of their behavior in past planting seasons.
We will include just Aram and Bina in the game, but remember we use
only two players to simplify our analysis of what is really a much larger
population of many people like Aram and Bina.

If Aram believes that the probability of Bina planting early is P we can
construct his expected payoffs to each of his strategies, each part of which
is shown by Figure 2.5. In the equations below we use a “hat” on a variable
to mean “expected,” so fr reads “m hat” Using these probabilities, Aram’s
expected payoff (E(m) or fr) to playing Plant Early is:

Mgqry = ft(Plant Early) = Pri(Plant Early|Bina plays Plant Early)
+ (1-P)n(Plant Early|Bina plays Plant Early)
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Figure 2.5 Aram’s view of Planting in Palanpur. The figure shows Aram'’s payoffs
only and his belief about the probability that Bina will play her two strategies:
Plant Early with probability P and Plant Late with probability 1—P. In any given
row Aram'’s payoffs in a cell are multiplied by the probability that Bina plays the
strategy given by the column that the cell is in. We can calculate Aram’s expected
payoffs if he plants early by adding the payoff in each cell multiplied by the
probability that he will receive that payoff if he plants early. So we have: Plant
Early: fggyy =4+ P+0-(1—P). And similarly for the other strategy: Plant Late:
firae =3-P+2-(1-P).

Bina
Early Late
(P) (1-P)
=
T
£ w 4P 0(1-P)
g
D
- 3P 2(1-P)

Aram’s expected payoff to planting late is:

fTLate = fI(Plant Late) = Pr(Plant Late|Bina plays Plant Early)
+ (1-P)n(Plant Late|Bina plays Plant Late)

An expected payoff-maximizing farmer will choose to plant early or late
depending on which expected payoff is higher. As Figure 2.6 shows, for
Aram, which action this will be depends on the probability that he thinks
Bina will play Plant Early. The vertical axis is the expected payoff to each
strategy: Plant Early or Plant Late. The horizontal axis is the probability, P,
that Aram attributes to the contingency that Bina plants early: from left to
right P goes from P = O (the Bina plants late with certainty) to P = 1(the Bina
plants early with certainty).

The two upward-sloping lines plot Aram’s expected payoffs to the two
strategies, Plant Early and Plant Late, showing how these depend on his
belief about the probability that Bina will play Plant Early (that is, for each
value of P).

The blue line graphs the equation for the expected payoff to Aram playing
the strategy Plant Early which (repeating it from above) is figg,(P) =P -4 +
(1-P)-0=4P. When the probability the other farmer plants early is zero,
i.e. P=0, the payoff to Plant Early is zero. When the probability the other
farmer will Plant Early is 1, i.e. P =1, the payoff to Plant Early is 4.
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Figure 2.6 Aram'’s expected payoffs to playing Plant Early or Plant Late depend
on his belief about the probability that Bina will Plant Early. Aram evaluated the
expected payoffs to his strategies based on the probability that Bina will play
Plant Early. The indifference probability where the two strategies have the same
expected payoff is P; = % and the payoff to playing Plant Late is greater than the
payoff to playing Plant Early for P = % The intercepts of the vertical axes are the
payoffs in the payoff matrix for the planting game in Chapter 1 (Figure 2.4).
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We can draw the expected payoff line for Plant Late in the same way,
where the expected payoff to Plant Late is fij ;. (P)=P-3+(1-P)-2=2+P
depicted in green, and where 4, (P =0) =2 and m4,.(P=1)=3. We can
then interpret the expected payoffs as follows:

« Plant Late provides a higher expected payoff when P < §

 Plant Early provides a higher expected payoff when P > g

e The expected payoffs to the strategies are equal at the indifference
probability P; = g (where a farmer is indifferent between Plant Early and
Plant Late).

The result is that Aram will choose Plant Late as long as he believes that the
probability that Bina will Plant Early is less than two-thirds. Bina, facing the
identical situation, has the same decision rule: Plant Late unless you think
that Aram is going to Plant Early with a probability of at least two-thirds.
They will remain poor even though, had they somehow started off both
planting early, they would both have had twice the payoff (4 rather than
2). The poverty trap in which they find themselves is not the result of
rudimentary technology or infertile soil. What they lack is the “social
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technology” that would allow them to coordinate on the Pareto-superior
strategy profile, planting early. Their poverty is due to the rules of the game,
which make coordination difficult.

CHECKPOINT 2.3 A change in payoffs Redraw Figure 2.6 to represent a
new situation in which the payoff to playing Plant Late when the other
farmer plays Plant Late is 1 and the payoff to Plant Late when the
other plays Plant Early is 2. Explain why in this new situation if a player
believes that the other is equally likely to playing Plant Late or Plant Early,
then this person’s expected payoffs to playing Plant Late or Plant Early are
equal.

2.5 DECISION-MAKING UNDER UNCERTAINTY:
RISK-DOMINANCE

So far we have assumed that Aram and Bina have some idea (maybe a guess)
of the likelihood that the other would Plant Early. They faced risk (they
had some information on the probability of the contingent event), but not
uncertainty (no information at all). Decision-making under uncertainty is
especially important in the field of climate change, where there are some
contingencies for which there is no way to assign probabilities of their
occurrence. We can explore uncertainty by continuing with the Palanpur
farmers, but under slightly altered assumptions.

What is the farmer facing uncertainty to do? Economics does not have a
very good answer.

A two-person risk-dominant equilibrium

Economists often use what is called the “principle of insufficient reason”
when a player has no information on which to place a probability on some
contingency. This principle holds that the farmer who has no information
on likely strategy choice of his neighbor will assign equal probability to
the two events and hence use the probability P = % that the other will
Plant Early. What is termed the risk-dominant strategy is that strategy
which yields the highest expected payoff when a player attributes equal
probability to the two actions of the other player.

UNCERTAINTY The term uncertainty describes situations where the decision
maker does not know and cannot learn the probabilities of the contingencies
affecting their payoffs.

RISK-DOMINANT STRATEGY The strategy in a 2 x 2 game that yields the highest
expected payoff when the player attributes equal probability to the two actions of
the other player.

HISTORY The “principle of
insufficient reason” due to the
Swiss mathematician Jakob
Bernoulli (1655-1705) states
that if we have no information
on which to estimate the
probability that one of two
contingencies will occur, we
should consider them to be
equally likely. Not everyone
finds this satisfactory. John
Maynard Keynes found it
“paradoxical and even
contradictory.”
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In the Planting in Palanpur Game, you can see from Figure 2.6 that a
farmer who assigns the probability P = % to the contingency that the other
farmer will Plant Early will himself Plant Late (the green Plant Late expected
profits line is above the blue Plant Early expected profits line). His expected
payoffs are 2 = % -4 for Plant Early, and 2.5 = % -3+ % -2 for Plant Late.

Plant Late is therefore the risk-dominant strategy, that is, the strategy
that maximizes the farmer’s expected payoffs when P = % You can confirm

this by going back to Figure 2.6: at P = % the green line (expected payoff to
playing Plant Late) is above the blue line (expected payoff to playing Plant
Early). Because this is true for the other farmer as well, both farmers playing
Plant Late is the risk-dominant equilibrium.

Plant Late in the Planting in Palanpur Game is risk dominant because
planting early when the other plants late is much worse (you get zero rather
than the payoff of two you would have received had you also planted late)
than planting late when the other plants early (you get three rather than
the four you would have received had you also planted early).

CHECKPOINT 2.4 Risk dominance and the worst-case outcome

a. Redraw the expected payoff line for planting early with the payoff to
playing Plant Early when the other farmer plays Plant Late to be even
worse than shown in Figure 2.6, e.g. —2 instead of 0.

b. In this case what is the indifference probability?

c. What is the least payoff to planting early when the other farmer plays
Plant Late that would make playing Plant Late no longer risk dominant?

A risk-dominant equilibrium in a large population

Instead of thinking about only two farmers, we can interpret the model as
portraying a population of farmers in a village like Palanpur itself. Like Aram
and Bina, the farmers face a multiplayer coordination problem: doing well if
they all Plant Early and doing poorly if they all Plant Late. They are currently
stuck in the poor equilibrium

We can repurpose Figure 2.6 such that the horizontal axis is the fraction
of the population going from 0 to 1 who choose Plant Early, P (reading left
to right) as shown in Figure 2.7. The payoff lines in the figure have the same
interpretation as before: They are the expected payoffs for any one of the
large number of identical farmers in the village. The probabilities translate
to population fractions too:

e P< 2: When less than two-thirds of the population choose Plant Early
(i.e. more than one-third play Plant Late), the Plant Late strategy has a
higher expected payoff. So if last year P < % then all farmers whether
they planted early or late, will reason that they should play Plant Late
this year. If they do that, then all of the farmers will end up with a payoff
of 2.
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Figure 2.7 Fraction of farmers planting early. P is the fraction of farmers playing
Plant Early. 1—P is the fraction of farmers playing Plant Late. In the case of the
population as a whole, the indifference probability (or in the case of a population
of players, the indifference fraction) shown at point i with fraction P; corresponds
to the fraction of the population at which the players are indifferent between the
strategies (Plant Early or Plant Late). In the case of the whole population, point i is
also the tipping point: when a fraction of the population less than P; plays Plant
Early all farmers will want to play Plant Late; when a fraction of the population
greater than P; plays Plant Early all of the farmers will want to play Plant Early.
The arrows indicate this movement to the extremes of P=0orP=1
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e P> %: When more than two-thirds of the population select Plant Early
(i.e. less than one-third select Plant Late), the Plant Early strategy has a
higher expected payoff. At any fraction P > g all farmers will do better
by choosing Plant Early. If they do so, they will end up with a payoff of 4.

e P= 2: At two-thirds playing Plant Early and one-third playing Plant Late,
the expected payoffs are equal. The point at which the expected payoffs
are equal is a tipping point as a small change in the fraction planting
early will drive all players to adopt one or the other strategy: Plant Early
or Plant Late.

Now imagine that, as in the village of Palanpur, virtually all of the farmers
have been planting late year after year (maybe even generation after gen-

TIPPING POINT An unstable equilibrium at the boundary between two regions
characterized by distinct movements in some variable.
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eration). There would not be much uncertainty about what fraction of the
population would Plant Late the next planting season. Each of the farmers
would hold the belief that P is close to zero and as a result they all would
Plant Late, confirming their beliefs. The belief that almost nobody would
Plant Early sustains both the low income of the farmers, and the belief itself,
which year after year turns out to be correct.

Why does this occur? In the Fishermen’s Dilemma the best outcome for
one of the players is the worst for the other, so there is a conflict of interest
between the two. And this contributes to the difficulty of finding some way
of coordinating so as to avoid over-exploitation of the fishing stock.

This is not the problem in the Assurance Game. There is no conflict of
interest: All of the Palanpur farmers prefer the outcome when they all Plant
Early to any other outcome. Their failure to implement the mutually desired
outcome is the result of their inability to coordinate on planting early rather
than late.

Is there a way things could have turned out better for the farmers? What
may seem to be a minor tweak to the rules of the game under which the
farmers are interacting can help them escape their poverty trap.

2.0 LEADERSHIP IN SEQUENTIAL GAMES: WHEN
ORDER OF PLAY MATTERS

The game we introduced to model the coordination problem facing Aram
and Bina was unlike many real-world social interactions, they were total
strangers who had no way of coordinating their actions, and they acted
simultaneously (or, at least, without knowledge of what the other had done).

But it might be that rather than playing simultaneously, they play sequen-
tially. Playing sequentially is a change in the rules of the game; it represents
achange in the institutions governing their interaction. We will see that this
seemingly small change makes it an entirely different kind of game possibly
even allowing Pareto-efficient outcomes.

To see how this could work, suppose the Planting in Palanpur Game
(Assurance Game) is now sequential. Aram moves first (he is called the first
mover) and Bina moves second. How will Aram reason?

He has to think about what Bina will do in response to his planting early
or late. He knows that:

 Bina’s best response to his playing Plant Late is to Plant Late and the best
response to his playing Plant Early is to Plant Early; and

« his payoff is greater if they both Plant Early.

FIRST MOVER A player who can commit to a strategy in a game before other
players have acted is a first mover.
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So he will announce that he will Plant Early, and Bina will respond with Plant
Early. Rather than being stuck planting late with a small harvest, they have
now solved their coordination failure. How did they manage it?

Game trees and extensive-form games

The answer is that the sequential nature of the game gave them a way
of acting together even if they had no way of coming to some kind of
enforceable agreement. By looking ahead to how Bina would respond to
his move, he got the highest possible payoff (4). And while this was not
his intention, he acted so that they would together implement the single
Pareto-efficient outcome.

What Aram did is called backward induction, a procedure by which a
player in a sequential game chooses a strategy at one step of the game by
anticipating the strategies that will be chosen in response by other players
in subsequent steps.

Sequential games provide opportunities for coordination among players;
and they also require a new way of modeling a game. So far we have studied
games in which we could represent the payoffs of each player in a matrix in
which each cell is a particular strategy profile. This is called a normal-form
(or strategic form) representation of a game. To study sequential games we
need to keep track of before and after, so we use what is called a game tree
(we will show one for the Palanpur farmers).

Game Trees have the same basic information as a normal-form repre-
sentation by a payoff matrix—they show the strategy set and the payoffs
associated with each strategy profile—except that the tree-like structure
tells us who moves when; and a strategy profile is now a path through the
branches of the tree. Including the time dimension—who knows what when
and the sequence of moves-in addition to the strategies with payoffs is
called an extensive form representation of a game.

BACKWARD INDUCTION Backward induction is a procedure by which a player in
a sequential game chooses a strategy at one step of the game by anticipating the
strategies that will be chosen by other players in subsequent steps in response to
her choice.

NORMAL-FORM REPRESENTATION OF A GAME The description of a game by a
matrix of strategies with payoffs associated with each strategy profile is the
normal-form (or strategic) representation of a game.

EXTENSIVE-FORM REPRESENTATION OF A GAME An extensive-form
representation of a game includes, in addition to the strategies with payoffs
associated with each strategy profile, the time dimension—who knows what, when
they know it, and the sequence of moves as described by a game tree.

EXAMPLE The timing of a
sequential game does not
depend on actions being
taken in that sequence, as
long as commitments to those
actions can be taken in
sequence. A professor
commits to a grading policy in
her syllabus even if her
students haven't written a
midterm exam or solved a
problem set yet. To design the
syllabus, the professor, using
backward induction, thought
through what a student would
most likely do in response to
her commitments in the
syllabus.
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EXAMPLE Think of a
strategy in a sequential game
as a complete list of
instructions covering any
possible situation that could
come up that the player could
leave with an assistant, if the
player could not be present
for the actual play of the
game.

A game tree for the sequential version of the Planting in Palanpur Game
is shown in Figure 2.8. The player at the top of the tree moves first, with
subsequent players moving in sequence after the first player. (The “top” of
the tree is the trunk, and the branches extending from it are shown below
the trunk. The passage of time is shown as a movement down in the figure
from the trunk to the branches).

A strategy in a sequential game is a statement of the action a player will
take at any point in the tree at which it is her turn to act (whether or not
that point will ever be reached). This differs from the strategies we have
considered so far, which were simply actions like Fish 10 hours or Plant Late.
Strategies are now contingent on what has happened so far in the game. So
in the example above Bina’s strategy was Plant Early if Aram Plants Early.

Aram is the first mover, so he is at the top of the game tree. Bina is the
second mover, so she is shown farther down the tree, acting knowing what
strategy Aram has chosen. Each player’s action—Plant Early or Plant Late—
is shown alongside a branch of the tree to indicate which action the player
chooses as they move along that branch.

Players best respond based on their payoffs, shown at the end of a
branch of the game tree that indicates a specific path to that end point,
Aram planting early, then Bina planting early; Aram planting early, then
Bina planting late; and so on. The payoffs (first-mover’s payoff, second-
mover’s payoff) are those shown in the normal-form representation of the
simultaneous game in Figure 2.4 (which we saw in Chapter 1). Because of
the branching tree-like structure of the figure there is only one path from
the start of the game to each of the end points.

In Figure 2.8 on the left-hand side we have the full game tree, showing
all the potential payoffs for the game. Bina is the second mover and she
needs to decide what to do at each point where she could move. If Aram
plants early, Bina can get a payoff of 4 for planting early, or a payoff of 3 for
planting late. So, if Bina is self-interested, then she will plant early when
Aram plants early (4 > 3).

Bina also has to make a choice between her actions if Aram plants late.
Bina can get a payoff of 0 if she plants early given Aram planting late or a
payoff of 2 if she plants late given that Aram plants late (2 > 0). So Bina will
plant late when Aram plants late.

We now know what Bina will do, but what will Aram choose to do knowing
this? Using backward induction Aram will have a choice between a smaller
set of payoffs, shown in the Figure 2.8 (b): either 4 if he plants early or 2 if
he plants late. So he will choose to plant early. As a result, the only Nash
equilibrium of the game is (Plant Early, Plant Early) with payoffs (4,4).
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Figure 2.8 Game tree of the sequential Planting in Palanpur (Assurance) Game.
Panel (a) presents the full game tree for both players. The color on the branches
representing actions taken by the player (blue for Aram, red for Bina) match the
payoff numbers at the end of the branches (first-mover’s payoff first,
second-mover's payoff second). In panel (b) we illustrate how Aram uses
backward induction by crossing out the branches that he knows Bina will not take
if that point in the game is reached. If he has planted late she will definitely not
plant early. Considering the remaining branches Aram’s possible payoffs are now
reduced to 4 if he plants early and 2 if he plants late. So backward induction leads
to the solved game in panel (c) with the arrows indicating the path to the Nash
equilibrium (Plant Early, Plant Early).

Aram Aram Aram
Plant Plant Plant Plant Plant
early late early late early
Bina « » Bina Bina s » Bina Bina
Plant Plant Plant Plant Plant Plant Plant
early late early late early y late early
(4,4) 0,3) (3,0 (2,2) (4,4) (2,2) (4,4) 2,2
(a) Full game tree (b) Aram’s reduced choice of Actions (c) Fully solved Game

CHECKPOINT 2.5 Backin Palanpur Making the game sequential solved
the problem for Aram and Bina. But would that work for the couple of
hundred families in Palanpur? Suppose some order of play was determined
and that the first family had announced that they would Plant Early. Would
the second family then follow? And the third? What would you do if you
were first mover in this game? If you were 27th mover and the first 26 had
all chosen Plant Early?

2./ EQUILIBRIUM SELECTION: FIRST-MOVER
ADVANTAGE IN A SEQUENTIAL GAME

Being first mover did not give Aram any particular advantage over Bina
in the Planting in Palanpur Game, it just allowed him and Bina jointly to
coordinate on the Pareto-efficient Nash equilibrium. The result would have
been the same had Bina been first mover.

But sometimes it is advantageous for a player to move first; this person
then has what is called first-mover advantage.

Think about the Disagreement Game from Chapter 1. Recall that two
players, Aisha and Ben, have a disagreement over which (or perhaps both)
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Figure 2.9 Game tree of the Language (Disagreement) game. Panel (a) presents
the full game tree for both players. Panel (b) shows the solved game tree with the
arrows indicating the path to the Nash equilibrium (Stick to Swahili, Improve
Swabhili). Aisha’s actions are shown by the blue branches and Ben's by the red
branches. Aisha’s actions are reduced because she has projected forward in time
and used backward induction to work out what Ben will do. This reduces Aisha’s
choices to a payoff of 4 if she plays Stick to Swahili and a payoff of 2 if she plays
Improve English. So backward induction leads to the Nash equilibrium of the
game being (Stick to Swahili, Improve Swahili) with payoffs (4,2). The outcome
favors Aisha over Ben because she has a first-mover advantage.

Aisha Aisha
. .
Stick to Improve Stick to
Swahili English Swahili
Ben ¢ » Ben Ben /# p
Improve Stick to Improve Stick to Improve
Swabhili English Swabhili English Swabhili
o e . ° | 4
(4,2) (0,0) (0,0 (2,4) (4,2) 2,4
(a) Full game tree (b) Solved game tree

of them should study to improve the language spoken by the other. Both
prefer that they both be good at speaking some common language. But,
Aisha prefers that it be Swahili and Ben prefers that it be English. What
happens in this game when Aisha is the first mover rather than when they
both move simultaneously?

Considering the game tree in Figure 2.9, we can solve the game by
backward induction and see that the Nash equilibrium of the game is (Stick
to Swahili (for Aisha), Improve Swahili (for Ben)) with payoffs (4,2). The
outcome (Improve English, Stick to English) which was one of two Nash
equilibria in the simultaneous version of the game is no longer a solution in
the sequential version of the game if Aisha is first mover. Aisha does better
as a first mover because she obtains her preferred outcome. Ben would have
benefited in the same way had he been first mover.

The reason why being first mover gave Aisha an advantage is that the
simultaneous game has two Nash equilibria—one preferred by Aisha and
the other by Ben. In the sequential game the first mover determines
which of the two Nash equilibria will occur. Once Aisha has moved and
has established that she will Stick to Swahili (and not try to Improve
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English), Ben needs to take Aisha’s move as given. He must therefore
choose his best response to Aisha choosing Stick to Swahili. Given that he
would like to communicate with Aisha, his best response is to Improve his
Swahili.

Remember that Aram’s first-mover status in the Planting in Palanpur
game did not allow him to benefit at Bina’'s expense; but this was not the
case with Aisha, her first-mover status gave her an advantage over Ben.

First movers in a modern economy are more like Aisha:

e Employers: they commit to the wage, job requirements and working
conditions; workers—actual and prospective—best respond to that.

e Banks and other lenders: they set the interest rate, repayment schedule,
and other aspects of a loan contract. Borrowers and would-be borrowers
best respond to that.

e Owners of major companies: in the US Walmart, Amazon, Apple—commit
to prices and delivery schedules. Consumers best respond.

The fact that people occupy different positions in our economy—employers
and workers, lender and borrowers—interacting under rules of the game
that give some first-mover status and other special advantages is an impor-
tant part of the explanation of inequality of wealth and income, as we will
see in Chapters 11, 12, 13, and 15.

CHECKPOINT 2.6 Ben has the first mover advantage

a. Considerthe sequential Disagreement Game shown in Figure 2.9. Redraw
the game tree, with Ben as the first mover rather than Aisha. Show that
(Improve English, Stick to English) is the Nash equilibrium of the game.

b. Assuming that the payoffs in the Disagreement Game are in hundreds of
dollars and that you are Ben, how much would you pay for the privilege
of being first mover (i) if otherwise Aisha would be first mover, and (ii)
if the game were to be played simultaneously (so that there is no first
mover)?

2.8 INSTITUTIONAL CHALLENGES: COMMON
PROPERTY RESOURCES, PUBLIC GOODS, AND
CLUB GOODS

In the games you have studied—Prisoners’ Dilemma, Assurance, Disagree-
ment, and others—coordination problems arise because when we interact
with others we affect their well-being—positively or negatively—and these
external effects are not taken into account when we decide on a course of
action. The nature of these external effects and how changes in the rules
of the game can avoid or lessen the resulting coordination failures depend
on the nature of the goods in question.
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A taxonomy of goods

To better understand the kind of coordination problems that we face and
how we might design effective remedies, we classify goods according to the
kinds of external effects associated with them and the reason why these are
a problem. To do this we ask two questions, introducing two new terms:

« Is the good rival or non-rival?

« Is the good excludable or non-excludable?

When a good is rival, the benefits of its use are limited: more people using
the good reduces the benefit available to others. Your phone is a rival good:
your using it prevents me from using it at the same time. But information
typically is non-rival: the fact that I know what time it is and give this
information to you does not deprive me of the same information, as would
be the case if I gave you my phone.

So, to remember the distinction between rival and non-rival goods think
how different the reaction would be if you met someone in the street and
politely asked:

« “Excuse me, could you give me the time of day?” or

 “Excuse me, could you give me your phone?”

When a good is excludable a potential user may be denied access to the
good (or excluded from its usage) at low or zero cost. Your home is an
excludable good: all you have to do is lock the door. The music from an
outdoor concert in a park is non-excludable.

We make use of these distinctions to provide the taxonomy shown in
Table 2.3. The four categories shown there are “pure cases” introduced to
clarify distinctions. In reality many goods or resources have some aspects
of a public good (they may be a little bit rival and a little bit excludable). The
same is true of the other three categories.

RIVAL A good is rival when more people using the good reduces the benefits
available to other users.

EXCLUDABLE A good is excludable when a potential user may be denied access
to the good at a low or zero cost.
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Table 2.3 Public, private, common property, and club goods. In parentheses are
examples of the kinds of goods.

Excludable Non-excludable

Rival Private good Common property (pool) resource
(clothing, food) (fishing stocks, potential buyers)
. Club good Public good
Non-rival

(streaming music, online movies)  (global climate, rules of calculus)

Non-excludability and external effects

If we just think about the pure cases for now, we have the following
classification. Common property resources are rival and non-excludable,
like in the Fishermen’s Dilemma in Chapter 1. The more one fished, the less
others caught; but in the absence of an enforceable agreement between the
two, no fishermen could be stopped from fishing, so the common property
or pool (the lake) was non-excludable.

Examples of common property resources and their associated coordina-
tion problems include congestion in transportation and communications
networks, overuse of open-access forests, fisheries, water resources.
Status is another common property resource; not everyone can be high
status (there is a limited amount to go around) so it is rival. But nobody
can be excluded from acquiring status symbols and engaging in other
social-climbing activities. Using common property resources imposes
external costs on others. As a result, common pool resources will be
overexploited.

A public good is both non-rival and non-excludable. A private good is
neither: it is both rival and excludable. A slice of pizza is a private good:
it is rival because if you eat it nobody else can enjoy it. It is excludable
because the pizza seller can exclude you from eating it if you do not pay
for it. By contrast, weather forecasts (on your phone, website, or the radio)
are a public good. As more people use the weather forecasts the bene-
fits that those already using the forecasts receive do not decrease, the
benefits of the weather forecasts are non-rival. No person can be excluded

COMMON PROPERTY RESOURCE A common property resource is rival and
non-excludable. See also public good, private good, club good

PUBLIC GOOD A public good is non-rival and non-excludable. See also common
property resource, private good, club good.

PRIVATE GOOD A private good is rival and excludable. See also common
property resource, public good, club good.
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EXAMPLE Club goods. The
physical book you are reading
is a private good—though you
can access a free pdf online
so its content is a public
good—but another recent
economics textbook The
Economy by the CORE team
(including one of your current
authors) is a public good
entirely available in open
access digital form on any
device.
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from access to the information about the weather; therefore the benefits
are non-excludable.

When a person contributes to a public good—for example by producing
some new information of value to everyone—she is contributing benefits
to others, so she confers external benefits on others. The problem here
is that the person does not benefit from the positive external effects that
her actions convey on others. So unless the actor values the well-being of
others as much as her own (very unlikely) the public good will be under-
provided.

In contrast with public goods and common property resources, there are
club goods. Club goods are non-rival, but people can be excluded from their
consumption. Common examples include collecting a toll on a little used
highway, charging admission to an uncrowded museum, or requiring people
to pay for streaming video and music.

Intellectual property rights such as patents and copyrights are club
goods. These legal devices give a person—the patent or copyright holder—a
monopoly over a piece of information or a design. This monopoly allows the
owner to exclude people from the use of information, which in the absence
of the intellectual property rights would be a public good.

This makes it clear that how some good or resource is classified in our
two-by-two taxonomy depends not only on the nature of the good itself,
but also on the rules of the game that determine whether it is excludable or
not. Information is typically a public good, but it can be made a club good if
aperson is granted a copyright or patent making some piece of information
excludable.

We analyze the coordination problem that occurs when our economic
activities are overexploiting a common property resource in Chapter 5.
Here we study the problem of public goods.

CHECKPOINT 2.7 A taxonomy of types of goods

a. Look again at Table 2.3 and think of at least two further examples for
each of the four categories of goods.

b. Why are the rules of calculus a public good, but the formula for making
Coca-Cola not?

c. What kind of good is the formula for making Coca-Cola?

CLUB GOOD A club good is non-rival and excludable.
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To better understand public goods we start with an example. Think about
a group project in which, say, five students collaborate on a report and a
presentation and all receive the same grade based on the quality of their
joint work. A project like this is a public good.

A more pressing example is global climate: it is experienced by everyone.
Efforts to address the problem of climate change contribute to a public
good: that is, a more sustainable environment. Another example is the rules
of calculus: if you learn how to differentiate, that does not deprive others
of the knowledge of the same rules of differentiation.

This sounds like a good thing. But there is a problem. Why do people
produce or contribute to the provision of a public good? If nobody can be
excluded from enjoying the good, it's hard to see how it would be possible
to make money by providing it. (Imagine trying to make a living by selling
or renting the rules of calculus!)

We can describe the problem of provision of a public good by a game.
It shares with the Prisoners’ Dilemma Game the feature that everyone
could do better if they agreed on a common course of action (i.e. they all
contribute) but the dominant strategy for a self-regarding player is not to
contribute. A player who does this is called a free rider. Because it has the
same incentive structure, the Public Goods Game is sometimes called an
n-person Prisoners’ Dilemma. The Public Goods Game has been played as
an experiment around the world.

Rules of the Public Goods Game

Here are the rules of the experimental game:

» nplayers are each given some amount of money z called an endowment.

« Each player simultaneously selects an amount e, 0 < e! < z to contribute
to the public good (think of €' as player i's “effort” in contributing to the
public good).

¢ The amount of the public good produced depends on the level of contri-
butions. For example it could be half of the sum of all of the contributions.
In this case the productivity of contributions would be one-half.

e Each player, regardless of whether they contribute or not, obtains the
entire benefit of the total amount of the public good produced.

As a result of the rules, each player’s payoff can be read as follows:

Own payoff = Endowment — Contribution + Productivity x Total contributions

FREE RIDER A free rider is a person who benefits from the cooperation or
generosity of others, while not reciprocating in a cooperative or generous way, for
example, not contributing in a Public Goods Game.

The Public Goods Game _
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Figure 210 A four-player Public Goods Game with choices to contribute or not.
Each player can play either Contribute or Don't Contribute, and, as there are four
players, this means that the number of others contributing can be any of the
numbers 0, 1, 2, or 3 players playing either of the strategies. Playing Don't
Contribute yields a higher payoff for the player regardless of how many players
play Contribute or Don't. Therefore, Don’t Contribute is a strictly dominant
strategy. The payoffs are consistent with M-Note 2.1.

25 A

-~ Contribute
-~ Don't Contribute

0 1 2 3
Number of others playing Contribute

Figure 2.10 illustrates the benefits of the public good minus the costs
of contributing to a public good in a four-person Public Goods Game. In
the version of the game we depict, they can each contribute $10 or SO:
which we call “Contribute” or “Don’'t” Now compare how a player does if
they Contribute (red line) or Don't (blue line) if they are the only one who
contributes, or there are 1, 2, or all 3 others contributing. You can see that
in every case she will earn higher payoffs by not contributing. Therefore, if
all players are self-regarding, the dominant strategy equilibrium is Pareto
inefficient; but an alternative outcome, full contribution by all, which is not
a Nash equilibrium, is Pareto efficient.

As a result, economists expected that when this game is played for real
money that no player would contribute. They were in for a surprise. But first
we will explain the logic of the experiments that provided the surprise.

M-NOTE 2.1 The Public Goods Game: another coordination problem

In Figure 210, there are four players and we limited their actions to either
contributing $10 (Contribute) or contributing S0 (Don’t Contribute), but in a
standard Public Goods Game players can contribute any amount up to and
including their entire endowment (such that for player i, e! = z). Then player
i's payoff is given by :

m=z—e+My éforj=1,...i,...,n (22)
J
continued
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e zis the endowment of money the player receives from the experimenters.

where:

« el s the contribution player i makes.
e M is the multiplier, or the productivity of contributions < 1.
e nis the number of players with nM > 1.

. Zjej is the total amount contributed by all players including player i.

Why the public good is good. The requirement that nM >1 ensures the
total benefits of contributing to the public good exceed the costs. Because
contributing one more unit produces some fraction M of a unit of the public
good that is enjoyed by all n players, the total benefit is nM > 1. The total
benefit (to all members of the population) exceeds the cost of a single
member’s contribution.

Why not contributing is a dominant strategy. You can also see from
Equation 2.2 if you differentiate m with respect to €' that contributing, say,
one unit more changes person i's payoff by —1+ M. This is the cost of
contributing minus the public good that the contributor herself enjoys as the
result of her own contribution. But M < 1so contributing anything reduces the
contributor’'s payoffs. And this is independent of the amounts contributed
by others. This is why not contributing is the dominant strategy for a self
regarding player.

CHECKPOINT 2.8 Two-action Public Goods Game

a. Draw a payoff table with two players, A and B, playing the Public Goods
Game. Limit their actions to contributions (e) of e=10 and e =0 with
M =0.5. Check which is the dominant strategy and explain why. What
happens if M = 0.75?

b. Revise your payoff table and check what would happen if the strategies
were e=1and e =0 with M = 0.5? Would anything change? What hap-
pens if M = 0.75?

c. Think about the condition M <1< Mn. Why must this be true for the
game to be an n-person Prisoners’ Dilemma game? (Hint: Think about
what would happen if it were not true. What would happen if M > 1? What
would happen if Mn < 1?)

210 APPLICATION: EXPERIMENTS ON
ECONOMIC BEHAVIOR

Suppose you wanted to know if someone has altruistic preferences, that
she is willing to help others at a cost to herself. How would you find out?
Would you ask her? Well, that could provide some information, but merely
asking might not be entirely convincing, because many people would like
others to think they are altruistic even when they are not, so they might lie.
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v/ FACT CHECK Behavioral
experiments are a recent
addition to economists’ tool
kits; but they have been used
in psychology for almost a
century and a half The main
innovations that economists
have made to experimental
social science are the use of
game theory to clarify the role
of beliefs, preferences, and
the nature of incentives, as
well as the common use of
monetary payoffs.

What about observing her behavior—for example the help that she actu-
ally offers to others—and comparing her behavior to how others behave?
This would be informative, but how much she helped others would be
influenced not only by her preferences, but also by how much free time
she has, how wealthy she is, and many other difficult to observe influences.

Economists use experiments to study preferences because at least ideally
this allows us to control for (hold constant) other influences on a person’s
behavior—the constraints they face and their beliefs—to focus on their pref-
erences. Experiments allow economists to implement the ceteris paribus—
other things equal—-assumption that we think is so important when we are
trying to identify causes and consequences of some change or difference.

To understand how common different types of preferences are, and how
they affect our behavior, economists use laboratory experiments in which
subjects, the people participating in the experiments, interact in games like
the ones you have already studied, designed to elicit the nature of their
motivations.

Experiments play a central role in science: they allow predictions made
from theories to be tested empirically. This has been done, for example,
with the prediction that players in a Prisoners’ Dilemma experiment choose
the dominant strategy equilibrium, that is, Defect.

But in Prisoners’ Dilemma experiments, in which payoffs took the form of
money that a player could win, the proportion of subjects who cooperate
rather than defect is commonly between 40 and 60 percent.®

This means the prediction based on the assumption that people are
entirely self-regarding was borne out for some but far from all of the sub-
jects. The finding therefore provoked some rethinking of the assumption
that people are entirely self-regarding.

Many subjects prefer the mutual cooperation outcome and are willing to
take a chance on the other player also not defecting, rather than the higher
material payoff they can obtain by defecting when the other cooperates.
When subjects defect, experimental evidence suggests it is because they
dislike being taken advantage of, not because defection is the payoff-
maximizing strategy independently of the other participant’s actions.

We use a specific vocabulary when we talk about behavioral experiments
in economics. The following terms will come up often:

* Subject/participant: A subject or participant is a person who participates
in an experiment.

e Endowment: The endowment is an initial amount of money or tokens
later converted to money that subjects receive at the beginning of the
experiment, and later make decisions about in the experiment.

CETERIS PARIBUS A Latin term that means ‘other things equal.’ In an economic
model it means an analysis that ‘holds other things constant.
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Incentives: The fact that players stand to win material rewards in varying

degrees depending on how they play the experimental game means that
the experiment mimics many real economic interactions.

 Payoffs: In Chapter 1 we introduced the term payoff (for example in a
payoff matrix of a game) as a number indicating the player’s evaluation of
a particular strategy profile, so that a player will best respond by choosing
a strategy with the highest possible payoff. But we have already seen (just
above) that people do not always choose strategies that maximize the
money they receive from an experiment. In experimental economics a
“payoff” is money that a player gets from the game. In the next section
we will see more evidence that payoffs are not the only thing people care
about.

e One shot vs. repeated: A one-shot experiment occurs once and subjects
make one decision in the experiment as a whole and are paid for that
one decision. A repeated experiment involves subjects making repeated
decisions often with information about the play of others on previous
rounds, sometimes with the same subjects in a group or sometimes with
different subjects.

 Replication: Experimental evidence carries little weight unless the exper-
iment can be replicated, different independent researchers reaching the
same results.

CHECKPOINT 2.9 Where experiments do not work Think of important
questions that cannot be answered by experiments.

211 APPLICATION: CHANGING THE RULES
MATTERS—EXPERIMENTAL EVIDENCE

The prediction of the model based on self-regarding preferences that all
players in a Public Goods Game will contribute nothing is consistently
contradicted by the experimental evidence. The evidence we have comes
from people playing one-shot games and from people playing repeated
games with as few as five rounds and as many as 50 rounds.” In one-
shot games, contributions average about half of the endowment. In
repeated games, as you can see in the first ten periods of play in
Figure 2.11, contributions start at a substantial level but then decline
so that a majority of players contribute nothing in the final round of a
ten-round game.

Researchers have interpreted the decline in the first half as a reflection
of people getting disappointed about the expectations they had that other
people would contribute more, along with the desire people have to punish
low contributors (or at least not to be taken advantage of) in a situation in
which one person can punish a low contributor only by reducing their own
contributions.
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In this interpretation it is the higher contributing subjects disappointed
or angry about their free-riding fellow subjects that explains why coopera-
tion unravels. So the decline in contributions becomes a vicious circle: only
by reducing how much they contribute can people punish others, but in so
doing other people might want to punish them for their low contributions
by contributing yet less again.

The idea that the decline in contributions is due to the fact that in the
standard game contributing less is the only way to punish low contributors
is supported by an ingenious experiment. This has the same public goods
structure but with what turned out to be a major difference: after subjects
contributed, the contributions of each—by a code, not the player’s name—
were then made public to all the group members. Members then had the
opportunity to punish others in the group, reducing their target’s total
payoff. In order to impose this cost, however, the Punisher also had to pay
a cost themselves.

The change in the rules of the game—adding the punishment option—
represents a change in the institutions governing contributions to the
public good. In the language of experiments the new rules are termed a
new treatment. So the standard game is one treatment and the game with
punishment is a second treatment.

In the experiment, subjects engaged in extensive punishment of low
contributors. At the start of the game people contributed over half of
the endowment and then, apparently in response to punishment of low
contributors, they contributed more over the course of the game. The
change in institutions modeled by adding the punishment option altered
the result dramatically as you can see from Figure 2.11.

To see if subjects’ willingness to punish could be based on the expectation
that they would benefit in subsequent rounds of the game, a slightly
different experiment was tried. The researchers adopted what they called
a “perfect strangers” treatment: after each round of the ten-round exper-
iment the groups were reshuffled, so that no player ever encountered any
other player more than once. The “perfect strangers treatment” turned the
experiment into a series of one-shot games.

Since every player would encounter every other player only once, if low
contributors responded to punishment by contributing more in subsequent
rounds, they would raise the payoffs of others but not the punisher (who
would never again be in the same group with the target of her punishment).

In this experiment, punishment itself is a public good. This is because
a punisher incurs a cost, except that the punisher is not a beneficiary of
the good. In the perfect stranger treatment, for a self-regarding player
not punishing, like not contributing to the public good is the dominant
strategy. Even in the perfect strangers treatment subjects avidly punished
low contributors.
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Figure 211 Public Goods Game with punishment. Average contributions over
periods 1to 10 decrease without punishment. Over periods 11 to 20, subjects can
be punished by their peers and average contributions are higher on average than
in the first 10 rounds. The vertical axis is the average contribution each round. The
horizontal axis is the period. At period 11 the subjects are given the opportunity to
punish each other. There are three treatments in this Public Goods Game
experiment. This figure portrays the behavior in the “Strangers” treatment where
players are randomly re-matched each round. The two other treatments, which
show similar results, are “Partners” where players are in the same group for all
the rounds; and “Perfect Strangers” where players are re-matched, but no player
will encounter any other more than once during the experiment.

Source: Fehr and Gachter (2000a).
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Further evidence comes from the fact that people punish low contrib-
utors even in the last round of the game when punishment cannot be
motivated by the expectation that the punisher will benefit from their
target’s improved behavior in the future. There is no future (the game ends
after they punish). So the pleasure of punishing someone who is violating a
social norm is most likely involved.?

CHECKPOINT 210 Changing the rules of the game Explain why in the
Public Goods with Punishment game, punishing a low contributor is itself
a public good.

212 SOCIAL PREFERENCES: BLAME ECONOMIC
MAN FOR COORDINATION FAILURES?

The fact that for self-regarding people, not contributing to the public good
is the dominant strategy definitely constitutes an institutional challenge.
But we will also see that although being concerned about how your actions

HISTORY The idea of basing
economics on the assumption
that people are entirely
self-regarding—"solely as a
being who desires to possess
wealth”"—goes back to the last
of the great classical
economists, John Stuart Mill
author of Principles of
Political Economy (1848),
considered to be the first
economics textbook in the
English language. He
considered this view of people
to be “an arbitrary definition
of man.” In other words, like
economists since then, he was
making a simplifying
assumption in order to model
human behavior?
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e REMINDER Remember that
in Chapter 1 we saw how
‘internalizing the external
effects’ means getting people
to pay for the external costs
they imposed on others and
this resulted in the fishermen
choosing to cooperate and
fish less in the Fishermen'’s
Dilemma.

affect others will help to address coordination failures, it will not be
sufficient.

Homo economicus or “economic man” is the term economists have used
to designate an entirely self-regarding and amoral actor, a person who is
not motivated by either a concern for others, or a desire to conform to any
ethical principles. The term is often put in italics to parallel the biological
terminology for a species (like Homo sapiens). Homo economicus, however,
is a fictional character representing one possible variety of human behavior.

Models based on Homo economicus have provided predictions about
behavior that are borne out by empirical studies that range from how
American windshield installers and Tunisian sharecroppers respond to
different work incentives to the effect of taxes on cigarette consumption.
But, as we shall see, Homo economicus is not an accurate depiction of how
most people behave:

 People volunteer for firefighting, delivering food to the sick during a pan-
demic, and other dangerous but socially beneficial tasks, and contribute
substantial sums to charity.

» People participate in joint activities such as strikes or protests even
knowing that their individual participation is unlikely to affect the success
of the event and that, if successful, the benefits would be widely shared,
not confined just to those people participating in the protest.

» People donate blood for the health of strangers, and wear masks in public
places during a pandemic, even knowing that the primary benefit of the
mask is to prevent spreading the virus to strangers, not protection against
being infected by others.

« In public opinion polls and in voting, people support taxes that transfer
incomes to the poor even when they are sufficiently rich and unlikely ever
to benefit directly from these policies.

Motivated by these and similar observations and augmented by controlled
experiments about human behavior (that we will review below), economists
have revised our assumptions about Homo economicus to recognize that
people are capable of ethical, generous, and other motivations as well as
self-regarding motives.

This is important because as you learned in the first chapter, coordination
failures occur because we fail to take adequate account of the effect that our
actions have on others. Our concern for others can help to internalize these
external effects whether it be our willingness to curb our carbon footprint
or willingness to protest for causes whose benefits would be widely shared.

But coordination failures cannot be blamed entirely on people seeking to
maximize their own payoffs. Think again about the real farmers in Palanpur,
all planting late when they could all do better if they all switched to
planting early. Suppose one of those farmers was deeply concerned about
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the poverty of his entire village, and wished to improve living standards for
everyone. He could not do this by individually planting early.

Now suppose that every villager shared his concerns for all members of
their community. Each one would know that their own decision to plant
early would change nothing (except that their seeds would be eaten by the
birds). What has captured the people of Palanpur in a poverty trap is not that
they care only about their own harvest (they surely care about others’), but
their inability to come to a common agreement to plant early. Their poverty
stems from a problem of institutions, not motivation.

To understand individual behavior and its social consequences we need
an approach that allows for the full range of human motivation.

CHECKPOINT 211 Homo economicus goes to the polls

a. Given that it costs time to cast a vote (going to the voting station, stand-
ing in line, and the opportunity cost of your time), do you think a person
with Homo economicus preferences would vote in most elections? Why
or why not?

b. In what circumstances do you think someone with the preferences of
Homo economicus would vote?

While answering these questions, think about the beliefs the person with
Homo economicus preferences would have about the probability his vote
will affect the outcome of the election.

Types of social preferences

While Homo economicus is among the kinds of actors this approach consid-
ers, there are other characters, representing other sides of human behavior
such as generosity, fairness, reciprocity, and spite. What these four aspects
of behavior have in common is that they are other-regarding: the outcomes
that a person considers in choosing an action include things experienced by
others, not just outcomes affecting the person herself. Here are some forms
of other-regarding preferences that experiments of the type surveyed
below have shown to be common:

« Those with altruistic preferences, such as basic generosity, are motivated
to help others even at a cost to themselves; they place a positive value on
the well-being or payoffs of others.

« Inequality-averse or fairness-based preferences motivate people to seek
to reduce unjust or unfair economic differences even if the actor is herself
a beneficiary of these differences.

INEQUALITY AVERSION A preference for more equal outcomes and a dislike for
both disadvantageous inequality that occurs when others have more than the
actor and advantageous inequality that occurs when the actor has more than
others.
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e A person with reciprocal preferences is motivated to help others who
have themselves behaved generously or upheld other social norms, and
also to punish those who have treated others badly.

 Spite and ‘us versus them’ distinctions that place a negative value on
outcomes experienced by others, often motivate hostility toward mem-
bers of religious, racial, ethnic, and other groups. Therefore a negative
outcome another person experiences, can result in a positive value for
someone who feels spiteful.

The term “social preferences” is used to describe all types of other-
regarding preferences.

CHECKPOINT 232 Social preferences and social norms

a. Give an example of a preference you have that is not self-regarding.

b. Can you think of any social norms that lead you to act in an other-
regarding way?

c. Suppose that Aram and Bina (in the Planting in Palanpur Game) were
of different religions between which there is hostility, so that each
would gain some pleasure from the misfortunes of the other. Can you
show how this could change the game so that instead of having the
Pareto-efficient mutual early planting as one of its two Nash equilibria, it
becomes a Prisoners’ Dilemma with Plant Late as the dominant strategy
equilibrium?

213 THE ULTIMATUM GAME: RECIPROCITY AND
RETRIBUTION

Observing substantial levels of cooperation in the Prisoners’ Dilemma
game was a shock to the standard Homo economicus assumptions. But the
experiment that has sparked perhaps the greatest reconsideration of the
Homo economicus model is the Ultimatum Game.

Here is the game with its basic treatment:

 Subjects are anonymously paired for a one-shot interaction with another
person.

 The role of “Proposer” who will be the first mover, is randomly assigned
to one of the subjects; the other is then the “Responder”

 The Proposer is given an endowment, the “pie” (e.g. $10), by the experi-
menters and the Responder knows the size of the pie.

e The Proposer then proposes how to divide the endowment between
Proposer and Responder, transferring to the Responder any amount
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Figure 212 Game tree of the ultimatum (bargaining) game. Panel (a) presents the
full game tree for both players. Player A is the Proposer and their actions are
shown by the blue branches. Player B is the Responder and their actions are
shown by the red branches. Panel (b) shows the backward induction thinking of
the Proposer, A, if she believes that B is self-regarding, that is, cares only about
her own payoff being as large as possible. Panel (c) shows the same process if A
believes that B will reject the (8,2) offer as “unfair”

Play.er A Play-er A Play.er A
Offer (8,2) Offer (5,5) Offer (8,2) Offer (5, 5)
split split split split
Player B « » Player B Player B # « Player B Player B « » Player B
Accept Reject  Accept Reject Accept Accept
(8,2) (0,0) (5,5) (0,0) (8,2) 5,5 0,0 (5,5)
(a) Full game tree (b) Self-regarding players (c) Player B cares about being treated fairly

between nothing and the entire endowment, e.g. the Proposer chooses
to keep $8 and give $2 to the Responder.

« If the Responder accepts the proposed division, the Responder gets the
proposed portion, and the Proposer keeps the rest and the game ends.

- If the Responder rejects the offer, both get nothing and the game ends.

Figure 2.12 presents a game tree for a variant of the Ultimatum Game in
which the Proposer, player A, selects one of two offers to make to the
Responder: divide the pie equally and each person gets S5 for an outcome
(5,5) or keep $8 and offer the Responder $2 for an outcome of (8,2). The
Responder, player B, then chooses whether to accept or reject the offer.

EXAMPLE In this video
(tinyurl.com/y470nzue), Juan
Camilo Cardenas talks about
his innovative use of

experimental economics in
if B rejects the offer, both players get zero. The payoffs to each player are rez|-life situations (from the

listed in the order of play (Player A, Player B), so (8,2) means Player A gets 8  CORE project.

and Player B gets 2. If the Proposer cares only about her monetary payoffs www.core-econ.org).
in the game and believes that the Respondent is similarly self-regarding,

then the Proposer (Player A) will reason backwards as follows:

You can see from the (0,0) labels at the end of the two Reject branches, that

 Responder (Player B) will accept the offer of $2 because $2 is greater than
SO0 which is what he gets if he rejects the offer.

« So A will propose the (8,2) split.
¢ And the Responder (B) will accept.
That is not how the experiment worked out.

The Ultimatum Game has been played anonymously, sometimes for
substantial sums of money, in hundreds of experiments with university


https://tinyurl.com/y47onzue
https://www.core-econ.org
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v/ FACT CHECK Did the
subjects not understand the
game? It is not that
complicated a game, and later
experiments in which subjects
played the game many times
with different partners
showed they did understand
it. Their behavior remained
consistent with the one-shot
experiments and their results
continued to be reproduced
with many people making
50-50 splits (or nearly so) and
rejecting low offers.

v/ FACT CHECK Some have
suggested that the results
were due to the relatively low
stakes in the game, such as
the $10 mentioned earlier. But
subsequent experiments
conducted among university
students in Indonesia for a
‘pie’ equal to three months’
average expenditures
replicated the results as did
experiments with US students
with a 'pie’ ranging in size up
to $100. Evidence from France
showed similar behavior by
proposers with stakes ranging
from 40 French francs ($7.20)
to 2,000 French francs ($360)
(this was prior to the adoption
of the euro). A further study in
India observed stakes that
varied by a magnitude of over
1,000: From 20 rupees ($0.41)
t0 20,000 rupees ($410) as the
stakes.”
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student subjects and other populations—businessmen, fishermen, farmers,
civil servants—in all parts of the world."”

The prediction based on the assumption that people are entirely self-
regarding and believe that others are too invariably fails as a description of
how people behave. For example:

* Modal offers—the most common offers in the experiments—are typically
half of the pie, and average offers generally exceed 40 percent of the pie,
and

« Offers of 20 percent of the pie or less are often rejected; people in the
position of Responder choose to reject and get zero rather than accept
and get a payoff of, say, $2 offered from the Proposers $10 pie.

As a possible explanation of these results Figure 2.12 ¢ shows how the
game might be played if Player B cares both about monetary payoffs and
also about being treated fairly. In this case, Player B views an offer of (8,2)
as unfair or demonstrating greed on A’s part, and they would rather get a
payoff of zero dollars than accept a deal in which they are treated poorly,
so they would reject.

If, on the other hand, Player A offers (5,5), then Player B views that as
fair or demonstrating good will and they would prefer a payoff of 5 in that
context to a payoff of 0, so they would accept. Player A prefers a payoff of
5 to a payoff of 0 and so the Nash equilibrium of the game is (Offer a (5,5)
Split, Accept) with payoffs (5,5).

These rejections of small but positive offers from the Proposer are inter-
preted as evidence for reciprocity motives on the part of the Responder.
Why? Because the Responder is willing to pay a price (giving up a positive
payoff) to punish the Proposer for making an unfair offer (an offer the
Responder considers too low). Responders apparently consider a low offer
to be a violation of a norm of fairness, and a person with reciprocal
preferences responds by depriving the proposer of any payoffs at all.

Explaining the behavior of Proposers is more complicated. The outcomes
of the experiments are not sufficient to say whether the large number of
even splits (and other seemingly fair offers) is explained by adherence to
fairness norms or altruism by the Proposer or to self-regarding preferences
informed by fear that the Responder will reject an unfair offer. The evidence
for reciprocity motives therefore comes from the Responders’ behaviors,
not the Proposers’ behaviors.!!

CHECKPOINT 213 Fairness in the Ultimatum Game Explain why it might
make sense for an entirely self-regarding Proposer in the Ultimatum Game
to offer half of the “pie” to the Responder. Would the Proposer do this if
she knew that the Responder was also entirely self-regarding?
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214 APPLICATION: A GLOBAL VIEW—COMMON
PATTERNS AND CULTURAL DIFFERENCES

Anthropologists and others were surprised that the results of experiments
with the Ultimatum Game have been so similar across the many countries
in which they have been conducted. One observed that in virtually all of
the early experiments the subjects were from WEIRD countries, mean-
ing western, educated, industrialized, rich, and democratic.’® A team of
anthropologists and economists (including one of your current authors)
designed a series of experiments to explore whether the results reported
so far are replicable in societies with quite different cultures and social
institutions and whether results differed across the different societies."
These societies included hunter-gatherers, herders, and farmers (some
using modern methods, others not even having cattle, horses, or plows). In
their Ultimatum Game experiments the pie was substantial, approximately
a day’s average wages or other income.

Figure 2.13 shows the location of the 15 small-scale societies around the
globe. The team was wondering if they would find cultural differences, and
they found them.

Among the Au and Gnau people in Papua New Guinea offers of more than
half of the pie were common, and many of these high offers were rejected.
In fact Responders among the Au and Gnau peoples were as likely to reject
an offer of much more than half as an offer of much less than half.

Figure 213 Small-scale societies where the Ultimatum Game experiments were
conducted. The researchers wanted to ensure cultural diversity in their sample.
So they selected communities living in very different physical environments,
making their living in diverse ways and very little influenced by the homogenizing
influences of markets, governments, and other modern institutions.

Source: Figure 1from: Henrich, J., Boyd, R., Bowles, S., Camerer, C,, Fehr, E,, Gintis, H., McElreath, R.,
Alvard, M., Barr, A, Ensminger, J., Henrich, N. S., Hill, K., Gil-White, F., Gurven, M., Marlowe, F. W.,
Patton, J. Q. and Tracer, D. (2005), “Economic man’ in cross-cultural perspective: Behavioral
experiments in 15 small-scale societies,” Behavioral and Brain Sciences. Cambridge University
Press, 28(6), pp. 795-815. doi: 101017/S0140525X05000142. Reproduced with permission.
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Though this seemed odd to the economists on the team, it did not
surprise the anthropologists who study New Guinea. They know that people
in New Guinea compete with each other to see who can give more or better
gifts. Gift-giving conveys status in their society and people use giving gifts
as a way to obtain status over others. Refusing a gift suggests that you are
not subordinate to the gift-giver, while accepting it means their status is
higher than yours.

By contrast, among the highly individualistic Machiguenga slash-and-
burn farmers in Amazonian Peru, almost three-quarters of the offers were
a quarter of the pie or less and there was just a single rejection, a pattern
strikingly different from other experiments. The Machiguenga came as
close to acting like Homo economicus as any population yet studied. Even
among the Machiguenga, however, the mean offer was still 27 percent of the
pie, more than close to zero that we'd expect if they all were consistently
self-interested.

The researchers who analyzed the experiments in the 15 small-scale
societies made the following conclusions:

 Although behaviors vary greatly across societies, not a single society
approximated the behaviors that would be observed if everyone cared
only about their own payoffs and believed others were the same.

» Between-society differences in behavior seem to reflect differences in
the kinds of social interaction people experience in everyday life.

Here is some evidence that the experimental game behavior reflected the
lived experiences of the people.

e The Ache (Ah-CHAY) hunter-gatherers in Paraguay share meat and honey
equally among all group members. Ache Proposers contributed half of the
‘pie’ or more.

¢ Among the Lamalera whale hunters of Indonesia, who hunt in large crews
and divide their prey among the entire community according to strict
sharing rules, the average proposal was to give the Responder 58 percent
of the pie.

Given the evidence from small-scale societies like the Lamalera and the
Ache, we might ask whether we find other-regarding behavior in real-
world situations elsewhere in the industrialized world. A different team
of researchers were interested in exactly this question and designed an
experiment that mirrors a real-life dilemma: what would you do if you found
a wallet someone had lost: would you return it?

The team distributed a total of 17,303 “lost” wallets, some with money in
them, some without, in 355 cities across 40 countries.!

Using transparent wallets with a business card, grocery list, key and cash,
the researchers could check how many people contacted the “owner” of the
wallet given in the email address listed on the business card to return the
wallet.
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Application: A Global View—Common Patterns and Cultural Differences _

Figure 214 Wallets were more likely to be returned to their owners when they
contained money than when they did not. The “reporting rate” is the fraction of
wallets that were “returned.”
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Before reading on, ask what you think would happen in your community:
how many people would try to return the wallet? Would more people return
the wallet if it had money in it, than if it did not?

The results of people’s choices are shown in Figure 2.14. Though there
are differences across countries, with just two exceptions among the 40
countries people were more likely to contact the “owner” if the wallet
contained money ($13.45, the treatment) in it than if it did not (S0, the
control). In a subset of cases—in the US, UK, and Poland—the researchers
added a treatment with even more money in the wallet ($94.15). With a really
substantial sum of money in the wallet, people were as likely, if not more
S0, to contact the listed email address on the business card in the wallet.

Keep in mind that the countries differ greatly in how much an additional
$13.45 would make to a person’s standard of living. Per capita income in
the richest countries in the sample (Norway for example) is ten and even in
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some cases 20 times the per capita income in others (Kenya for example),
even when account is taken of the differing purchasing power of each
national currency at domestic prices.

The evidence from both the Ultimatum Game and the wallet experiments
suggests two important takeaways:

* Culture matters: people from different parts of the world live by dif-
ferent social norms and mutual expectations—what we call “culture”
People from different cultures differ in what they consider fair offers and
whether they think it's acceptable to make a self-regarding offer. They
also differ substantially in whether they will return a lost wallet.

e People are similar in many important respects: people across the
world have other-regarding motives including altruism, fairness, and
reciprocity. In the “lost wallet” experiment in most countries a substantial
fraction of people attempted to return the wallet.

CHECKPOINT 214 Not just for the money Why do you think that wallets
with money in them (in some cases a substantial amount) were more likely
to be returned to their owners than wallets without money?

215 SOCIAL PREFERENCES ARE NOT
“IRRATIONAL”

People sometimes think of other-regarding and ethical preferences as
something special—different from the taste for ice cream, for example—and
requiring a model different from the preferences, beliefs, and constraints
approach. But the desire to contribute, to punish those who do not free
ride on others’ contributions, and otherwise to act on the basis of social
preferences, like the desire to consume conventional goods and services,
can be represented by preferences that conform to standard definitions of
rationality.

What we know from experiments is that whether it’s ice cream or con-
tributions to the public good, people respond to trade-offs, taking account
of the costs and how much they value the activity in question: the higher
the cost of helping others, the less its frequency. In other words, other-
regarding preferences are consistent with rationality, namely consistency
(transitivity) and completeness.

Researchers tested the rationality of seemingly altruistic choices by ask-
ing 176 subjects to play a version of what is called the Dictator Game.' One
player (the Dictator), Alice, is given a sum of money by the experimenter,
and asked to transfer whatever proportion of the money that she wishes to
an other (anonymous) subject, Bob. Alice is told that that for every dollar
that Bob receives from her, she will have to pay p dollars. So p is the price
of altruism: how much she has to pay for every dollar that Bob gets. After
Alice makes her decision, the money is transferred, and the game is over.
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In this experiment, 75 percent of the Dictators gave away some money,
demonstrating altruistic preferences. The average amount given away was
a quarter of the endowment when the price p=1 (a dollar-for-dollar
transfer).” However, the higher the price of generosity, the less money was
transferred. For instance, when each dollar transferred to Bob cost Alice
two dollars (p = 2), only 14.1 percent of the endowment was given away
on average, and when each dollar transferred cost four dollars, only 3.4
percent of the dictator’'s endowment was transferred. The higher the price
of altruism, the less did Alice “purchase”

It may be, as the old saying goes, that “virtue is its own reward.” But that
does not mean that people will act virtuously no matter what the price. This
finding is perfectly consistent with the fact that people respond to the price
of virtuous behavior just as the preferences, beliefs, and constraints model
predicts.

CHECKPOINT 215 Dictator Game? |s the Dictator Game a game? Think
about how we've defined games (check back to Chapter 1if necessary).

216 APPLICATION: THE LAB AND THE STREET

Do people behave in the real world the way they do in experiments? The
experimental evidence for reciprocity or related forms of other-regarding
behavior would not be interesting if was not matched by similar behavior
outside the lab. We therefore need to check whether laboratory evidence
is externally valid, that is, consistent with behavior observed outside of
the laboratory in similar circumstances to those found in the lab. External
validity is particularly important for policy questions because policymakers
and governments need to know whether a policy will work outside of the
controlled conditions of the laboratory.

Generalizing directly from experiments to behavior in other contexts is
often unwarranted. For example, in the Dictator Game typically more than
60 percent of the Dictators allocate a positive sum to the recipient, and
the average given is about a fifth of the endowment.’® But we would be
sadly mistaken if we predicted on the basis of this experimental result that
60 percent of people would spontaneously give money to an anonymous
person passing them on the street, or that the same subjects would offer a
fifth of the money in their wallet to a homeless person asking for help.

Many researchers have asked whether behavior in lab experiments pre-
dicts behavior outside the lab.

Along the coast of northeastern Brazil, for example, people catch shrimp
in large plastic bucket-like contraptions. The shrimpers cut holes in the

EXTERNAL VALIDITY Results of experiments or other scientific research that
can be generalized to circumstances outside (external to) the laboratory or other
setting in which the research was produced are said to be externally valid.

Application: The Lab and the Street

v/ FACT CHECK In a Public
Goods Game with Punishment
experiment researchers found
that the level of punishment
that subjects inflicted on
others was less when each
dollar subtracted from the
payoffs of the target cost
more in foregone payoffs to
the punisher.'®

v/ FACT CHECK Inan
experimental game about
trust and reciprocity played by
groups of students and
groups of chief executive
officers of Costa Rican
businesses, the businessmen
were both more trusting of
others and also reciprocated
the generosity of their game
partners to a far greater
degree than did the students.
Based on existing
experimental evidence,
students are not particularly
other-regarding.?°
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Figure 215 A shrimping
bucket with holes in it.

Photo from Fehr, E., and Leibbrandt,

A. (2011), “A field study on
cooperativeness and impatience in
the Tragedy of the Commons,”
Journal of Public Economics, Vol. 95
(9-10), October, pp. 1144-55.D0!:
https://doi.org/101016/].jpubeco.
2011.05.013. Reproduced with
permission from Elsevier.
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bottoms of the traps to allow the baby shrimp to escape, thereby preserving
the stock of shrimp for future catches.

The shrimpers face a real-world coordination problem: the expected
income of each would be greatest if he were to cut smaller holes in his
traps (increasing his own catch) while others cut larger holes in theirs
(preserving future stocks). In Prisoners’ Dilemma terms, small trap holes
are a form of defection that maximizes the individual's material payoff
irrespective of what others do (it is the dominant strategy if the shrimper is
self-regarding). But a shrimper might resist the temptation to defect if he
were both public spirited toward the other fishers and sufficiently patient
to value the future opportunities that they all would lose were he to use
traps with smaller holes.

Economists Ernst Fehr and Andreas Leibbrandt implemented both a
Public Goods game and an experimental measure of impatience with the
shrimpers. They found that the shrimpers with both greater patience and
greater cooperativeness in the experimental game punched significantly
larger holes in their traps, thereby protecting future stocks for the entire
community.*!

Additional evidence of external validity comes from a set of experiments
and field studies with 49 groups of herders of the Bale Oromo people in
Ethiopia, who were engaged in forest-commons management. Economist
Devesh Rustagi and his coauthors implemented public-goods experiments
with a total of 679 herders, and also studied the success of the herders’
cooperative forest projects.??

The most common behavioral type in their experiments, constituting
just over a third of the subjects, were reciprocators who responded to
higher contributions by others by contributing more to the public good
themselves. The authors found that groups with a larger number of recip-
rocators were more successful—they planted many more trees—than those
with fewer reciprocators.

CHECKPOINT 216 Masks in a pandemic: Not just a game During the
COVID-19 pandemic that began in 2000, public health experts advised (and
some governments required) people to wear face masks when in public
places. The masks were more effective in preventing the mask wearer from
infecting others than in protecting the wearer themselves. People found it
somewhat uncomfortable to wear a mask.

a. Suppose there are just two people, and that both are entirely self-
regarding (they care only about their own comfort and health). Write
down a payoff matrix for the two strategies: Wear (the mask) and Don't.

b. What kind of game is this?

c. Write down a payoff matrix in which both playing Wear is a Nash
equilibrium and so is both playing Don't.

d. What kind of game is that?
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217 APPLICATION: A FINE IS A PRICE

How might a policymaker or CEO of a business make use of the fact
that people care about what happens to others and they value behaving
ethically?

Think about a set of rules for compensating employees. The rules typ-
ically specify pay and provision for time off, sick days, and the like. But
problems arise with using purely material incentives to influence how
people behave. Here is an example.

Having noticed a suspicious bunching of sick call-ins on Mondays and
Fridays, the Boston Fire Commissioner on December 1, 2001 ended the
Department’s policy of unlimited paid sick days. Instead, the Commissioner
imposed a 15-day sick day limit. The pay of firefighters exceeding that
limit would be cut. The firefighters responded to the new incentives: those
calling in sick on Christmas and New Year’s Day increased ten times over
the previous year’s sick days.

The Fire Commissioner retaliated by canceling their holiday bonus
checks. The firefighters were unimpressed: the next year they claimed
13,431 sick days; up from 6,432 the previous year.?3

Many of the firefighters, apparently insulted by the new system, abused
it, or abandoned their previous ethic of serving the public even when
injured or not feeling well. In the language of the Ultimatum Game, they
responded reciprocally to an offer they disliked by rejecting it. They were
trying to punish the Commissioner at a cost to themselves.

The Commissioner’s difficulties are far from exceptional.

Consider the following experiment in Haifa, Israel.?* Parents everywhere
are sometimes late in picking up their children at daycare centers. Uri
Gneezy and Aldo Rustichini wanted to understand whether fining parents
if they were late would result in parents arriving on time. So they imple-
mented an experiment in a set of daycare centers.

e Treatment: At six randomly chosen daycare centers, a fine was imposed
for parents picking up their children late.

e Control: In a control group of daycare centers no fine was imposed.

Researchers expected parents to arrive on time because of the fine. But
parents responded to the fine by arriving late more often: the fraction of
parents picking up their kids late more than doubled. When the fine was
taken away after 16 weeks, the parents continued to arrive late, showing
no tendency to return to the status quo prior to the experiment. Over the
entire 20 weeks of the experiment, there were no changes in the degree of
lateness at the day-care centers in the control group.

The researchers reason that the fine was a contextual cue, uninten-
tionally providing information about appropriate behavior. The effect was
to convert lateness from the violation of a social norm or obligation that
the parents were to respect, to a choice with a price that many were

Application: A Fine Is a Price _
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Figure 216 The effect of a fine for lateness in Haifa’s daycare centers.

Source: Gneezy and Rustichini (2000a). The fine was imposed in week 5 and retracted in week 17.
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willing to pay. They titled their study “A Fine Is a Price” and concluded that
imposing a fine labeled the interaction as a market-like situation, one in
which parents were more than willing to buy lateness for money. Revoking
the fine did not restore the initial context.

When monetary incentives undermine social preferences as they
did among the Boston firefighters and Haifa parents, this is called
motivational crowding out. These two cases are cautions that the use
of monetary incentives may be inappropriate where the targets of the
incentives are motivated by other-regarding preferences. But they are not
reasons to think that incentives are ineffective, as we will see in many
examples to follow. We have no doubt that had the fine for lateness in Haifa
been 500 Israeli new shekels rather than just 10, the parents would have
found a way to pick up their kids on time.

CHECKPOINT 217 Crowding out Why do you think the parents of chil-
dren in the treatment group (with the fine) in Haifa continued arriving late
to pick up their kids after the fine was discontinued?

218 COMPLEXITY: DIVERSE, VERSATILE, AND
CHANGEABLE PEOPLE

The experimental and observational evidence suggests that an adequate
understanding of preferences should recognize four aspects in human
social behavior.

MOTIVATIONAL CROWDING OUT Motivational crowding out occurs when
monetary or other material incentives or attempts to control someone diminish
that person’s other-regarding or ethical preferences or intrinsic motivation.
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Complexity: Diverse, Versatile, and Changeable People m

« Diversity: people differ in their preferences both within populations and
across cultures.

« Versatility: a single person has a diverse set of preferences, and which
of these is salient for making a decision depends on the situation, for
example, when shopping as opposed to when spending time with friends.

e Changeability: people learn new preferences—often unwittingly—under
the influence of their experiences.

These three aspects of our preferences contribute to a fourth attribute of
how human beings interact:

e Complexity or “the whole is not the sum of its parts™ the outcome of an
interaction of many people cannot be deduced in any simple way from
the characteristics of the individual people involved.

Diversity

What motivates people differs, both locally and across different cultures
and across time. Using data from a wide range of experiments, researchers
estimate that between 40 and 65 percent of people exhibit other-regarding
preferences of some kind. The same studies suggest that between 20 and 35
percent of the subjects exhibit conventional self-regarding preferences.*
The authors of another study (in the US) termed 29 percent of their
experimental subjects as “ruthless competitors” (presumably resembling
Homo economicus) and 22 per cent as “saints."26

Versatility

A common observation about human behavior made by psychologists is that
the same person can act differently depending on the situation. As a result,

we say that people are versatile: we change how we act in response to what
v/ FACT CHECK In

experimental games about
dishonesty, people who grew

up in Communist Party-ruled
often offer amounts which maximize their expected payoffs given how gast Germany are more likely

likely low offers are to be rejected. But people randomly assigned to be a  to cheat than those who grew
Responder rarely act in ways that maximize their payoffs. If they did, they up in West Germany.?
would never reject a positive offer. The fact that in the role of Proposer

our situation seems to require of us, for example, being self-regarding while
shopping and other-regarding with one’s neighbors.
In the Ultimatum Game, people randomly assigned to the role of Proposer

people are more like “ruthless competitors” while people from the same
culture in the role of Responder are more like “saints” is evidence of our
versatility.

Changeability

Some preferences are part of our genetic makeup, having a taste for sweet
and fatty foods, for example.

But most preferences are learned rather than given by our genetic
inheritance. Durable changes in an individual's evaluations of outcomes
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Figure 217 Gary Becker
(1930-2014) was a professor
of economics and sociology at
the University of Chicago for
four decades. In 1977 he
coauthored an article “De
Gustibus Non Est
Disputandum” the Latin
expression usually translated
in English as “there’s no
accounting for tastes” in
which he and his coauthor
George Stigler analogized
preferences to “the Rocky
Mountains—both are there,
will be there next year too,
and are the same to all men.”
The book he published more
than two decades later was
Accounting for Tastes, in
which he analyzed how
preferences change. He was
awarded the Nobel Prize in
economics for contributions
to our understanding of
marriage, crime, politics,
discrimination, and other
aspects of social
interactions.?®
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often take place as a result of experience. When this occurs we say that
preferences are endogenous. This means that they change as a result
of influences such as where a person lives, how they make their living
or the rules of the game that govern how they interact with others. By
contrast, when preferences do not change or change only as a result of
changes occurring external to the interactions being studied, preferences
are termed exogenous.

Over a lifetime or even generations, migrants to a new country, or those
moving from a rural to an urban area often adopt new preferences (for
example concerning food tastes). The fact that preferences are learned
may account for the fact that, as we saw from the experiments in small-
scale societies, people who hunt large animals tend be generous with the
meat they acquire; and they seem to generalize these habits to other realms
of life.

A consequence: Complexity

In everyday language the word “complexity” refers to the state of being
intricate or complicated. The term is used in quite a different way in the
study of interactions of a large number of independent entities—whether
particles or people. A complex system is one for which the results of these
interactions for the system as a whole cannot be predicted in any simple
way from even the most detailed knowledge of the interacting entities. The
economy is a complex system.

The best example of complexity in the social sciences is Adam Smith’s
invisible hand. What Smith suggested two and a half centuries ago, and
modern economics has shown (as seen in Chapter 14) is that under some
conditions uncoordinated interactions among entirely self-regarding total
strangers through competition in markets among private property owners
can (unwittingly) create an outcome that is better for all than many of the
alternatives.

The idea of complexity is often expressed by the saying: “the whole is
different from the sum of the parts” The key here is not that the “whole”
may be greater or less than the sum; it is that summing the parts is not
the right way to calculate the whole. Averaging the components of some
interacting system will not give what their interactions will actually add

ENDOGENOUS PREFERENCES
preferences, then they are termed endogenous.

If one’s experiences result in durable changes in

EXOGENOUS PREFERENCES Preferences are exogenous if they change in
response only to influences external to the economy or at least outside of the
economic subject matter under study.
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up to. The results of the interaction for the whole—called their emergent
property—may be surprising given the nature of the interacting entities.

Here are some examples of surprises (with which you are already familiar)
in the properties that emerge from people with diverse and versatile
preferences interacting.

- Small differences in the distribution of types of people—the presence in
a population of people willing to punish those who do not contribute in a
Public Goods Game, for example—can have large effects on how everyone
behaves, getting self-regarding people to act as if they were cooperators.
You have seen this in Figure 2.11.

« Seemingly small differences in institutions can make large and surprising
differences in outcomes. Why did adding the punishment option so
radically change the outcomes in the Public Goods Game? We know that
cooperation—contributing to the public good—unravels in the absence of
the punishment option. But the incentives to punish would seem identical
to the incentives to contribute to the public good in the first place:
everyone would like someone else to bear the cost of punishing the free
riders. So not contributing and not punishing should be the dominant
strategy in this game. But we now know that that is not what we observe.

e While imposing a fine or other cost on socially undesirable behaviors
may create socially desirable outcomes in certain circumstances such
as getting people to stop using plastic grocery bags, a fine on parents
arriving late to pick up their kids backfired. We saw that the nominal fine
decreased parents’ willingness to pick up their children on time perhaps
because they viewed the fine as a price: the fine changed what they
viewed as socially acceptable behavior.

« Letting a self-regarding player be the first mover in a Prisoners’ Dilemma
Game when she knows that the other player has strong reciprocity
motives can avert the coordination failure resulting in mutual coopera-
tion. Letting the Reciprocator be the first mover would have the opposite
result: both players would defect, resulting in the Pareto-inefficient
outcome. You can confirm this by doing the checkpoint below.

CHECKPOINT 218 Sequential Prisoners’ Dilemma For a sequential Pris-
oners’ Dilemma Game where the first player is known to be self-regarding
and the second player is known to be reciprocal draw a game tree in which
the Nash equilibrium may be (Cooperate, Cooperate) and explain why it
could occur.

219 CONCLUSION

Recognizing the complexity of social interactions makes it harder to reach
simple conclusions about the economy. But this is a good thing, not a
shortcoming of the approach we have outlined; a feature, not a bug.

Conclusion

103
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We have introduced the preferences, beliefs, and constraints approach
and showed how games can help us understand the coordination problems
that communities of people face. Examples are poverty traps that occur
in Assurance Games, and the under-provision of public goods such as a
sustainable environment in the Public Goods Game.

We also showed how changing the rules of the game can sometimes avert
or mitigate a coordination failure. Examples include introducing the pos-
sibility of leadership by letting the Assurance Game be played sequentially,
and introducing the option of peer punishment of low contributors in the
Public Goods Game.

Finally, the preferences, beliefs, and constraints approach and game
theory are the basis of experiments that allow us to study preferences
empirically with some surprising results. Included is the finding that in
most populations studied many people are not entirely self-regarding but
are also other-regarding, caring for better or worse about how their actions
affect other people. Among the preferences the experiments have identified
are: altruism, fairness, reciprocity, and spite (or “us versus them”).

A key concept introduced in this and the previous chapter is the Nash
equilibrium based on the idea of a best response. The choices we have
posited for our actors have been overly simplified: Contribute to the public
good or Don't Contribute, Accept or Reject the Proposer’s offer in the
Ultimatum Game.

The preferences, beliefs, and constraints approach is capable of a far
more realistic view of the strategy sets open to us allowing us to contribute
some or a lot, for example. But to benefit from this we need to develop the
mathematical tools of constrained optimization. We take up this task in the
next chapter.

MAKING CONNECTIONS

Preferences, beliefs, and constraints: This framework for analyzing deci-
sions will be used throughout the rest of the book.

Risk and uncertainty: Many, maybe most, of the important decisions that
people make are risky because the resulting outcome depends on something
occurring in the future that is not known.

The rules of the game and coordination problems: Sequential rather than
simultaneous play may result in a better outcome in an Assurance Game (or
even a Prisoners’ Dilemma). The reason is that the leadership exercised by the
first mover can help to coordinate play in the game. Another example: allowing
other players to punish low contributors in a Public Goods Game dramatically
changes the outcome. Leadership (first-mover advantage) may also benefit the
leader at the expense of the follower.



External effects and Pareto-inefficient Nash equilibria: The Public Goods
Game illustrates an extreme form of positive external effects (each person’s
contribution benefits everyone equally).

Evidence: Economists have recruited novel experimental evidence—from the
laboratory and the field—to examine our theories about how people behave.
Economists have used the evidence to modify and improve existing models
and to develop entirely new models of how people behave.

Diversity/heterogeneity: People differ in their preferences (self-regarding,
other-regarding) and in the advantages associated with their positions (first
mover, second mover).

Inequality: In part as a result of the way that the rules of the game confer
differential advantages on people, the mutual gains made possible by an
interaction are often unequally shared (e.g. being first mover in the Language
Game).

IMPORTANT IDEAS

preferences beliefs constraints
rationality self-interest social preferences
fairness altruism reciprocity

spite endogenous preference  exogenous preference
institutions first-mover advantage external validity
laboratory experiment  field experiment endowment

poverty trap crowding out versatility

Ultimatum Game Public Goods Game learning

complexity inequality aversion game tree
diversity/heterogeneity  changeability Dictator Game

normal form extensive form
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MATHEMATICAL NOTATION

Notation Interpretation

i a contingency

P probability that a contingency will occur

() a player's payoff

E(), fr a player's expected payoff

E(m(x]|i)) Expected payoff to an action (x) conditional (|) on a

contingency (i)

b4 individual endowment in Public Goods Game

et individual contribution in Public Goods Game

M return factor (productivity of contribution) in Public
Goods Game

n number of participants in Public Goods Game

p price of altruism in Dictator Game

Note on superscripts and subscripts: i: an individual.



DOING THE BEST YOU CAN

CONSTRAINED OPTIMIZATION

“What a useful thing a pocket-map is!” | remarked.

“That’s another thing we've learned from your Nation,” replied Mein Herr, “map-
making. But we've carried it much further than you.”

“What do you consider the largest map that would be really useful?”

“About six inches to the mile.”

“Only six inches!” he exclaimed.

“We very soon got to six yards to the mile. Then we tried a hundred yards to the mile.
And then came the grandest idea of all! We actually made a map of the country, on the
scale of a mile to the mile!”

“Have you used it much?” | enquired.

“It has never been spread out, yet,”

“The farmers objected: they said it would cover the whole country and shut out the
sunlight!”

Lewis Carroll,
Sylvie and Bruno Concluded (1893)

DOING ECONOMICS
This chapter will enable you to:

« See how the preferences, beliefs, and constraints framework from Chapter 2 forms the
basis for mathematical models of economic behavior.

Recognize how preferences—whether entirely self-regarding or altruistic—can be repre-
sented both in mathematical form (a utility function) and graphical form (an indifference
map).

Understand that constrained optimization is a method that economists use to explain
the actions that people take; it is not a description of the thoughts or feelings making up
individuals’ decision-making processes (e.g. studied by a psychologist).

Explain how people are constrained—for example by limited time—and how these con-
straints give rise to opportunity costs and, along with our preferences, to trade-offs.

Use the preferences, beliefs, and constraints framework to analyze difficult policy-making
choices, including how much of society’s resources should be devoted to the abatement
of environmental damages.

Understand ordinal and cardinal utility, explain how they differ, and how cardinal utility
provides a way to represent the societal cost of economic inequality.

Understand the shortcomings and limits as well as the insights of these models.
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31 INTRODUCTION: THE MAP AND THE
TERRITORY

Lewis Carroll, the author of this dialogue (not to mention Alice in Won-
derland) was also a mathematician and a philosopher. The point Carroll
made about maps also goes for economic models. Maps are useful because
they convey the necessary information, not because they are an exact
representation of the territory, as the people from Mein Herr's country
discovered. Carroll's point? The map is not the territory.

A good model is not reality, but it's a helpful guide.

What qualifies a map or a model as useful depends on what we need it
for: six inches to the mile might be adequate for a map of hiking trails, but
such a hiking map would not be much use to an airplane pilot. The same is
true of economic models.

Think of a model as a lens. A good economic model is a way of focusing
on what is important given the question that one wants to address without
complicating the picture with things that do not matter for the question at
hand.

A key component of many economic models—those using the prefer-
ences, beliefs, and constraints approach—is that we can understand the
actions people take by assuming that they are doing the best they can under
the circumstances that they are in.

When implemented using mathematical reasoning, this is called con-
strained optimization, a mathematical method by which we can determine
a course of action that accomplishes a goal (reflecting a person’s prefer-
ences), given the information that the person has (beliefs), and the actions
they may feasibly take (a constraint.)

We illustrate both a model and the method of constrained optimization
by something that matters to all of us: time, and how we use it.

3.2 TIME: A SCARCE RESOURCE

Benjamin Franklin (1706-1790)—the American politician and inventor—once
said, “Time is money.” Franklin was referring to the presence of trade-offs
in how people choose to spend their limited time. His three-word sentence
is therefore a model with a simple message: it is illuminating to think about
how people choose their daily actions to achieve their goals under the
constraint of limited time in the same way that we think about how they
spend their limited budgets.

CONSTRAINED OPTIMIZATION A constrained optimization problem is one in
which a decision maker chooses the values of one or more variables to achieve
an objective which is subject to a constraint that determines the feasible set of
actions or outcomes.
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Figure 31 Daily time use of American men and women. These data—for hours in
each activity measured on the horizontal axis for US adults in 2013—differ from
data restricted to those with small children, or retired people, or students.
Source: Hofferth et al. (2013).
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Spending an hour or minute on an activity provides us value of some
kind: we enjoy the activity itself (e.g. eating) or the results of the activity
(e.g. being paid a wage with which we can buy our food). But, since time
is limited, choosing one activity also means we give up that time to do
something else. We incur a cost of doing an activity because we forfeit
the value of the next best thing we could have spent our time on instead:
this is the opportunity cost of our time.

Unless we have time to spare and are wondering how we will fill up our
day, there is an opportunity cost to our use of time. As a result, we can
model how we could best use our time by evaluating the benefits and costs
(including opportunity costs) of pursuing one set of activities rather than
another. To do this we use constrained optimization.

Before developing the concepts on which constrained optimization is
based, let’s look at the kinds of facts that a model of time use should be
able to explain.

Figure 3.1 shows how men and women from the USA used their time each
day during the year 2013. The largest time use is for the categories sleep,
work (meaning for pay), leisure, and housework. Men and women differ

OPPORTUNITY COST Where x and y are both valued positively, the opportunity
cost of x in terms of y is how much y a person must give up to get a unit more of x.

Time: A Scarce Resource m



‘OUP CORRECTED PROOF - FINAL, 11/9/2021, SPi

EXAMPLE In this video
(tinyurl.com/yyop8rzh) Juliet
Schor addresses the question
of why we work so hard (from
the CORE project.
WWW.Core-econ.org).

v/ FACT CHECK For a long
historical view of why the
washing machine was a
“miracle” have a look at this
video by Hans Rosling:

e REMINDER Preferences are
endogenous if one’s
experiences result in durable
changes in preferences.

m Doing the Best You Can: Constrained Optimization

typically in the hours they devote to paid work and housework and care
work, often reflecting differing social norms that they hold about the kinds
of activities that it is “appropriate” or “natural” for men and women to do.

But these social norms also change, sometimes in ways that show that
the differences in the distribution of work time between men and women
are far from determined by “nature” but instead reflect changed economic
conditions. During the second half of the twentieth century in the rich
countries the fraction of women doing paid work outside the home dramat-
ically increased. While we do not have detailed information like that shown
in Figure 3.1 for the mid-twentieth century on how men and women spent
their time, there almost certainly has been a decline in the total amount
of time spent doing housework. Part of the change in the distribution of
women’s time between housework and work for pay is due to the avail-
ability at affordable prices of new technologies—household appliances—that
reduced the amount of time required to clean the house, wash clothes,
and to carry out other housework tasks. These appliances include washers,
refrigerators, and vacuum cleaners, which in the US became common from
the late 1940s onward, and dryers, dishwashers, and microwaves somewhat
later.

Evidence that these new technologies contributed to the change in
the distribution of women’s work time comes from a comparison across
countries of increases in the fraction of women working outside the home—
called the labor force participation rate—and decreases in the price of these
labor-saving household appliances (compared to other prices).! The results
are in Figure 3.2, which shows that in countries such as the US where the
prices of these appliances fell the most, women’s labor force participation
rate rose substantially. By contrast, in Germany where prices of household
appliances fell the least, the increase in labor force participation was half
as great as in the US.

Other factors contributed, of course, most importantly the reduction
in the number of children born per woman. But the fall in the prices of
appliances, the study reporting these data concluded, was of approximately
equal importance. It appears that economic changes—the new household
appliances and their falling prices—changed how women spent their time—
more working outside the home. This in turn may have been both a result
and a cause for the changing social norms about “women’s work” and the
decreased adherence to the ideal of a family with a husband income earner
and a wife raising (many) children and taking care of the home. This is
an example of endogenous preferences, that is, preferences—for example,
social norms about “women’s work”—changing as economic conditions—the
prices of home appliances—change.

We begin with these examples because methods of constrained
optimization—the preferences, beliefs, and constraints framework—provide
a way of posing and in some cases answering questions like: Why do men


https://tinyurl.com/yyop8rzh
https://www.core-econ.org
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Figure 3.2 The relative price of home appliances and the female labor force
participation rate. The vertical axis represents the change in the percent of adult
women working outside the home, termed the female labor force participation
(FLFP) rate. The change in the home appliance price index is on the horizontal
index. Notice that a bigger price decrease would be shown by a larger negative
change (further to the left on the x-axis) so the US, Denmark, and the Netherlands
had big decreases in the prices of home appliances and big increases in the FLFP
rate. Household appliances—like TVs—that did not reduce the amount of time
necessary to perform housework tasks are excluded. The data are for the period
1975 to 1999 and include those OECD countries for which data during the

1970s exist.

Source: de V. Cavalcanti et al. (2008).
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and women spend the time they do on the various activities shown? Or why
did work hours fall so dramatically in some countries over the twentieth
century? (In Chapter 7 we use a constrained optimization model to provide
one answer to that question.)

We begin with preferences, before turning to constraints later in the
chapter. Because we are not considering strategic interactions or other
situations in which the relevant facts are not known, we do not intro-
duce beliefs into our modeling of constrained optimization until the next
chapter.
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e REMINDER Preferences
represent the favorable
(positive) or unfavorable
(negative) feelings that could
lead a person to choose one
outcome over another.
Included are tastes (food likes
and dislikes, for example),
habits (or even addictions),
emotions (such as anger and
disgust) often associated with
visceral reactions (such as
nausea or an elevated heart
rate), social norms (for
example, those that induce
people to prefer to be honest
or fair), and psychological
tendencies (for aggression,
extroversion, and the like).
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CHECKPOINT 31 Labor-saving household appliances and women’s
labor force participation Think about a form of the family that was
common in the countries shown in Figure 3.2 in the 1970s: in those
days described as a male “breadwinner” (working for pay) and a female
“housewife”

a. Inthat setting what was the opportunity cost of the time that the woman
in the family spent working for pay outside the home?

b. Explain how the availability of lower priced and more effective house-
hold appliances changed the opportunity cost of women working for pay

outside the home.

3.3 UTILITY FUNCTIONS AND PREFERENCES

In Chapter 1, we represented preferences—our evaluations of the outcomes
our actions may bring about—as payoffs, that is numbers indicating how
much the decision maker values each of the possible outcomes. We dis-
cussed, as an illustration, the choice of whether to take an umbrella or not,
with a decision (Don't take the umbrella, It rains) resulting in a payoff of 3.
The payoff to (Take the umbrella, It rains) was 15, meaning that if it rains the
person valued having the umbrella by five times as much as not having it.

In that example we simplified things by limiting the actions and the
outcomes to just a few, for example, it either rained or it did not. The
simplification allowed us to focus on two-by-two payoff matrices with just
four possible outcomes, or equally simple game trees.

But most of the economic interactions that we study are not that simple:
we can contribute any amount to the public good (not just $10 or nothing),
the farmers in Palanpur have the choice to plant a little bit earlier, or much
earlier, and so on. Or, to return to the question of time: how we divide up
our day among the activities in Figure 3.1 could be measured in variations
of minutes devoted to each of the nine activities, giving us trillions of
“outcomes” to choose from.

We need a way to represent preferences when there are a great many
outcomes, without expanding our payoff matrices to the unusable size of
the 1:1 maps in the Lewis Carroll fable at the beginning of the chapter.

Why we use utility functions to represent preferences

To do this we use a utility function, a mathematical expression that
translates the full range of possible outcomes into a person’s valuation of
the outcome—her payoffs.

UTILITY FUNCTION A utility function is an assignment of a number u(x,y), to
every bundle (x,y) representing a person’s valuation of that bundle. This means
that if given the choice between two bundles (x,y) and (x',y"), the individual will
choose the first if u(x,y) > u(x’,y").
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The word “utility” (in ordinary language, “usefulness”) is used to mean the
same thing as “payoff” It is a number assigned to a particular bundle that has
the property that when choosing between alternative bundles, a person will
select the one with the highest (utility) number. Both “utility” and “payoff”
sound like some monetary or other amount of something you take home
as the outcome of a game. But in economics utilities, like payoffs, are not
something you get or even experience. You don't take them home; they are
nothing more than numbers that indicate the course of action you will take.

For simplicity, we call this number “how much the person values the
outcome” but the utility function tells us nothing about why the bundle has
a higher number. It could be any of the reasons for the collection of pro
or con evaluations that make up our preferences for some bundle, ranging
from food tastes and phobias, to addictions and ethical norms.

What the function allows us to do is to take account of more complex
outcomes than “Don’t take the umbrella” and “It rains.” The decision maker,
as before, will choose the actions the she believes will result in the highest
utility outcome.

Suppose that our decision maker, Anmei (“Ahn-may,” an Uber driver), is
deciding how much time to work, x, and what fraction of the resulting
income to spend on food, y. The utility function then assigns a number—the
level of utility—to each possible combination of x and y, one of which, say,
is work for 4 hours and 15 minutes and spend 35 percent of the resulting
pay on food. Any other combination, say, work four hours and spend 40
percent of the resulting income on food, will also be assigned a number,
representing Anmei’s valuation of that particular outcome. The number
assigned to the second bundle can be greater than, less than, or the same
as the previous bundle depending on whether the first is preferred, or the
second, or she is indifferent among them.

This assignment of numbers is a utility function, u(x,y): for every outcome
(x,y) the value of the utility function is the number representing a person’s
valuation of the outcome. If we know what combinations of x and y are
available to Anmei based on the relevant constraints, then we can predict
the choice Anmei will make, namely the combination with the highest utility
(or if there were more than one bundle tied for highest, then one of these
tied top bundles).

What do the utility numbers measure?

We measure how much a person values various outcomes in two ways,
either:

« by indicating how valuable each is on some absolute scale; or

* by simply ranking them in order.

If Anmei compares two bundles (or outcomes), namely (x,y) and (x’,y") with

u(x,y) = 3and u(x’,y’) = 9 there are two different statements we could make
about Anmei, one much more informative than the other:

Utility Functions and Preferences m

e REMINDER “Payoffs” in
experiments Economists refer
to the amount of money that
a player in an experiment
receives as her payoffs, as we
did in Chapter 2. But as we
saw in the Ultimatum Game
and the Public Goods Game,
many people do not select the
strategy with the highest
possible monetary gain. We
often think of payoffs as some
kind of material gain—like the
quantity of fish caught or the
amount of grain
harvested—but remember the
word payoff like utility is just
a number indicating what the
actor will choose, and this is
often not adequately
measured by material gain.

M-CHECK We read x’ as “x
prime” and x” as “x double
prime.” We usually denote a
bundle other than (x,y) as
(x',y") to indicate a different
composition of x and y.

e REMINDER Consistency (or
transitivity) requires that
when considering three
bundles (x,y), (x',y"), and
(x",y'"), if (x,y) is preferred to
(x',y") and (x',y") is preferred
to (x",y"), then (x”,y"")
cannot be preferred to (x,y).

e REMINDER Completeness
requires that all possible
outcomes can be ranked. For
any two bundles (x,y) and
(x',y") either the person
prefers (x,y) to (x',y"), or the
person prefers (x',y") to (x,y),
or the person is indifferent
between (x',y") and (x,y).
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e Anmei values (x',y") three times as much as (x,y) and

e Anmei values (x',y") more than (x,y)

In the first case above, utility is a number indicating by how much
Anmei prefers (x’,y") to (x,y). Utility is therefore called a cardinal measure
(cardinality in mathematics refers to the size of something). In Chapter 2 we
represented people’s preferences by the payoffs associated with particular
bundle of games like (x’,y") or (x,y). When we defined the expected payoffs
to some course of action we added up the payoffs of each possible outcome
(weighting them by the probability of each outcome occurring). Doing this
required that utility is a measure of size. The numbers representing payoffs
and expected payoffs in Chapter 2 are cardinal utilities.

In the second case the utility function gives us an ordering of better-
worse for the pair of outcomes. When the utility function is measured in this
way, we say that Anmei has ordinal preferences or that utility is ordinally
measured. Ordinal utility says nothing about how much better the preferred
outcome is.

Instead of assigning numbers to the outcomes, in the case of ordinal
utility, it would be clearer if we just assigned ranks, like instead of 1, 2, 3, 4,
and so on, we used 1st, 2nd, 3rd, 4th (and in cases of indifference: for
example, tied for 7th). In the cartoon figure about the Planting in Palanpur
game (Figure 1.3), we listed the four possible outcomes as “Best, Good, Bad”
and “Worst”: this is an example of ordinal utilities.

If utility is just an ordering, there is no way that we can say that the top-
ranked bundle is twice as good as the second-ranked bundle or ten times
as good as the tenth-ranked bundle. Nor could we add up the ranks, saying,
for example, that getting your second-ranked bundle and your third-ranked
bundle with equal probability is as good as getting your first- and fourth-
ranked bundle with equal probability. None of these statements make any
sense. This is why when dealing with decisions involving risk, we used a
cardinal measure.

CARDINAL UTILITY A cardinal utility function assigns a number to each bundle,
such that, with a cardinal utility function, u(x,y) = 10u(x’,y’) means that (x,y) is
preferred ten times as much as (x',y’).

ORDINAL UTILITY Leta>b mean “ais preferred to b." An ordinal utility function
ranks bundles, e.g. (x,y) > (x',y") > (x",y""), without specifying how much (x,y) is
preferred to (x',y") or (x',y") is preferred to (x”,y"”). The assignment of numerical
utilities representing ordinal preferences is meaningful only to express an
ordering: u(x,y) > u(x’,y") implies only that the first bundle is preferred to the
second but not by how much.
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So, for example, when we introduced the Palanpur farmers’ uncertainty
about when the other farmer or farmers would plant their crops, calculating
their expected payoffs required adding up the values that each farmer
attaches to an outcome. Because you cannot add up ordinal measures,
we gave the payoffs numeric values (the numbers in the payoff matrix)
representing cardinal utility.

For some questions in economics the ordinal-better or worse—meaning
of utility is all we need to understand and predict the actions that people will
take. But in many situations, those involving risk and uncertainty, as we have
just seen, or in evaluating the effects of differing rules of the game—policies
to ensure competition in markets or concerning fairness, for example—
addressed in section 3.13, the cardinal measure is required.

CHECKPOINT 3.2 Utility and payoffs Give examples of preferences that
might lead people to act in ways that they would regret.

3.4 INDIFFERENCE CURVES: GRAPHING
PREFERENCES

Indifference curves are a useful way to visualize a person’s preferences.
We will illustrate the concept of an indifference curve by Anmei, who is
choosing among differing amounts of kilograms of coffee (x) and gigabytes
of data on her cell phone (y).

Every point given by the coordinates (x,y) in Figure 3.3 (a) is a pair of the
quantities of the two goods, called a bundle. Points a, b, and ¢ therefore
represent three bundles of differing amounts of coffee and data. Suppose
that Anmei ranks the points a, b, and ¢ equally—she is indifferent among
the three bundles—then these three points lie on the same indifference
curve, as shown in Figure 3.3 (b). Her indifference curve represents the
combinations of bundles among which she is indifferent. This means that
for either bundle a-8 gb of data and 2 kg of coffee—or bundle b—4 gb
of data and 4 kg of coffee—or bundle ¢-2 gb of data and 8 kg of coffee—
u(2,8) = u4,4) = u(8,2) = 4.

Figure 3.3 (b) shows the indifference curve made up of all bundles for
which Anmei’s utility is equal to 4. Her indifference curve is labeled by a u
with a subscript which represents the level of utility that is the same for all
points on that indifference curve. Anmei prefers to consume more of both

INDIFFERENCE CURVE The points making up an individual's indifference curve
are bundles—indicated by (x,y), (x',y"), and so on—among which the person is
indifferent, so that u(x,y) = u(x’,y’) and so on.

BUNDLE A bundle is a list of an individual's goods (or bads).

M-CHECK For simplicity, we
generally restrict our analysis
to outcomes that can be
described in terms of two
variables x and y, though it is
straightforward to generalize
this model to outcomes
described by more than two
variables. The actor therefore
makes choices among
“bundles” that combine
different amounts of x and y.
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Gigabytes of data, y

Figure 3.3 One of Anmei’s indifference curves: coffee and data. The dark-green
indifference curve uﬁ represents all the combinations of x and y that provide
Anmei (A) with the same level of utility, 4. The blue area above and to the right of
Anmei's indifference curve shows combinations of the amounts of coffee and
data that provide her with utility greater than 4. The light-green area beneath her
indifference curve shows the bundles of x and y that she values at less than 4.
She would therefore rather choose a combination of x and y on the indifference
curve shown than any point to the left or below it.

10 ~ 10
9 9
8 + 8 uh> 4
= A
7 g 7- Better than uy
[1°]
6 - T 6
s
5 o 5-
[
4 EX e
Q
31 5 34 uh<4
c © A
2 4 . 24 Worse than uj
1 1 uj=4
0 T T T T 1 0 T T T T T T T T T 1
0 6 7 8 9 10 0 1 2 3 4 5 6 7 8 9 10
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(a) Consumption bundles

Kilograms of coffee, x

(b) An indifference curve

data and coffee, so she would like to be anywhere in the blue-shaded area
where her utility would be greater than 4. She would rather not consume
less of both data and coffee, so she would not like to be down in the area
shaded in green where her utility would be less than 4.

The single indifference curve shown in Figure 3.3 (b) divides the space
of all possible bundles of x and vy into three categories: bundles that are
respectively better or worse than any of the bundles making up u, and
bundles that are equally valued with a utility of 4.

To predict the action that will be taken by a person in some given
situation, we proceed in four steps:

e Step 1: In this and the next section we use many such indifference
curves—her indifference map—to evaluate all of the bundles that she
could consider; we can do this because her utility function assigns a utility
number to each bundle.

 Step 2: In section 3.7 we then limit the decision maker’s choices to those
that are feasible for her (that is, choices that are actually open for the
decision maker to take).
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« Step 3: Putting steps 1 and 2 together, we use the evaluations in Step 1 to
rank all of the feasible outcomes, showing us the one the decision maker
ranks the highest.

» Step 4: We conclude that she will select the bundle identified in the
previous step.

Figure 3.4 shows three indifference curves, us, us, and us, part of Anmei’s
indifference map. Anmei prefers more of both goods—that's why they are
called “goods.” Therefore, indifference curves to the upper right, like us,
are higher (corresponding to the blue-shaded area in Figure 3.3). Indiffer-
ence curves representing less preferred combinations, like u‘g are to the
lower left (corresponding to the green-shaded area in Figure 3.3). Of the
three indifference curves plotted on the indifference map of Figure 3.4, ug‘
provides Anmei with her lowest utility, whereas u‘; provides Anmei with her
highest utility. A different person, one who valued coffee more than Anmei
would have a different indifference map.

If you think of her indifference curves as a kind of contour map, Anmei
can be pictured standing somewhere on a mountain wanting to get to the
top. She might, for example, be in the lower-left corner of the contour
map of a hill shown in Figure 3.5 wanting to reach the 800-meter-plus top
of the hill.

Figure 3.4 An indifference map for kilograms of coffee, x, and gigabytes of
data, y. The quantity of good x is on the horizontal axis and the quantity of good y
is on the vertical axis. Three indifference curves are shown: u@‘, u{i, and u‘;, where
the rank of the utilities is uf > wj > uf. The constant level of utility for uf} = 4.
Points a, b, and c all lie on u4A and give Anmei the same utility of 4. Point d would
give Anmei lower utility and point e would give Anmei higher utility (because
every bundle is associated with some utility number, we could draw indifference

curves through those points, and through any point in the figure).
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Figure 3.5 A contour map of a
hill showing altitudes.
Indifference curves are similar
to contour lines, which are
composed of all the points in
the landscape which are at
the same altitude. The
lower-left quarter of the
contour map resembles the
indifference map in Figure 3.4.

Her utility is the altitude where she is standing, say, at a point on the 720
meters above sea-level contour. Her indifference curves are the numbered
contour lines on a map of the mountain she is climbing, each indicating
locations on the mountain the same height above sea level.

A map, as the quotation at the beginning of this chapter reminds us, is a
representation of territory. The territory represented by Anmei’s indiffer-
ence map is her evaluation of all possible outcomes she might experience.
An indifference curve runs through every point in the (x,y) plane, but just
like maps that could not possibly show every contour line, we can plot only
a selected number of them in any case.

Anmei wants to climb as high as she possibly can up the utility mountain,
given whatever limitations she faces, including her own physical capacities
and possibly impassible cliffs blocking her way. As Anmei advances
up the mountain, she crosses contour lines, moving from lower-to-
higher indifference curves. She is engaging in a constrained optimization
process.

CHECKPOINT 3.3 Maps, points, and bundles Sketch your own version of
the indifference map in Figure 3.4. Add two new points to your graph:

a. A bundle, labeled f, where Anmei holds the same amount of y as she
does at point b, but Anmei prefers bundle b to f.

b. A bundle, labeled g, where Anmei holds the same amount of y as she
does at bundle b, but which Anmei prefers to bundle b.

c. Explain why the following is true: consistency of preferences implies
that indifference curves cannot cross. Draw two intersecting indif-
ference curves and label points on them that enable you to show
that these points violate the consistency assumption. Hint: where
(x,y),(x",y"),(x",y") are bundles you will need to show something like
() > (x',y") > (x",y") but (x,y) # (x",y"") where # means “is not pre-
ferred to.”

3.5 MARGINAL UTILITY AND THE MARGINAL
RATE OF SUBSTITUTION

Indifference maps are used to summarize the values that an individual
places on differing bundles of goods. But “goods” go beyond things like
Anmei’s coffee or data. Goods can be anything a person values, such
as free time. (Indifference curves, as we will show later in the chapter,
can also summarize the preferences people have about “bads” such as
environmental degradation, that, unlike goods, are things that people would
prefer to avoid.)
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To see this, we will move from the choice about coffee and data, and think
instead about a new person, Keiko (KAY-i-ko), who is a student making a
choice about the use of her time. One decision she has already made is that
she will sleep eight hours every night, so she has 16 remaining hours of the
day that she will use in some way. As Keiko progresses through her studies
(no doubt fueled by coffee and using data), she has two important priorities,
which she thinks of as “Living” and “Learning”

 Learning comprises all the aspects of her life as a student that contribute
to her goals of becoming an educated person and becoming qualified for
an interesting career.

 Living comprises everything else, including keeping up with friends,
meeting new people, and taking care of herself.

As there are only so many hours in a day, and because Learning takes
time, Keiko faces a trade-off between Learning and Living, the more she
has of one the less she will have of the other. So she is facing a constrained
optimization problem.

We explain in section 3.15 that constrained maximization is not a descrip-
tion of the mental and emotional processes by which a decision maker
adopts one course of action over another. It is a research strategy that
economists use to understand what people do, not how they come to do it.
To illustrate the method we will suppose that Keiko consciously maximizes
her utility function subject to her only-24-hours-in-the-day constraint, by
comparing the utility associated with each of the combinations of Learning
and Living that are open to her. (OK: only a student in economics would
actually do this!)

Keiko is a systematic and quantitatively oriented person, and decides
to measure her Learning quantitatively with a number. In calculating her
Learning, she takes account of feedback from her teachers, such as grades
(marks), but also evaluates this feedback in terms of her own estimation
of how much she has learned, such as how much her study improves her
writing skills and general understanding.

Keiko measures the amount of Living by the hours she can spend not
studying, x, and the amount of her Learning by her personal rating, y.

Key to how the preferences, beliefs, and constraints approach works is
the fact that for most of the things that we may value, if we have little of
it, we highly value having more of it, but the more of the thing we have,

TRADE-OFF A trade-off is a situation in which having more of something desired
(a “good”) requires having less of some other “good” or more of something that
the actor would like to have less of (a “bad”).
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v/ FACT CHECK Diminishing
marginal utility in economics
is often based on the
psychological principle of
satiation of wants, which
states that satisfying our
wants is pleasurable, that our
wants (for example hunger)
are limited, when the
resources allowing
satisfaction of wants are
limited we satisfy our most
urgent wants first, and that
the more satisfied is the want
(by eating) the less pleasure
do we derive from further
satisfying the want.

M-CHECK We also use the
symbol for partial
differentiation @ to mean
the marginal utilit§ of x. When
it is not necessary to be
reminded of the other
variables (held constant) that
the marginal utility depends
on, we eliminate the (x,y) and
just use Z—’: or Uy.

m Doing the Best You Can: Constrained Optimization

the less valuable will be the next additional unit that we could have. This is
called diminishing marginal utility, where the new idea here is “marginal”

M-NOTE 3.1 The meaning of marginal

The change in the value of a function—like utility, u(x,y)—when just one
argument of the function x or y changes is a basic concept in calculus. The
partial derivative of the function with respect to an argument—that is either
u,(x,y) or u,(x,y)— is approximated by the effect of a small change in the
argument on the value of the function, holding constant the other argument.
If the decision maker increases her consumption of x by a small amount Ax,
then her utility becomes u(x + Ax,y) & u(x,y) + (X, Y)Ax, SO AU = Uy (X, Y)AX.

So the marginal utility of x is u,(x,y) = i—z where Ax is small. Conventionally

this is expressed as the effect on u of a one unit change in x.
If the marginal utility of any thing that we value positively is less, the more
of it that we have—diminishing marginal utility—then this means that:

¢ the first partial derivative of the utility function with respect to good x is
positive, u, > 0 (because more x is better than less); and

¢ the second partial derivative of the utility function with respect to good x is
negative, uy, < 0 (because as x increases, utility is increasing (u, > 0), but
at a diminishing rate, therefore giving us diminishing marginal utility).

Diminishing marginal utility
A change of one variable—like Keiko’s Living—by one very small unit while
holding constant everything else, including her Learning, is a marginal
change, meaning the change is very small and in only one variable. The
change in utility corresponding to a marginal change in x or y is called
the marginal utility of x or y. Keiko's marginal utility of Living, which
we denote as u,, like her utility itself, depends on how much Living and
Learning she is currently experiencing. So we write u, as a function of x
and y: u,(x,y).

Similarly, Keiko’s marginal utility of Learning, u,(x,y) or using the alter-

. . pu(x,
native notation @

, is how much her utility changes as she changes
her Learning (y) by one unit, holding constant the amount of Living she
does (x).

Figure 3.6 shows just a slice of Keiko'’s preferences, namely how they vary
with the level of Living she experiences, when the level of Learning she

experiences is fixed at y = 3. We can study the full range of her preferences

DIMINISHING MARGINAL UTILITY A property of some utility functions
according to which each additional unit of a given variable results in a smaller
increment to total utility than did the previous additional unit.
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Figure 3.6 Diminishing marginal utility. In panel (a), utility is an increasing and
concave function of Living, meaning that the curve is positively sloped, but with a
decreasing slope for higher levels of Living. The slope of the curve is the marginal
utility and this is shown in panel (b). The points in panel (a) correspond to the
same points in panel (b). For example, the height of point fin panel (a) shows the
level of utility when Keiko experiences just two hours of Living and the slope of a
tangent to the curve at that point is the marginal utility of Living. The height of
point fin panel (b) shows the value of that slope, that is the marginal utility of
increased Living when Keiko experiences two hours of Living.
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when the value of both goods varies by looking at her entire indifference

map.

The marginal rate of substitution

The marginal rate of substitution is the maximum amount of y that Keiko
would be willing to give up to get a unit more of x. The marginal rate
of substitution is also the least amount of y that Keiko would view as an
adequate substitute for losing a unit of x. The marginal rate of substitution
should be read as “units of good y per unit of good x.

We show in M-Note 3.2 that the marginal rate of substitution is equal to
the ratio of the marginal utilities of the two goods:
u,(x,y) _ marginal utility of x

uy(x,y)  marginal utility of y 39

mrs(x,y) =

MARGINAL RATE OF SUBSTITUTION The marginal rate of substitution is the
negative of the slope of an indifference curve. It is also the maximum willingness
to pay for a small increase in the amount x expressed as how much of y the
person would be willing to give up for this. In a model with y as money, this is
called the offer price.
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This is true because the amount of y that compensates Keiko for a small
loss of x is the ratio of her marginal utility of x, which tells us how much
she misses the x she has lost, to the marginal utility of y, which tells us how
much she appreciates the compensating gain in y.

The marginal rate of substitution provides us with an essential piece of
information. Imagine that Keiko had some bundle (x,y) and she were offered
the following exchange—trade away some of her y in order to get more x.
You already know that the mrs tells us the greatest amount of y that she
would be willing to give up to get one more unit of x in such a trade. This is
why we call the mrs the willingness to pay y to get more x.

Why does the mrs tell us her maximum willingness to pay? She would
happily pay less than the mrs to get one more unit of x because this would
increase her utility (put her on a higher indifference curve). But she would
not pay more. This is why we call the mrs the maximum willingness to pay.

This is shown in Figure 3.7. At point f, Keiko spends 14 hours studying
and attending classes and has two hours left over for Living, so, a lot of

Figure 3.7 An indifference map showing Keiko’s evaluation of bundles of Living
(x) and Learning (y). The negative of the slope of the indifference curve is the
marginal rate of substitution of Learning (y) for Living (x), mrs(x,y), capturing the
trade-offs of Keiko's preferences for the two goods. The lettered points
correspond to the same letters in Figure 3.6. At f, Keiko has a high level of
Learning (3) and little Living (two hours) and she is willing to give up a lot of
Learning to get more Living (the slope is steep at point f: therefore her marginal
rate of substitution is large). At h; Keiko has a low level of Learning (0.82) and a lot
of Living (14 hours) and she is willing to give up very little Learning to get more
Living (her slope is relatively flat at point h; therefore her marginal rate of
substitution is small). Keiko has a Cobb-Douglas utility function (introduced in the
next section) with u(x,y) = x0-3y07.
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Learning and not so much Living. As a result her indifference curve at point
f is steep. The largest amount of Learning that Keiko would be willing to
give up in order to get one more unit of Living is the negative of the slope

of her indifference curve at that point (0.64 at point f), which is the marginal M-CHECK When considering
two goods—things that people

value positively, like data and
coffee, or living and

he has little Livi d th inal utili L . . 1 learning—the indifference
(she has little Living) and the marginal utility of Learning (u,(x,y)) is sma curves are downward-sloping

(she has a lot of Learning). That is, they have a negative
Comparing points f and g, we can see that if she were to have the same slope. The negative of the

rate of substitution at that point or mrs(x,y).
You can see from Equation 3.1 that Keiko’s indifference curve is steep
(large mrs) because the marginal utility of additional Living (u,(x,y)) is large

level of Learning (3) but much more Living (14 hours) we already know from  s|ope of an indifference curve
the same points in Figure 3.6 (b) that her marginal utility of Living would be s just its slope with the sign
lower. So her indifference curve would be flatter, meaning that she would changed.
be unwilling to give up as much Learning to get another hour of Living than
she was at point f when she had just two hours of Living.
The same reasoning shows (and Figure 3.7 confirms) that Keiko's willing-
ness to pay (in units of good y) for another unit of good x increases as she
has more of good y (compare the slopes at points h and g).
Before going on to the constraints facing Keiko we will now show how
what you have learned so far can be used with an explicit mathematical
function.

M-NOTE 3.2 The mrs is the ratio of marginal utilities

To derive the marginal rate of substitution using calculus, we use the method
of total differentiation (covered in the Mathematics appendix). First of all,
along an indifference curve the amount of utility is a constant, u(x,y) = u.

To find the slope of the indifference curve we ask what changes in the
quantities of x and y (one increasing, the other decreasing) are consistent
with u(x,y) not changing. This is what total differentiation tells us. When we
totally differentiate the utility function with respect to its arguments we get
the change in Keiko's utility as the sum of the changes due to changes in her
consumption of each good. The indifference curve is defined as the changes
in x and y such that the change in Keiko's utility is zero.

So we set the total derivative of her utility function equal to zero:

du = u (x,y)dx + uy(x,y)dy = du = 0 (32)

This equation says that since her utility is constant on an indifference curve
by definition, the change in her utility is zero.

Recall, too, that the derivative of a constant like u is 0.

We can now rearrange equation 3.2 to find the mrs(x,y):

Subtract uy(x,y)dy from both sides —u,(x,y)dy = u,(x,y)dx

dy _ uy(x.y)

Cdx  uy(xy) 6

Divide by Uy (x,y) and dx mrs(x,y) =

As a result, the negative of the slope of the indifference curve —% is equal

to the ratio of the marginal utilities of the goods, % But the negative of

continued
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HISTORY The Cobb-Douglas
function is named after the
economist and later US
Senator Paul Douglas and his
then Amherst College
colleague, mathematician and
economist Charles Cobb, who
jointly came up with the
function in 1928 for an
econometric study of the
contributions of labor and
capital goods to output in the
US economy.
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the slope of the indifference curve is the marginal rate of substitution of y for
X, SO we have shown that the marginal rate of substitution is the ratio of the
marginal utilities, and correspondingly that the

Uy (%, Y)
Uy(x,y)
The mrs has the dimensions of an amount of good y per unit of good x

because the marginal utility of y has the dimensions utility per unity, and the
marginal utility of x has the dimensions utility per unit x.

slope of an indifference curve (3.4)

=-—mrs(x,y) = —

CHECKPOINT 3.4 Diminishing marginal utility Explain the relationship
between the slopes of the curves at points f, i, and g, in Figures 3.6 panels
a and b and Figure 3.7.

3.6 APPLICATION: HOMO ECONOMICUS WITH
COBB-DOUGLAS UTILITY

In Chapter 2, we saw that people may have some combination of pref-
erences including self-regarding and other-regarding in its many forms:
altruistic, fair-minded, reciprocal, and spiteful. Representing these prefer-
ences mathematically requires knowledge of what Keiko values including:

» How important to her are Learning and Living?

¢ Isher own Living and Learning all she cares about, or does she value other
people’s Living and Learning?

In this section we study the preferences of a self-regarding Keiko: she
does not care about the Living and Learning of others. We use what is
called a Cobb-Douglas utility function to illustrate how we can model the
difference it makes what value she places on the two elements in her choice
bundle.

Here is a Cobb-Douglas utility function:

u(x,y) = x%y0- (35)
The size of a, which is a positive number less than 1, is a kind of baseline
measure of how much the individual values x independently of how much
x and y she has. For example, we show in Chapter 7 that the fraction of a
utility-maximizing person’s budget that will be spent on good x is a. The
fraction spent on y will be 1—a. So if Keiko's a is greater than her friend’s,
then we would expect to see Keiko consuming more of the x good.

When a person’s preferences are described by a Cobb-Douglas utility
function, then as long as the Keiko has some of each good, x >0 and y > 0,
the following will be true:
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« her utility increases as she consumes more of either good x or y, meaning

« her utility u(x,y) > 0 is positive; and

that the marginal utility of both goods is positive.

Because the marginal utilities for both goods is positive, Keiko will select
a bundle with more of each over a bundle with less of either if both bundles
are available to her. M-CHECK In M-Note 3.4 we
Here is an example of a Cobb-Douglas utility function where a consumer, oy that if Anmei is

Anmei from earlier, has a stronger preference for y than for x because a = consuming the same amount
0.4and (1-a)=0.6. of x and y, then the maximum
number of units of y that she

u(x,y) = x04y%6 (36)  would be willing to pay for

one unit of x is ﬁ So if
Let’s assume that x is kilograms of coffee and y is gigabytes of data as 4 = 0.4 her willingness to pay

we did earlier. The values of a and (1— a) show that Anmei has a stronger for a unit of x would be 3;4 or
preference for data than for coffee because o = 0.4 < 0.6 = (1—a). two-thirds of a unit of y.

M-NOTE 3.3 Cobb-Douglas diminishing marginal utility

How do we check that marginal utility is diminishing? Let us examine the
marginal utility of Living in the Cobb-Douglas utility function, assuming x > 0,

y> 0.
Utility function  u(x,y) = x%y!=@ (3.7)
To find the marginal utility of x we differentiate Equation 3.7 with respect
to x:
. - du dlod—a
Marginal utility of x Up= oo = ax®ly (3.8)

Because 0 < a <1, the marginal utility of x is positive, that is u, > 0. Why? x
and y are both positive, as is the parameter a, as is the exponent 1—a. The
exponent a —1< 0, but this simply means that x can be read as being in the
denominator of the marginal utility (because a —1=—(1—a)). For example,
for a = 0.6, the marginal utility of x is:

y0.4 y1—or

a

Uy = 0'6_x0-4 =0

(3.9)

You can see from Equation 3.9 that the larger is x the smaller will be the
marginal utility of x. You already saw this in Figure 3.6 (in fact, we used a
Cobb-Douglas utility function to make the indifference curves in that figure).
To confirm that the marginal utility of x is diminishing, we need to differentiate
the marginal utility of x with respect to x. That is, we need to find the

second derivative of the utility function with respect to x, 227':. So we partially
differentiate Equation 3.8 with respect to x.

Pu
o5 =
Because 0 <a <1, a—1<0. Therefore, a(a—1) < 0. Therefore, the rate of
change of the marginal utility with respect to x is negative (marginal utility is

diminishing), or what is the same thing: utility increases at a decreasing rate
as x increases.

Change in u, (o)(a —Dx@=2y-0) < o
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M-NOTE 3.4 Cobb-Douglas/Coffee-Data

We derive the marginal rate of substitution for the general Cobb-Douglas
utility function.

u(x,y) = x%y1-0 =y

To find the marginal rate of substitution, we need the marginal utilities of
x and y. Consequently, we differentiate the utility function with respect to x
to find u,, the marginal utility of coffee, and with respect to y to find Uy, the
marginal utility of data.

U, = x(@Dy= (310)
uy = (1—o)xay-a-1 (311)
We substitute the marginal utilities (Equations 310 and 311) into the definition

of marginal rate of substitution, mrs(x,y) (Equation 3.4) to find the formula
for the marginal rate of substitution.

d
mrs(x,y) = _d_i _ Z;E;C,ig

x(@-Dy(1=0)
= (1 — a)xay(l—a)—l

axorx—l (1-a)
Factor out x~' and y=! = —yl]
(1 - a)xay=a)y—

o (1-a)
Remember that x~1 = - and = =y and cancel the terms < and 2—:
7 1 s )
a 'y
mrs(x,y) = ——= 312
(%, 9) G-ox (312)

Equation 312 shows that if Anmei is consuming the same number of
gigabytes of data and kilograms of coffee (say, five of each) she will evaluate
them at ratio ﬁ The preferences for each good (a and (1— a)) determines

the ratio at which Anmei is willing to trade data for coffee, together with the
amount of coffee and data she is actually consuming. You can see that if
Anmei had a different level of current consumption of the two goods, say,
more x and less y her mrs would be lower.

CHECKPOINT 3.5 Diminishing mrs as 3’-{ falls Go back to Figure 3.4 and
explain why the mrs is lower at point ¢ than at point b, and lower at point
d than at point a.

3.7 THE FEASIBLE SET OF ACTIONS:
OPPORTUNITY COSTS AND THE MRT

Keiko’s preferences and the resulting utility numbers she assigns to each
bundle are a reflection of what she wants to achieve, what her goals are. But
her preferences do not tell us what she can feasibly obtain. To understand
the bundles that are feasible for her, we need to know how she obtains
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Learning from spending her time studying. Remember, Keiko sleeps eight
hours every night and she is not considering changing that. Her choice is
what she will do with the 16 hours in the rest of the day.

A production function: How studying produces Learning

The relationship between the time Keiko spends studying and the amount
of learning she achieves is given by an equation that shows for the time
(in hours) spent studying (h), how much Learning (y) results, y = f(h). This
is a production function—a mathematical description of the relationship
between the quantity of inputs devoted to production on the one hand and
the maximum quantity of output that the given amount of input allows.
Production functions are more often used to study things other than
success in coursework, that is outputs such as meals served, lines of code
written, or bushels of corn harvested.

Keiko’s production function is depicted in Figure 3.8 (a). From the figure
you can see that for Keiko to obtain Learning she must spend hours (h)
studying. Up to a maximum of 16 hours, she can increase her learning by
studying more. But starting from studying just a few hours, doubling the
amount of studying she does does not double her Learning. We can see this
by comparing points €', i, and g'. Four hours of study (h = 4), gets Keiko
y = 1.75 points of Learning, as shown by point e’. But doubling her studying
to eight hours gets her just three units of Learning, far from a proportional
increase. This is because if she has just four hours, then she focuses on the
really important key points. While if she has eight hours, then she gets into
the details, which add to her Learning, but not as much as the key ideas do.

Keiko’s learning production function illustrates an important common
economic phenomenon: diminishing marginal productivity. The marginal
productivity of hours studying is the effect of a small increase in studying
time on the resulting Learning. As you can see from the fact that the
production function in Figure 3.8 is flatter for more hours of study, marginal
productivity of studying hours is therefore diminishing.

This is similar to diminishing marginal utility. Just as the person satisfies
her most pressing needs if she has very limited expenditures, but can turn
to frills if she has more to spend, Keiko focuses on the essential points if her
study time is limited but can turn to the examples and further illustrations
if she has more time to spend.

PRODUCTION FUNCTION A production function is a mathematical description
of the relationship between the quantity of inputs devoted to production on the
one hand and the maximum quantity of output that the given amount of input
allows.

127
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Figure 3.8 Production of Learning by studying and the feasible frontier of Living
and Learning. Points €', i, and g’ on the production function show combinations
of hours of study and the maximum amount of Learning she could accomplish in
that time. Point i', for example, shows that if she studies eight hours she could
attain learning equal to 3 (she could also attain less if she spent the “studying”
time texting with friends). The amount of Living that she can have is her 16 hours
minus the time she spends learning, i.e. x =16 — h, as shown in panel (b). Panel
(b) shows the feasible frontier (dark-green curve), which is the border of the
feasible set (shaded in green). The feasible frontier is just a flipped version of her
production function. Points beyond the feasible set (shaded in blue) are
infeasible given the number of hours in the day and her Learning production
function. In this figure the equation for the feasible frontier is given by:

y=4- 6i4x2. The equation for the production function is given by:

- 1 —h2 or simplifying: y=h(% -~ =16-—
y_4—(a)(16 h),or5|mpl|fy|ng4y_h(2 64).(Rememberx_IG h.)

4 4 -
Vg =375 Studying to Learning g Vg =3.751
production functio
y =f(h)
Y =3 v yi=31 Infeasible
> >
of o)
c o
= =
By =175 i S y.=1751
Feasible
set
14 14
Feasible
frontier ——™
0 2 4 6 8 0 12 14 16 0 2 4 6 8 10 12 14 16
Studying (hours), h Living (hours), x=16 - h
(a) The production of Learning by studying (b) The feasible frontier of Living and Learning

M-NOTE 3.5 An education production function

The education function relating hours of studying to the resulting learning
that we used to draw Figure 3.8 (a) is:

: . 1 h
production function y=f(h) = h(i - @> (313)
The marginal product of time spent studying is the derivative of y with respect
to h:
marginal product of studyin = d_y _1_h (314)
g p Yying Yn = h -2 3 }

So you can see that when studying time is limited, the marginal product is
almost one-half; and with more study time the marginal product is less. When

continued



OUP CORRECTED PROOF - FINAL, 11/9/2021, SPi‘

The Feasible Set of Actions: Opportunity Costs and the mrt m

h =12, for example, you can see from Equation 314 that the marginal product
of studying time is only one-eighth.

The marginal rate of transformation and opportunity cost

Because her waking hours are just 16 and Keiko defines Living as her
time not studying, she has two ways to use her time—studying or not
studying, so:

Living = 16 hours —hours of studying
This makes it clear that

 She has just one decision to make not two: if she chooses hours of
studying, that also determines her hours of Living.

« Because more time living means less time studying this means that the
opportunity cost of living more is some amount of learning less.

To understand what this opportunity cost is, see Figure 3.8 (b), showing
the feasible set of outcomes that Keiko might experience. The feasible
frontier shown there is the mirror image of the production function in the
panel (a). The horizontal axis is no longer studying hours but instead 16
minus studying hours, which is the amount of Living she can have for each
level of studying she chooses.

At e, Keiko studies for four hours, which means she is Living for 12 hours
and her Learning is 1.75. Or (point g) she could study for 12 hours and have
learning of 3.75. All of the points like e, g, i, and the rest of the feasible
frontier are choices that she could make.

The feasible set is the area bounded by the feasible frontier and the x
and y axes composed of all combinations of Living and Learning that she
could experience.

Turning to Figure 3.9 we can also contrast two points on the feasible
frontier, such as points a and b. At point a, Keiko spends 13 hours studying
and has three hours left over for Living, with the result of a lot of Learning
and not so much Living. At point b, Keiko spends eight hours studying and
attending classes and has eight hours left over for Living, but her Learning is
lower than at point a. The difference between the two points on the feasible

FEASIBLE SET All of the combinations of the actions or outcomes that a
decision maker could choose, given the economic, physical, or other constraints.

FEASIBLE FRONTIER The boundary of a feasible set. In the case of two goods, it
is the curve made of points that defines the maximum feasible quantity of one
good for a given quantity of the other.
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of essays by Nobel Laureate
Milton Friedman titled There’s
No Such Thing as a Free
Lunch: Essays on Public Policy
popularized the idea that
there is an opportunity cost to
having more of anything that
we value.?

M-CHECK When x is a bad
(like studying time) rather
than a good (like Living) the
mrt is still the negative of the
slope of the feasible frontier
but the opportunity cost is
now the amount of the y-good
(Learning in this case) that
will be sacrificed by studying
less. In this case we have
dy/dx > 0 so the mrt as the
negative of this is —dy/dx < 0,
and the opportunity cost (a
positive amount) is the effect
on y of having less x or
—(—dy/dx) > 0.
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frontier illustrates another trade-off that is central to Keiko’s choice: more
living means less learning. And vice versa.

If we apply the same reasoning to very small differences of the two goods,
we can see that the opportunity cost in less Learning that is required to get
more Living is the negative of the slope of her feasible frontier at that point,
namely — i—i. This is called the marginal rate of transformation or mrt(x,y).

The marginal rate of transformation is the smallest amount of y that Keiko
has to give up to get a small unit more of x.

The mrt is therefore Keiko’s opportunity cost of x in terms of y or the
minimum amount of y she has to sacrifice in order to get a small unit of x.
The interpretation of the mrt as the opportunity cost of the x-good plays a
major role in the reasoning in this book.

A
Opp. cost of x = —Slope of feasible frontier = —ﬁ =mrt(x,y)

The marginal rate of transformation should be read as “units of good y
per unit of good x” What is being transformed into what? Free time is being
given up and devoted to studying that is transformed into Learning. The
marginal rate of transformation is determined by how productive are the
hours of schooling she spends. You already know that the marginal product
of study time declines the more she studies.

As a result the feasible set is steep when she is devoting little time to
studying, but as she studies more—moving upward and to the left along
the feasible set—the additional learning associated with more studying (and
more Living given up) declines.

This is also why the opportunity cost of studying less increases as you
move downward and to the right along the curve. At point a where Keiko
is studying most of the time-13 hours—she is reading every page of the
assigned readings twice, doing all of the practice problems, and even
reading the footnotes. Cutting back a bit on her studying is not going to
cost her much in terms of Learning.

In this case, as shown in Figure 3.9, her feasible frontier exhibits an
increasing marginal rate of transformation. Her feasible frontier starts off
with low opportunity costs at point a, but her marginal rate of transfor-
mation increases as she moves along the feasible frontier—studying less—
toward having more x and less y. This steepening of the frontier reflects the
increasing opportunity cost of free time. In this case, Keiko has to sacrifice
more y for x the more x and the less y she has.

MARGINAL RATE OF TRANSFORMATION The marginal rate of transformation is
the quantity of some good that must be sacrificed to acquire more of another
good. It is equal to the negative of the slope of the feasible frontier (constraint).
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Figure 3.9 The mrs = mrt rule for two goods: Living and Learning. Keiko's feasible
frontier for Living and Learning is shown in green. Three of her indifference curves
are shown by uf,uf, and uf in blue (uf > uf >uf). At point b, her utility is
maximized: the marginal rate of substitution equals the marginal rate of
transformation by choosing to spend eight hours Living which gives her a
subjective Learning score of 3.
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M-NOTE 3.6 A Living-Learning feasible frontier

An equation for the feasible frontier has the form:
Feasible frontier — y=9—c(x) (315)

The parameter y is the maximum amount of y when x = 0, the y-intercept of
the feasible frontier. The term c(x) is the cost of x, that is, how many units of
y (Learning) one must give up to get the value of x (Living) that she chooses.

We get the equation for the feasible frontier in Figure 3.8 (b) for Keiko's
Living, x, and Learning, y, by starting with the education production function,
Equation 313:

Production function  y = f(h)

1 h
y—h(z‘a)

And then placing h in terms of x using h =16 —x and simplifying yields:

x2

y=4-g4

(316)

The negative of the slope of the feasible frontier, —:—i = éx This is the
amount of x that she has to give up in order to get one more unit of y. The
opportunity cost of additional Living is greater the more living she is doing
because the more she “lives” the less she studies, and when she is studying
just a few hours the marginal product of studying is high, and so studying less
reduces Learning a lot.
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eREMINDER A bundle (x,y) is
constrained utility-maximizing
if there is no point in the
feasible set that is on a higher
indifference curve.

CHECKPOINT 3.6 Diminishing marginal productivity of studying What
does diminishing marginal productivity of studying mean, and why does it
occur in the learning process?

3.8 CONSTRAINED UTILITY MAXIMIZATION: THE
MRS = MRT RULE

By combining the insights of feasible frontiers and indifference curves—
as in Figure 3.9—we can understand what a constrained utility-maximizing
choice by Keiko would be.

» Constraints: She can choose some point on or within her feasible frontier
given by her production function and the limits of her time.

e Preferences: From among the points in her feasible set, she will prefer
the bundle with the highest utility, meaning on the highest indifference
curve.

To understand Keiko’s constrained utility-maximizing problem, we con-
trast points a, b, and ¢ in Figure 3.9. A bundle (x,y) is constrained utility-
maximizing if there is no other point in the feasible set with a higher utility.

Point a is on Keiko's feasible frontier and lies on indifference curve uf.
But, a is not constrained utility-maximizing because Keiko could increase
her utility by increasing her Living time and decreasing her Learning, by
moving along the feasible frontier to the southeast. By similar reasoning
point ¢ cannot be the highest indifference curve she can reach.

Keiko’s constrained utility-maximizing point is b in Figure 3.9, the point
on the feasible frontier that is on the highest indifference curve. We label
it b because it is the point where Keiko does the best she can.

Figure 3.9 suggests a useful way to think about Keiko’s constrained utility-
maximization problem. In the figure, we see that the constrained utility-
maximizing bundle is the point where Keiko'’s indifference curve is tangent
to her feasible frontier. This means the indifference curve and the feasible
frontier have the same slope at the constrained utility-maximizing point.

The slopes of the indifference curve and the feasible frontier express
trade-offs between the two goods. This is the basis of what we call the
mrs =mrt rule.

M-NOTE 3.7 Equating mrs to mrt to find the constrained maximum

Suppose Keiko's utility for Living (x) and Learning (y) is described by a Cobb-
Douglas utility function with parameter a = 0.4 and (1—a) = 0.6:

u(x,y) = x0.4y0.6

continued
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We find her marginal rate of substitution by using the marginal utilities (see
M-Note 3.4 if you have difficulty here) and substituting them into the equation

uK
mrs(x,y) = —¢
)=
u§ — 0.4(xA)—0.6@A)0.6
u;( — O.G(DCA)OA@A)_OA
us _ 2
mrs(x,y) = = 3% (317)

Suppose her feasible frontier is the one we used in making the figures:

1
= 4— —_— 2
Y 64"
Keiko's constrained maximum must be on her feasible frontier. We find her
marginal rate of transformation by differentiating y with respect to x:
dy 1
——= =mrt(x,y) = ==X
dx wy) =3
To find Keiko's constrained maximum, we use the two expressions above for
mrs and mrt, equating them to find a point on the feasible frontier consistent
with the mrs = mrt rule:

2 1
mrs(x,y) = §§ =35 = mrt(x,y) (318)
Then multiplying through by gx:
— i 2 _ _i 2
V=5 T
x> = 64
x=28
y=3

Keiko chooses a consumption bundle with 8 hours of Living, which means she
studies for 8 hours, and obtains a Learning level of 3.

Doing the best you can: The mrs = mrt rule

Summarizing the results so far, in Figure 3.9:

1. The negative of the slope of the feasible frontier is the opportunity cost
of getting a unit more of the x-good, in terms of the amount of the y-good
foregone.

2. The negative of the slope of an indifference curve is a measure of the
person’s willingness to pay for a little more of the x-good in terms of how
much of the y-good she would be willing to give up to get an additional
unit of the x-good.

Using these two statements we can see why point a in Figure 3.9 could
not be the utility-maximizing bundle. The indifference curve is steeper
than the feasible frontier, so the value of getting more Living (by studying
less) exceeds the associated opportunity cost in foregone Learning (point 2

133
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e REMINDER mrs and mrt

» mrs, the marginal rate of
substitution, is the negative
of the slope of an
indifference curve.

» mrt, the marginal rate of
transformation, is the
negative of the slope of the
feasible frontier.

above is greater than point 1). So she could do better by giving up some
Learning in favor of more Living.

The opposite is true at point c: the feasible frontier is steeper than
the indifference curve. By giving up a unit of Living (studying more) she
would get a substantial increase in Learning (that is what the steep feasible
frontier means). Giving up a unit of Living could be compensated by a
modest increase in Learning (that is what the flatter indifference curve
means). So the benefits of giving up some Living in return for more Learning
outweigh the cost. So any point like a and ¢ where the feasible frontier
and the indifference curve intersect cannot be the constrained utility
maximizing output bundle. This gives us the mrs =mrt rule: the utility-
maximizing output bundle is a point where

Slope of feasible frontier = Slope of indifference curve
which requires that:
Marginal rate of transformation (mrt) = Marginal rate of substitution (mrs)
Or, what is the same thing,

Opportunity cost of x = Willingness to pay for x

The rule expresses a simple and true idea: if the opportunity cost of
something is less than your willingness to pay, you should choose more
of it (if you can) and if the opportunity cost is greater than your willingness
to pay, you should choose less of it (if you can).

But there are cases in which the utility-maximizing bundle is not a
tangency of the feasible frontier and an indifference curve:

It may be that an indifference curve is steeper than the feasible frontier,
but there is no way to get more of the x-good. In this case the slope of
feasible frontier does not measure the opportunity cost of getting more of
the x-good; that is impossible (its cost is infinite). You will find an example
of this situation below: the utility-maximizing bundle at point b Figure
3.13—called a corner solution—there the mrs = mrt rule does not work.

* We show in M-Note 3.8 that there are conditions under which a bundle
such that mrs = mrt can also be a minimum not a maximum. We provide
an example of this in Chapter 6.

M-NOTE 3.8 When the mrs=mrt rule fails

The rule can fail to identify the constrained utility maximum under two
conditions: when the maximum is a corner solution (so the rule is not
satisfied) and when the rule is satisfied at a minimum rather than a maximum.
Positing a case with diminishing opportunity cost of obtaining one good in
terms of the other good foregone will illustrate both cases.

Setup: Assume that a person’s utility varies with the amount of goods x

and y: continued
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and the maximum feasible amount of good y is a function of good x:
yx) = (1—x)? (319)

The rule may select a minimum, not a maximum. The marginal rate of
substitution and marginal rate of transformation are:

u(x,y) = x+7y

u
mrs(x,y)= —= =1
Yo,

mrt(x,y) = — Z_Z =2(1-x)

Equating the mrs and mrt 2(1—x)

So, x

N N

Using Equation 319 y =

Note that using these values, the utility is u= % Alternatively, we could set
(x,y) = (1,0), or (x,y) = (0,1): both allocations are in the feasible set. In both
cases, u=1, which is higher than the one that we have reached using the
condition mrs = mrt.

The condition mrs = mrt will not give the utility maximum if the second
order condition is violated: the second derivative of the utility function with
respect to the variables must be negative. Let's calculate it, replacing Equation
319 in the utility function:

u = x+(1—x)>?

3—1; =u, =1-2(1-x)
d (du
a(a)—uxx =2>0

The utility maximum may be a corner solution. In the example the utility
maximums at both x =1and y =1are corner solutions (only one of the goods
is consumed).

There are also cases in which the rule cannot be applied. Where either the
indifference curves or the feasible frontier are not smooth but instead are
kinked (are not differentiable), the derivatives on which the mrs and mrt are
based will not exist at the kinks.

Trade-offs between goods and bads

In many situations it is easier to understand decisions in terms of a trade-
off between a good and a bad rather than a trade-off between two goods.
Recall that a bad is something that you would prefer to have less of, such as
working harder than is comfortable or safe.

For example, Keiko might think of her decision in terms of a trade-off
between her time studying that she does not enjoy, h =16 —x, and her
Learning, y. The more time Living the better for Keiko; therefore x is a good.
The more time studying the worse for Keiko; therefore h is a bad. But as
before since x = 16 — h, choosing (h,y) to maximize utility, u(16 — h,y) is the
same thing as choosing x to maximize utility u(x,y). These are just different
ways of posing the same problem.
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Figure 310 The mrs = mrt rule: Keiko's problem of choosing (h,y) when h =16 —x
= time studying, is a bad. Studying time, h, is plotted on the horizontal axis, and
Keiko's Learning, v, is plotted on the vertical axis. Keiko’s feasible frontier is shown
in green in the right-hand panel. Three of her indifference curves are shown by
ul,uk, and uf in blue in both panels. The points a, b, and c are the same as in
Figure 3.9. Keiko maximizes her utility at the point on her feasible frontier on the
highest indifference curve, that is, at point b, choosing to spend eight hours on
Living and eight hours on Learning. The production function, that is, the feasible

frontierisy = h(% - 6—';).
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M-CHECK When x is a bad
(like studying time) rather
than a good (like Living) the
mrt is still the negative of the
slope of the feasible frontier
but the opportunity cost is
now the amount of the y-good
(learning in this case) that will
be sacrificed by studying less.
In this case we have dy/dx > 0
so the mrt as the negative of
this is —dy/dx < 0, and the
opportunity cost (which is a
positive number) is the effect
on y of having less x or
—(—dy/dx) > 0.

Figure 3.10 shows Keiko’s indifference curves and feasible frontier plotted
in terms of study time, h and Learning y. Her indifference curves slope
upward because hypothetically holding constant the level of Learning, an
increase in studying, h, lowers Keiko’s utility. So an increase in her study
time requires an increase in Learning, y to compensate, in order to stay at
the same level of utility. Utility increases as we move to the northwest and
decreases as we move to the southeast in this plot.

Similarly, Keiko's feasible frontier slopes upward, because an increase in
study time, h, leads to more Learning, y. This is her “learning production
function” introduced earlier. So the slope of the feasible frontier is the
marginal productivity of studying time or i—fl and this is also the marginal
rate of transformation of study time into Learning. (In this case “transfor-
mation” actually describes the process underlying the feasible frontier.)

As was the case for trade-offs between two goods, a bundle in the
feasible set is the utility maximizing output bundle if there is no other
feasible bundle with greater utility. And this is the bundle for which the
mrs = mrt rule holds, namely the point on the feasible frontier where the
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marginal rate of substitution equals the marginal rate of transformation
(mrs(x,y) = mrt(x,y)).

M-NOTE 3.9 The marginal utility of the bad

The utility function for studying (h) and Learning (y) is given by:
uA(h,y) = (16 — h)0-4y0-6 (3.20)

To find the marginal utility of the “bad,” studying, we need to partially
differentiate Equation 3.20 with respect to h. Remember that when we partially
differentiate we treat the other variable as a constant, so the term y°-6 will
simply remain where it is. We only have to think about the h term.

ot 0.4-1,,0.6
S = = 04D -h)4y
A_ —h)—060.6
w, = <(()).4(16 h) Y06 <0

>0 >0

The first term is negative whereas the second and third terms are positive.
So the marginal utility of hours of study is negative. We call such a utility
a disutility and will often talk about the disutility of work or the disutility
of effort. Remember: the marginal utility of a bad is a negative quantity, the
marginal disutility of a bad is the same number but with the sign reversed,
so it is a positive number.

CHECKPOINT 3.7 Understanding goods and bads Using the production
function that is the feasible frontier, namely y = h(% - 6%) confirm that:

a. If Keiko studies eight hours she will attain a value of 3 for Learning.

b. If she decided to sleep only seven hours and to study the entire time
she is awake (17 hours), her Learning would be less than if she studied
16 hours.

3.9 THE PRICE-OFFER CURVE, WILLINGNESS TO
PAY, AND DEMAND

We often want to know how people respond to different options for
exchange in the form of prices. We may be interested in knowing, for each
price at which she can purchase any amount of the good she pleases, how
much Harriet, someone deciding on how much fish to buy, will purchase,
namely the utility-maximizing amount. This is Harriet’s individual demand
curve.

DEMAND CURVE (INDIVIDUAL) A demand curve provides the answer to the
hypothetical question: what is the maximum amount of a good that can be sold at
each price. The individual demand curve refers to the purchase of a good by a
person given the prices of the other goods and the individual's budget.
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Remember that in explaining Keiko’s indifference curves we asked what
is the maximum amount of Learning she would be willing to give up in
exchange for more Living. The answer is given by her maximum willingness
to pay, or what is the same thing her marginal rate of substitution of
Learning for Living.

We now ask almost the same question except that rather than giving up
Learning to get more Living, Harriet is now giving up money—that is, paying
for a good according to its price. Instead of a “time budget” (16 hours) she
now has a money budget.

For each offered price she faces another constrained utility-optimization
problem. The demand curve is constructed by a series of hypothetical
constrained optimization problems, one for each possible offered price.
Each price defines a feasible set; its boundary, the feasible frontier, defines
the bundles of goods Harriet has access to, given her budget. For each of
these feasible sets there is a bundle that maximizes her utility. This is a
single point on her demand curve.

Indifference curves tell us the utility number that Harriet assigns to each
possible consumption bundle. Using this logic, her utility will be greatest
with the bundle in the feasible set that is on the highest indifference curve.
This is a standard constrained utility maximization problem in which we
can apply the mrs = mrt rule.

The budget constraint and feasible utility-maximizing choices

We shall use one particular kind of feasible frontier to think this through:
the budget constraint. The budget constraint defines an amount of money
m that a person has or has access to, through wealth and credit markets,
which constitutes their budget to spend on goods and services. People can
use their budget to spend on goods at prices that are given to them. Imagine
that you want to buy fish at a fish market. The price (p) is measured in dollars
per kilogram.

Figure 3.11 (a) shows the budget constraint for Harriet. The budget set is
shaded in green and the budget constraint (feasible frontier) is the dark-
green line on the border of the budget set (feasible set). Consumption
bundles (x,y) in the budget set and on the budget constraint can feasibly
be obtained with the current budget (m) at the price, p, for kilograms of
fish, x. Outside the feasible set, in the shaded green area, the bundles of x
and y cannot feasibly be obtained with the existing budget.

BUDGET CONSTRAINT An equation that represents all combinations of goods
and services that one could purchase that exactly exhaust one’s budgetary
resources.
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Figure 311 Budget constraint and utility-maximizing choice for fish and money
for other goods. The budget set is shaded in green and the budget constraint
(feasible frontier) is the dark-green line on the border of the budget set (feasible
set). Harriet maximizes her utility subject to her budget constraint be;. She
maximizes her utility at b where her marginal rate of substitution, mrs(x,y) = 1:—;
equals her marginal rate of transformation or the price ratio of x to y,

mri(x,y) = p.

Infeasible
(outside the budget)

Feasible Budget constraint

(within the budget) y=m-p-Xx

Money left over, y
Money left over, y
=

Budget constraint, bc;

.
Xp

m
=— X=—
Kilograms of fish, x p Kilograms of fish, x p
(a) The budget constraint (b) Utility-maximizing choice

We know how to find the utility-maximizing bundle for a given feasible
frontier—or the budget constraint—with given indifference curves: we apply
the mrs = mrt rule finding the bundle where the marginal rate of substi-
tution equals the marginal rate of transformation. We can combine these
insights and calculate what the consumer’s utility-maximizing bundle will
be for every potential price of the good given a fixed budget and when the
other good, y, is money for other goods.

Figure 3.11 (b) shows Harriet maximizing her utility subject to her budget
constraint bc;. To find her utility-maximizing choice, we must apply the
mrs =mrt rule to find where her marginal rate of substitution (her will-
ingness to pay in money for kilograms of fish) equals her marginal rate of
transformation, here the price for a kilogram of fish.

At point a she consumes too little of x and too much of y (her marginal
utility of money for other goods (y) is much lower than her marginal utility
of kilograms of fish (x), or her mrs(x,y) is too high, and she would be better
off if she consumed less y and more x. Conversely, at ¢, she consumes too
little of y and too much of x (her marginal utility of x is much lower than
her marginal utility of y, or her mrs(x,y) is too low, and she would be better
off if she consumed less x and more y). She maximizes her utility at b where
her marginal rate of substitution, mrs(x,y) = %, equals her marginal rate of

Y
transformation or the price ratio of x to y, mrt(x,y) = p.
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The demand curve: Utility-maximizing choices at difference
prices

With every change in price, the consumer’s budget constraint will pivot as
shown in the top panel of Figure 3.12.

The budget constraint will pivot upward as a good’s price decreases,
because a consumer can buy more of the good with the same budget. The
opposite is true for price increases. As the price of a good increases, the
same budget buys less of the good, pivoting the budget constraint inward.

With every pivot of the budget constraint, at the utility-maximizing point,
the new budget constraint will be tangent to a new indifference curve which
will be higher if the price of the good decreases and lower if the price of the
good increases.

Figure 312 Offer curve and demand curve for fish. The price of x in the top panel
is in terms of the money Harriet sacrifices to get more fish. Similarly, in the lower
panel the amount of money Harriet must sacrifice to get more fish—the price per
unit of fish—determines Harriet's quantity of fish demanded along the demand
curve. Points a, b, and c in the top panel correspond to points a’, b’, and ¢’ in the

lower panel.
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Because we can calculate the utility-maximizing consumption bundle
for each possible price, we can find a curve that records every utility-
maximizing consumption bundle for each price, called the price-offer
curve. Sometimes, for individual consumers, it is called the price-
consumption curve because it indicates what the consumer will consume at
different prices.

Figure 3.12 maps three different utility-maximizing consumption bundles
at three prices of x. With each price decrease, the budget constraint pivots
outward from p3 to p, to p;. With each change in the price of x, the utility-
maximizing bundle—the point at which the marginal rate of substitution is
equal to the opportunity cost—changes. At p; = 1, the bundle includes x = 6,
at p, = 0.5, the bundle includes x =9, and at p; = 0.25, the bundle includes
x =10.5. With each price change, there is a new bundle for both x and y.

The different bundles suggest a price-quantity relationship between the
quantity demanded of x and different prices of x. As the price of x decreases,
the quantity demanded increases.

In the lower panel of Figure 3.12, we have taken each utility-maximizing
consumption bundle from the different consumption bundles at each price
and identified their coordinates on price-quantity axes. The price-quantity
combinations provide a downward-sloping demand curve where quantity
demanded, x, decreases as its price, p, increases.

Measured horizontally from the vertical axis, it tells us the amount that
can be sold to the consumer at each particular price. Measured vertically
from the horizontal axis, it also tells us what is the consumer’s maximum
willingness to pay for each amount on the horizontal axis.

CHECKPOINT 3.8 Willingnessto pay In the lower panel of Figure 3:12, you
can see that if the price is 2 the buyer will purchase no fish. Draw a figure
like the top panel by first showing the budget constraint for p = 2, and then
an indifference curve such that the buyer would purchase no fish if that
were the budget constraint.

310 SOCIAL PREFERENCES AND UTILITY
MAXIMIZATION

The preferences we have looked at so far have been entirely self-regarding,
depicting a person who is concerned with their choices among bundles
that they alone will experience. But people often make choices where they

PRICE-OFFER CURVE The price-offer curve shows every utility-maximizing
consumption bundle for each price of the goods under consideration.

M-CHECK We can find the
equation for the price-offer
curve by using the equation
for the budget line and
combining it with the
equation for the marginal rate
of substitution.

EXAMPLE We demonstrate
in Chapter 7 how to find the
equation for the demand
curve and how to see that a
reduction in the price of fish
has two effects. First, the
lower price leads the person
to buy less of some other
foods and more fish; this is
the substitution effect.
Second, the lower price also
allows the person to buy more
of everything if she chooses
(fish, rice, or whatever); this is
called the income effect.

141



‘OUP CORRECTED PROOF - FINAL, 11/9/2021, SPi

e REMINDER Agameisa
mathematical representation
of a strategic interaction,
which means one in which
players recognize that their
payoffs depend on the actions
taken by other players. So the
so-called Dictator Game is not
really a game at all, because
the Dictator’s payoffs do not
depend at all on anything that
the other player does.

M-CHECK Two things to
remember when thinking
about Equations 3.22 and 3.23.

e The exponents in Chen's
Cobb-Douglas utility
function Equation 3.23
mean that if they both had
the same payoff, then Chen
would value increasing his
own payoffs more than he
would value increasing
Diane’s.

e About Anmei’s utility
function, Equation 3.22, any
number raised to a zero
exponent is equal to 1, so
because Anmei does not
value Ben's payoffs at all
(the exponent is zero), her
utility is unaffected by the
amount that he gets (her
utility is simply how much
she keeps for herself).

Doing the Best You Can: Constrained Optimization

are not the only person affected, where what they choose can benefit or
harm someone else. Think of someone shopping for an entire family. And
we know from the Ultimatum Game in Chapter 2 that in these situations
of interdependence people often care about the effects of their actions on
others.

Consider the Dictator Game that we mentioned in Chapter 2. In that
game, a person, the Dictator, has an endowment of money, z, to split
between themselves and another person in any way they choose, including
giving nothing or giving the entire quantity.

Anmei is the Dictator and her endowment and the split she will make are
z=rm*+mP = $10, where i is the amount in dollars that Anmei keeps for
herself and 1 is the amount that she gives to Ben. We can rearrange the
equation to find the feasible frontier for:

Feasible dictator allocations =10 -t (3.21)
Looking at Equation 3.21, we can see that the feasible frontier is a line
with a slope of —1: the feasible frontier slopes downward with a constant
slope. Remember that the negative of the slope of the feasible frontier is
the marginal rate of transformation: so a player in the Dictator Game who
wishes to give $1 to someone else has an opportunity cost of $1 for doing
so. If Anmei is like Homo economicus, she is purely self-regarding. She sets
m® = 0 and keeps everything for herself and therefore z = ™ = 10.

What happens when the Dictator is an altruist who values making a
generous offer to the other?

To see what happens in these cases, let us contrast two pairs of people:

e Anmei (4) is paired with Ben (B). Anmei makes choices about how much
money she gets and how much money Ben gets.

e Chen (C) is paired with Diane (D). Chen makes choices about how much

money he gets and how much money Diane gets.

To think about the choices that Anmei and Chen make, let us consider
two different kinds of Cobb-Douglas utility functions that Anmei and Chen
might have.

U,A(ITA, ITB) — (ITA)l(TTB)O

uC(nC, 7-[D) - (HC)OJ(HD)OAS

Anmei’s utility function (3.22)

Chen’s utility function (3.23)

Chen is other-regarding, he cares about Diane’s payoff as is indicated by
the positive exponent on her payoff in his utility function, though not as
much as he cares about his own (compare the two exponents). Anmei is
entirely self-regarding, placing a zero weight on Ben’s payoff; therefore all
she cares about is her own payoff.
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Figure 313 Utility maximization: Self-interested offer vs. altruistic offer. Anmei
offers a split to Ben of (10, 0), whereas Chen offers Diane a split of (7, 3). Anmei’s
indifference curves are vertical because she gives no weight in her utility function
to Ben getting any money ((1—a) = 0); therefore she keeps $10 and Ben gets S0.
Between Chen and Diane, Chen gives some weight to Diane getting money
((1—a) = 0.3); therefore his indifference curves are shaped like indifference
curves we've looked at previously and at his constrained utility maximum Chen
gets $7 and Diane gets $3. Notice that if Chen gives any less or any more to Diane,
then he would be on a lower indifference curve, such as at points b’ and a’ on ulc.
14
10 i
94
8 4

74 Feasible
frontier
6 4
5 4

4

B's payoff (dollars), ©®

34

b
0 — T T T T 0 — T T

0o 1 2 3 4 5 6 7 8 9 10 1N 0 1 2 3 4 5
A's payoff (dollars), T
(a) Self-interested Anmei offers a (10, 0) split

We display indifference curves for Anmei and Chen in Figure 3.13. The
indifference curves in panel (a) are unusual: they are vertical because the
only thing that Anmei values is what is on the horizontal axis, namely, her
payoff. Using the mrs = mrt rule, we find the constrained utility-maximizing
point for each person where their highest indifference curve touches the
feasible frontier.

In this case, though, the feasible frontier is given by a straight line because
it represents a split of money. The maximum amount of money that Anmei
or Chen can keep is $10 and they can offer splits in 1 cent increments
between themselves and their partners. The vertical intercept corresponds
to the instance in which they give all $10 to their partners. The horizontal
intercept corresponds to the instance in which they keep all $10 to them-
selves. Chen has preferences such that he would like a 70%-30% split of the
$10 (his a = 0.7) and his highest indifference curve is tangent to the feasible
frontier at a split of split of (7, 3) shown by point b’ in Figure 3.13 (b).

Anmei has preferences such that she would like a 100%-0% split of the
$10 (her a =1, she places zero weight on Ben’s payoff) and her highest
indifference curve touches the feasible frontier at b in Figure 3.13 (a) at a

T T T 1

T
7 8 9 10 N

C's payoff (dollar), n°
(b) Chen is altruistic, offering a (7, 3) split

e REMINDER Payoffs and
utility The term payoffs
means money winnings in
experimental games; utility is
how much a person values a
particular strategy profile.
Here we have a case—Chen
but not Anmei—in which
payoffs are not the same
thing as utility. Chen's utility
function places a value on
Diane’s payoffs, not just his
own.
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split of (10,0) (she keeps all the money). We can interpret the slope of her
indifference curves as her maximum willingness to pay in order to give Ben
a small positive payoff, and ask: How much of her own payoffs would she be
willing to give up to transfer a penny to Ben? The answer is that there is no
amount, however small, that would motivate her to do this.

What allocation does she choose? Her highest utility is where her vertical
indifference curve uj touches her highest feasible allocation to herself of
$10. She keeps all the money. Her keeping all the money shouldn’t surprise
us because she gives no weight to Ben’s payoff. In mathematics, a solution
like this is called a corner solution. Notice that we couldn’t use our standard
requirement for finding the constrained utility maximum of mrs = mrt. But
following the rules of constrained utility maximization, that Anmei would
find the point in the feasible set with the highest utility, still applied to our
problem and we found the solution.

M-NOTE 3.10 The mrs for a self-regarding dictator

Why are Anmei’s indifference curves vertical in Figure 313? To answer this
question, we need to find her marginal rate of substitution. To find her mrs,
we need the marginal utilities of the two arguments of her utility function:
and n® the money payoffs that Anmei and Ben respectively get.
Marginal utility to Anmei of Anmei’s payoff:
out
A W 4 pAYA=D(7BY0 —
u”"_anA =1-(m?) (m)? =1
Marginal utility to Anmei of Ben’s payoff:
out
A _ % (1AL (7BY(0-1) —
ung_anB_O(n)(n) =0
Therefore Anmei’s marginal rates of substitution is:
U

A B
mrs(m?, m°) =
( ) Ups

%: undefined (3.24)
Now, the result of Equation 3.24 should not surprise us because the slope
of a vertical line is undefined. Anmei’s indifference curves endlessly rise and
have no run, so the negative of an undefined number (the slope) remains
an undefined number (the mrs). Her indifference map therefore represents
a range of vertical lines where the horizontal intercepts correspond to the
amount of money she keeps which is also the utility number associated with
the particular indifference curve.

Now, we might ask ourselves, what is Anmei’s utility at her constrained
utility maximum? Let's substitute in the values we have for m =10
and m® = 0.

uA(nA,rrB) = (nA)l(nB)O
= (10)'(0)°
= (10)! =10 (3.25)

Anmei has a utility that is equal to the amount of money she keeps for herself.
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M-NOTE 3.11 An altruistic person splitting the pie

We will derive Chen’s decision about splitting the pie between him and Diane.
Using his utility function, Equation 3.23 and Equation 312, his marginal rate of
substitution is:

i
3nc
Now, let's assume that the size of the pie is z=10, therefore, the feasible

allocations are represented by mP =10 — i€, so his mrt (the negative of the
slope of the feasible frontier) is

mrs(n€,nP) =

dmP
mrt=——— =1
dn¢€
Equating the mrs with the mrt, we can obtain how much Chen allocates to
himself and to Diane:

7P
A — )
3nc
3
D_2C
R
Using the feasible set %T(C =10-n°
10 ¢ _
77‘[ =10
nc =7

and m’ =3

That is why Chen offers Diane $3 of the total of $10 that she is able to allocate.

Notice that the shares of the pie that Chen allocates to himself and to Diane
are equal to the exponents of Chen's Cobb-Douglas utility function, Equation
3.23.

CHECKPOINT 3.9 Chen's choice and the mrs = mrt rule.

a. What is the marginal rate of transformation in the game described in
Figure 313?

b. Why is the utility-maximizing bundle at point b in Figure 313 (a) an
example of a case where the mrt =mrs rule does not work? How does
this case differ from the case shown in panel (b), where the rule does
work?

. Usethe value of Chen’s mrs at point ¢’ in Figure 313 panel (b) along with
the value of the mrt to explain why for Chen the opportunity cost of
giving more money to Diane is less than his willingness to pay (give up
his own payoffs) so that Diane can have more.

3117 APPLICATION: ENVIRONMENTAL
TRADE-OFFS

We think of environmental damage as something to be avoided, but stop-
ping or slowing the damage—or “abating” the damage in the language of
environmental science—is costly. Less damage means some combination of

Application: Environmental Tradeoffs
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HISTORY In the middle of
the twentieth century, long
before we worried about
climate change and its
unfolding calamities, Aldo
Leopold, the American
environmentalist raised an
economic question: “Like
winds and sunsets, wild things
were taken for granted until
progress began to do away
with them. Now we face the
question whether a still
higher ‘standard of living' is
worth its cost in things
natural, wild and free.” 3
Leopold was articulating a
trade-off between, on the one
hand, consuming goods and
services—Leopold's higher
“standard of living"—and on
the other, the costs of
environmental damage—the
“cost in things natural, wild
and free”

Doing the Best You Can: Constrained Optimization

less consumption, changing our consumption patterns to be less damaging
to the environment, or diverting our productive potential from produc-
ing goods that we can now consume to discovering and installing new
technologies. We therefore face a trade-off between consuming goods and
maintaining the quality of the environment. How much of these opportunity
costs of improved environmental quality are we willing to pay?

The constrained utility maximization method we have developed pro-
vides a way of posing and answering these questions using the preferences,
beliefs, and constraints approach.

Feasible combinations of conventional goods and
environmental quality

The opportunity cost of environmental quality is consumption of other
(conventional) goods such as food, clothing, shelter, and transportation,
which we must give up to secure a higher-quality environment. There is a
feasible frontier showing the combinations of environmental quality, x, and
conventional goods, y, that are possible for a society. The feasible frontier
in the case of environmental quality depends on the abatement technology,
which represents how much consumption of conventional goods we have
to give up to achieve a given level of environmental quality.

Figure 3.14 shows a feasible frontier between conventional goods (y) and
environmental quality (x). We measure environmental quality on a numeric
scale from O (the environment that we would have if no abatement were
done) to 20 (the environment resulting if we were to divert to abatement
uses all of society’s resources above some minimum level of consumption).
We measure conventional consumption as billions of dollars.

The negative slope of the feasible frontier at any point is the marginal
rate of transformation of reduced environmental quality into increased
conventional consumption, or —%. The steeper the frontier, the greater
is the increase in feasible consumption allowed by a given small reduction
in environmental quality.

This is also the opportunity cost of improved environmental quality. So a
flatter frontier means a lower opportunity cost of abatement.

To see this, starting at no abatement expenditures (y = y), the opportunity
cost of improved environment is initially small (the frontier is nearly flat)
and as the society implements more abatement, the cost of more abate-
ment increases as the environmental quality increases. The shape of the
feasible frontier reflects an increasing marginal rate of transformation, or
an increasing marginal opportunity cost of environmental quality.

Put another way, if environmental quality is at its maximum at the
intercept of the feasible frontier with the horizontal axis, people could
consume a lot more conventional goods if it were willing to tolerate a
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Figure 314 Trade-off between consumption of conventional goods and
environmental quality. The constrained utility maximum is the point on the
feasible frontier on the highest indifference curve u,, shown as point b where the
mrs =mrt rule holds. The constrained maximum is at the point where the
feasible frontier is tangent to the highest attainable indifference curve.

125
Policymaker's
indifference curves
¥ =100 -
>
gy, =75+
.2
.:3‘
£
(%)
° 50 -
o
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Initial
feasible
frontier
0 T T T T 1
0 5 Xp=7 10 X =14 20

Environmental quality, x

small deterioration of environmental quality (the frontier is steep where
it intercepts the horizontal axis). But the feasible increase in consumption
of conventional goods allowed by a reduction in environmental quality falls
as the level of environmental quality declines.

CHECKPOINT 3.10 Increasing opportunity cost of environmental quality
Explain how the shape of the feasible frontier in Figure 314 illustrates the
increasing opportunity cost of environmental quality.

312 APPLICATION: OPTIMAL ABATEMENT OF
ENVIRONMENTAL DAMAGES

How much abatement is the right level, taking account of both preferences
for conventional goods (consumption) and the quality of the environment
along with the opportunity costs in lost consumption?

M-CHECK An example of the
function representing the
feasible frontier is shown
below, where y is the goods
available for consumption,

vy =100 is the level of y that is
feasible when environmental
quality is at its minimum, and
x is environmental quality.

y =100 - %xz (3.26)

This is the equation for the
feasible frontier that is
graphed in Figure 314.
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A citizen chooses a level of abatement of environmental
damages

To begin with the simplest case, think of just one citizen, Anmei, who might
be representative of the attitudes of the whole society, trying to decide
on the level of abatement that she would like to see implemented. She
cares about both the quality of the environment, x, and the amount of
conventional goods that will be available for people to consume.

Anmei’s utility function has the following form: u = u(x,y). Anmei consid-
ers what she would like to see her society do about the environment (x),
taking account of the effects on everyone. In other words, she is thinking
from an other-regarding perspective, like an ideal policymaker.

Anmei’s indifference curves between environmental quality and conven-
tional goods are downward-sloping because she regards both environ-
mental quality and conventional consumption as goods for which more is
better. This means the marginal utility of both y and x are positive (e.g.
u, > 0 and u, > 0). The negative slope of the indifference curves shown in
Figure 3.14 at any point is Anmei’s marginal rate of substitution between
more consumption of goods and a better environment. Her marginal rate of
substitution shows the amount of goods she would be willing to give up for
a small improvement in the environment. As before, Anmei’s indifference
curves exhibit diminishing marginal utility of both environmental quality
and consumption.

An example of a utility function that Anmei might have is the Cobb-
Douglas utility function:

u(x’y) — xay(l—a) — x0.4y0‘6 (3.27)

Figure 3.14 shows three indifference curves defined by Equation 3.27: us
is unattainable given that the feasible frontier, u, intersects the feasible
frontier twice, and u, is tangent to the frontier at point (x;,y,). Anmei’s
constrained maximum allows her and her fellow citizens to consume 75
million units of conventional goods and enjoy environmental quality of
about 7 (see M-Note 3.12 for the worked solution). If she were able to
implement relevant environmental and fiscal policies, this point is the best
society can do in Anmei’s opinion.

What is the total opportunity cost in foregone conventional consumption
of a level of environmental quality of 7?2 The maximum feasible level of
conventional consumption with no abatement is $S100 billion. The dif-
ference between the maximum feasible consumption of $100 billion and
Anmei’s preferred choice of conventional consumption of $75 billion is
the opportunity cost of an environmental quality of 7. In our example,
the abatement costs are equal to $100 billion — $75 billion = $25 billion in
conventional goods. A citizen with Anmei’s preferences thinks that the
sacrifice of $25 billion consumption goods is worth paying to have an
environmental quality of 7 instead of zero.
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Figure 315 Trade-off between consumption of conventional goods and
environmental quality with R&D. The choice between consumption of
conventional goods and environmental quality with R&D pivoting the feasible
frontier outwards leading to a new point of tangency on a higher indifference
curve us. Given the functions we used to make the figure y, does not change, but

Yy, could also increase or decrease.
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New technologies, and conflicts of interest v/ FACT CHECK The pace of

. . environment-friendly
If, with a mind to the future, some of the abatement costs are devoted to . L )
innovation is astounding.

research to improve abatement technologies, this would pivot the feasible . . - o\ at the reduction
frontier outward, as shown in Figure 3.15. in costs of the photovoltaic
As is shown in Figure 3.15, the shift of the feasible frontier would permit  ce|(s used in solar panels
higher environmental quality of x ~ 9.8 at the same level of consumption dropping to one-onehundreth
of $75 billion. But there would still be a trade-off: more conventional goods of their costs in 1975 in Figure
would require less environmental quality, or more environmental quality ~8.3: they cost about $105 in
would require fewer conventional goods to stay on the feasible frontier. 1975 and the cost decreases to
We can also use Figure 3.14 to see why people often disagree about 3072 by 2014.
environmental policy.

« Preferences: people’s preferences for conventional goods and the envi-
ronment may differ.

« Beliefs: people may disagree about the opportunity costs or the benefits
of environmental quality.

¢ Conflicts of interest: the costs and benefits of abatement fall on different
people; those whose jobs or profits depend on carbon-based energy or
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who do a lot of airline travel, for example, stand to bear more of the costs
of addressing climate change, while regions likely to be particularly hard
hit by climate change in the absence of abatement like Africa bear a larger
share of the benefits.

M-NOTE 3.12 The trade-offs and opportunity costs of the environment

Let us work through the process that Anmei the policymaker would go through
to identify the combination of goods in billions of dollars with environmental
quality.

First, let us calculate her marginal rate of substitution from her utility
function, uA(x,y) = (x*)°4(y*)%6. From earlier in the chapter, we know that
the mrs(x,y) is the ratio of marginal utilities and we have already calculated
this for a =0.4 and (1—a) = 0.6 in Equation 317 in M-Note 3.7.

2y

mrs(x,y) = 3 (3.28)

Anmei’s feasible frontier, based on her beliefs and understanding of the

existing science, is given by the equation y =100 — %xz, for which we can find
__W.
her mrt(x,y) = e

dy _

ke

dy

00= a =X

We now set the mrt(x,y) given by Equation 3.29 equal to the mrs(x,y) given
by Equation 3.28 and we isolate one of the variables, y:

—X

(3.29)

2y

=3

Multiply through by 3x  3x? = 2y
Divide through by2  y = %xz (3.30)

We can now substitute Equation 3.30 into the feasible frontier to find x; and
Y, the values that solve Anmei’s constrained optimization problem, the best
she can do:

3 2_100_L1.2
2x =100 2x
2x% =100
x? = 50

- x, = V50=7.07

Having found x;,, we can substitute it back into Equation 3.30 to find y:
y = 100 — %(V 50)?

1
=100— 5(50)
Yo = 75

So, as a result of Anmei's policymaking utility function and feasible frontier,
she would choose a combination of environmental quality, x, of value 7.07
with consumption of good and services of $75 billion; $75 billion is $25 billion
less than the maximum consumption of goods and services, y =100 billion,
so the cost of abatement is $25 billion.
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CHECKPOINT 3.11 Differences and conflicts Draw two versions of Figure
315 showing two people, one favoring a substantial amount of abatement
and the other favoring little. Illustrate this in your two figures by differences
in their indifference curves showing their preferences, and differences in
the feasible frontier showing what they believe to be the opportunity costs
of abatement.

313 CARDINAL INTERPERSONALLY
COMPARABLE UTILITY: EVALUATING POLICIES
TO REDUCE INEQUALITY

Most policy choices involve conflicts of interest like these concerning the
abatement of environmental harms. Few policy choices are entirely win-
win. Most policies—whether they concern taxation, immigration, health
insurance, or the rate of inflation—result in benefits for some and losses
for others.

Ordinal and cardinal utility in policy evaluation

How do we then evaluate competing policies? Don't think about this as
a question about what would be a good outcome for you if you were a
participant in the society. Instead, try to take the position of what Adam
Smith called the Impartial Spectator who did not himself stand to gain or
lose, but wanted instead to consider the gains and losses impartially.

One answer you might give is just to count those who prefer each policy
and select the most popular policy. All this requires is that people be able
to rank the policies in question as better, worse, or indifferent. We could
in this case treat utility as ordinal (that is, simply a ranking (or ordering) of
outcomes).

Something like this might occur in a majority rule democratic political
system, especially if citizens could vote on policies as they do in Switzerland
and other countries in referendums asking citizens to vote for or against a
particular policy.

But this way of evaluating policies might result in evaluating positively
those policies that confer minor gains to those in favor, and substantial
losses to those preferring another policy. This does not seem like an ideal
rule. An alternative is to weigh the amount of the gains to the beneficiaries
of each policy against the size of the costs incurred by those who would
have done better under some other policy. This kind of comparison requires
that we know not only which policies people prefer, but how much they
prefer them. To do this we treat utility as a cardinal measure for which
utility is not just an ordinal ranking, but instead a number indicating how
well-off the person is under the option in question. As we explained in

Figure 316 John Stuart Mill
(1806-1873).
Philosopher-economist John
Stuart Mill referred to what we
would now call the sum of the
total utilities of a population
as “a good” that should be
promoted: “the general
happiness is desirable...each
person’s happiness is a good
to that person, and the
general happiness, therefore,
a good to the aggregate of all
persons.*

Photo credit: LOC.

HISTORY Adam Smith in The
Theory of Moral Sentiments
conceived of the Impartial
Spectator as follows, “We
endeavour to examine our
own conduct as we imagine
any other fair and impartial
spectator would examine it. If,
upon placing ourselves in his
situation, we thoroughly enter
into all the passions and
motives which influenced it,
we approve of it, by sympathy
with the approbation of this
supposed equitable judge. If
otherwise, we enter into his
disapprobation, and
condemn it
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HISTORY Lionel Robbins
(1898-1984) was a leader in
the “ordinal revolution” in
economics. Economics, he
wrote, does not need “to
compare the satisfaction
which | get from the spending
of 6 pence on bread with the
satisfaction which the Baker
gets by receiving it. That
comparison...is never
needed in the theory...”
Moreover, “There is no way of
comparing the satisfactions of
different people.”®

Figure 317 Pareto
comparisons in the
Fisherman’s Dilemma Game.
The Pareto criterion selects ¢
over a (which it dominates)
but cannot rank points b, c,
and d because all of them are
Pareto efficient.

Bob's payoffs
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section 3.3, treating utility as cardinal allows us to say two very different
things:

1. for Anmei, the outcome (x',y’) is twice as good as (x,y) because for
example uA(x’,y") = 2ur(x,y);

2. the sum of the Anmei’s and Brenda’s utility is greater with outcome (x’,y")
than with outcome (x,y) because u(x’,y") + uB(x’,y") > uA(x,y) + uB(x,y).

Both statements involve cardinal utilities, but they differ. The first state-
ment compares how much Anmei values two different states that she will
experience. It does not compare her evaluation of a state that she will
experience with someone else’s evaluation of the state they will experience.
The first statement is an example of the cardinal utility that we introduced
in Chapter 2 as the basis of expected payoffs (or expected utility) and the
analysis of decision-making in risky situations.

The second statement compares Anmei’s utility with Brenda’s utility.
When utility is represented in this way it is called interpersonally com-
parable cardinal utility (or sometimes “cardinal full comparable utility”). If
we consider utility to be cardinal in this interpersonally comparable sense,
then we can compare how well-off two or more people are, and how much
better off or worse off a policy would make each of them. This provides a
way to evaluate which policies should be implemented by asking whether
the gains of those who benefit from a policy exceed the losses of those who
do not.

Why do these two methods of comparing utility matter? Remember that
one of the problems with Pareto efficiency as a criterion for policy out-
comes is that many outcomes can be Pareto efficient. So Pareto efficiency
does not provide an adequate basis for an Impartial Spectator preferring
one outcome over the other. Using the second—stronger—conception of
cardinal utility along with the judgment that one outcome is better than
another if total utility is greater provides a rule for evaluating which Pareto-
efficient outcome we might prefer as a society.

In the payoffs for the Fishermen’s Dilemma in Figure 1.13 (shown here
in the margin for easy reference) three of the four outcomes of the game
are Pareto efficient. The Pareto criterion provides no way to choose among
them. By contrast the rule—maximize total utility—selects the mutual coop-
erate outcome (point ¢) with total utility of 6.

Cardinal utility and the distribution of wealth

To see what adopting the “maximize total utility” rule would mean, imagine
that the Impartial Spectator is given the task of dividing a given amount of
wealth between Anmei and Brenda. The amount of wealth she has to divide
is equal to 1, so each person can get a fraction of that wealth and, as long
as the fractions sum to 1, then the outcome will be Pareto efficient. Let the
fraction that Anmei gets be a and Brenda’s fraction be b =1—a. Anmei and
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Brenda have identical preferences for wealth given by the identical cardinal > EXAMPLE When you say

utility functions: own utility = u(own wealth) so: “I'll do the shopping; it'll be
less trouble for me than for

* Anmei’s utility: u(a). you” you are representing

 And, because b =1—a, Brenda’s utility: uw(b) = u(1 - a). utility (the trouble of

shopping) as cardinal and
The horizontal axis in Figure 3.18 shows all possible distributions of making an interpersonal

wealth between Anmei and Brenda. comparison of utility (less

trouble for me than for you).

In fact, much of our everyday
e At a =0, Anmei gets nothing and Brenda gets everything. ethical reasoning and even

* Anmei’s share of wealth, a, varies from 0 to 1.

+ Ata =1, Brenda gets nothing and Anmei gets everything. simply being a good friend
require making interpersonal
Figure 3.18 also shows the two marginal utility of wealth functions. For each  comparisons of the benefits

of them the marginal utility of wealth declines the more wealth they have. and costs that people
So, in the figure Anmei’s marginal utility curve slopes downward as she experience.
gets more wealth (moving from left to right). Remembering that for Brenda
farther to the right means less wealth (the opposite of Anmei) her curve
slopes upward because as she gets less wealth (moving from left to right)
her marginal utility of wealth is higher.
Suppose the status quo is a;, a situation in which Anmei is wealthy and
Brenda is poor (Anmei’s has share of wealth a;, and Brenda’s share of wealth

Figure 318 Distribution of wealth, marginal utility, and total utility. In the figure
a is the proportion of wealth belonging to Anmei (A). (1—a) is the proportion of
wealth belonging to Brenda (B). As a person’s wealth increases, the marginal
utility of wealth decreases. A's total wealth increases as you move along the
bottom line from left to right, and as a result her marginal utility decreases.
Because B's wealth increases as the division moves toward the left, B's marginal
utility decreases from right to left. The utility functions used to create this figure
are shown in M-note 313.

A's marginal utility B's marginal utility

2 muB(-ap) 4
=
S
©
<
o
©
=

muA(ay,)

0 T f
0 a ap 1

A's share of wealth,a —»
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Figure 319 Daniel Kahneman
(1934-), a psychologist and
Nobel Laureate in economics,
has advocated a hedonistic
(meaning concerning pleasure
and pain) theory of utility.
Kahneman titled one of his
papers “Back to Bentham?” to
pay homage to the early
nineteenth-century
philosopher economist
Jeremy Bentham's utilitarian
theory.”

Photo credit: U.S. National Institutes
of Health.

Doing the Best You Can: Constrained Optimization

is 1—ay,). Anmei’s marginal utility at a;,, u4(a;) is lower than Brenda’s utility
at the same point ug(bh). The vertical difference between points g and h
shows the magnitude of the difference in their marginal utilities.

Because g > h, we know that a policy that takes a small amount of wealth
from Anmei and transfers it to Brenda (moving to the left from a;,) reduces
Anmei’s utility by less than it increases Brenda’s. Redistributing wealth from
Anmei to Brenda therefore increases total utility (the sum of Anmei’s and
Brenda’s utilities).

Applying this reasoning to other points in the diagram, we find that
the distribution of wealth that maximizes total utility is a;, where Anmei’s
marginal utility of wealth equals Brenda’s marginal utility of wealth. Because
Anmei’s and Brenda’s utility functions are identical, the total utility-
1
2

M-NOTE 313 Maximizing total utility

Adam Smith’s Impartial Spectator would like to find the distribution of wealth,
a%, such that the sum of the utility of the two will be as large as possible. Here
are their utility functions (the same as those used to create Figure 318).

maximizing point distributes wealth equally, a; =

A's utility: uA(a) = a(l— %)

B's utility: uB(b)=uB(l—a) = (1—a) (1-

(3.31)

1-a
2
The Impartial Spectator maximizes W = u(a)+u(l—a)

) (332)

(3.33)

By differentiating W with respect to a, we can find a;, the Impartial Spectator’s
welfare-maximizing choice of a:

_ du(a) + du(l—a)
“" da da

Differentiating the two utility functions (Equations 3.31 and 3.32) with respect
to a to find the two marginal utilities and setting the result equal to zero:

=(l-a)—a=0

ai=§

CHECKPOINT 312 Redistribution of wealth Explain how Figure 318
shows that A owning the fraction a; of the wealth does not maximize the
sum of the utilities of A and B, and why redistributing some of A’s wealth
to B would increase total utility.

314 APPLICATION: CARDINAL UTILITY AND
SUBJECTIVE WELL-BEING

A century ago economists thought that while ordinal comparisons like bet-
ter or worse are possible, empirical interpersonal comparisons expressed
by a number indicating the degree of preferences were impossible to
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make. But today researchers are actively engaged in measuring individual
happiness and life satisfaction, using techniques ranging from surveys and
natural observation to the methods of experimental neuroscience. They
are asking such questions as: “How important is income for happiness?”
“Is being without a job a bigger source of unhappiness than being without
a spouse?” These researchers refer to happiness or life satisfaction as
subjective well-being.

To measure “pleasures and pains” in the lab, volunteers are exposed to
an electrical shock and asked to report on their experience of that on a
numerical scale. Others are asked to plunge their hands into extremely cold
water for as long as they can stand it and immediately report their level of
unhappiness having done so. Respondents in surveys are asked their “life
satisfaction”

This research has sought to understand the activities that make people
most happy. Almost all people surveyed seem to like sex quite a lot, ranking
“intimate relations” as having a high subjective well-being value. Ranked
after sex, people like socializing, relaxing, sharing meals with friends, pray-
ing, and exercising. People don't like housework, childcare, commuting, or
working. People also report major changes in subjective well-being from
painful events, like sudden loss of a job, a death in the family, or divorce,
or from positive events like marriage, or the birth of a child.® But when you
ask someone about their happiness over time the measures are surprisingly
consistent: people are likely to report similar activities or outcomes as
providing them with happiness when you ask them at different intervals.

What are the take-home messages about subjective well-being?

First, we can measure happiness and the degree to which people are
satisfied with their lives and also identify the things that contribute to a
person’s subjective well-being.

Second, people who report greater subjective well-being are also better
off by physical and biological measures. For example, they are less likely
to be ill. Subjective well-being also manifests in hormone levels, brain
patterns, and palm temperature.©

Third, while income matters for happiness (especially for people
without much income) people value social relationships—marriage, a job,
friendships—more than they value income." Making the transition from
unemployed to employed boosts a person’s subjective well-being by much
more than would be predicted simply by the increase in income. This
is because having a job is a source of respect and dignity, especially as
it provides a way for people to express autonomy, competence in their
expression of their abilities, and relatedness to other co-workers and
people around their work.

v/ FACT CHECK The
Satisfaction with Life survey is
based on five questions each
of which is rated on a 7-point
scale from Strongly Disagree
(1) to Strongly Agree (7). Here
are the questions: In most
ways my life is close to my
ideal; The conditions of my
life are excellent; I am
satisfied with my life; So far |
have gotten the important
things | want in life; and If |
could live my life over, | would
change almost nothing.

v/ FACT CHECK
Non-laboratory measures of
subjective well-being suggest
that people with higher
subjective well-being tend to
be less likely to contract a
cold virus and to recover more
quickly when they do contract
the cold. Similar evidence
exists for people who have
recovered from wounds and
had baseline and subsequent
subjective well-being
measured: those who are
happier recover more quickly.’

EXAMPLE The substantial
subjective cost that people
experience when they are out
of work is one reason why
employers (who have the
power to terminate a person’s
job) have power over their
employees. We shall return to
this when we study the firm
and the labor market.
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HISTORY In his 1953 work,
Essays in Positive Economics,
Nobel Laureate Milton
Friedman (1912-2006)
observed that “predicting the
shots made by an expert
billiard player” could be done
on the basis of “the
complicated mathematical
formulas that would give the
optimum directions” of the
shots. But this prediction
would not be “based on the
belief that billiard players,
even expert ones, can or do”
actually make these
calculations.”

m Doing the Best You Can: Constrained Optimization

CHECKPOINT 313 Joy or misery? Think about the kinds of activities
discussed above that provided people with joy (that they ranked highest
in terms of providing them with subjective well-being).

a. Compare them with their opposites: those that result in disutility or even
misery.

b. Come up with a list of activities that you engage in that provide you with
joy which you try to prioritize.

c. Why do you spend the time that you do on these activities? Why do you
not spend more?

d. Do you engage in activities that in the moment are unpleasurable but
which you believe provide you with benefit nonetheless?

e. Do you think such activities appear in the models we've developed?

315 PREFERENCES, BELIEFS, AND
CONSTRAINTS: AN ASSESSMENT

Many scholarly disciplines in addition to economics are devoted to under-
standing human behavior including psychology, sociology, anthropology,
archaeology, and history, but also more distant endeavors including lit-
erature, philosophy, neuroscience, computer science, and biology. The
preferences, beliefs, and constraints approach, while a standard set of
tools in economics that is widely used in other fields, is just one of many
approaches.

People newly familiar with the approach often raise the following ques-
tions about it.

» Are people really all that selfish? This concern is based on a misun-
derstanding of the model, which says nothing about whether people
are seeking to help others, aggrandize themselves, or a little of both.
Our treatment of altruism, reciprocity, and fair-mindedness shows that
the model-using indifference curves and feasible sets, for example—can
apply to a variety of motives.

Do people consciously optimize, for example, applying the mrs = mrt rule
when they shop? The model is not a description of how people actually
think or their emotional states when they take a break from studying, or
support a particular environmental policy. We model instead what people
would do if they did the best that they could. The fact that the model
often yields predictions similar to what we observe empirically (including
by experiments, econometric, and other quantitative methods) does not
require that the model is an accurate representation of the process by
which people come to take one course of action over another.

In some cases, people consciously optimize, going though mental calcu-
lations similar to the model. For example, a person buying a house or
choosing between two job offers will weigh the pros and cons of the
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alternatives. But in other cases, the actions may not even appear to us as a
decision, for example, what to eat for breakfast, what to wear today, or what
our personal values should be. Without consciously trying to do so, people
may arrive at something like the solution to these optimization problems by
trial and error, or by observing others who seem to be successful or happy
with their choices, or by following habits that will remain in place unless
changed by some dramatically adverse consequences of following them.
Other concerns about the model are more serious.

e What about emotions and visceral reactions, aren’t they important? This
question points to a shortcoming of the approach; but it is not that
the approach excludes emotions like fear, shame, and attraction. The
shortcoming is that the preferences, beliefs, and constraints approach
says almost nothing at all about motives; that is, it says nothing about the
reasons why people rank some outcome as superior to another. Knowing
more about motives like this would help us understand economic and
other behavior.

» Commitments and consequences. The framework is based on the idea that
our behavior is based on our beliefs about the consequences our actions
will bring about in the future. Don’t we sometimes act to fulfill promises
or other commitments made in the past, or just to “do the right thing”
without regard to future consequences? Yes, we do, and a shortcoming
of the approach is that it does not address that kind of behavior.

Predicting behavior and evaluating outcomes. Economists use the same
concept “utility” both in models designed to predict the actions that
people will take and also to provide the basis for evaluating economic
outcomes and public policies to improve them. The idea is that whatever
it is that motivates people to make the choices they do should also
be the objective of public policy and form the basis for our preferring
one societal outcome over another. But treating actual behavior as if
it were the pursuit of a concept of well-being that should be the basis
of our judgment of societal outcomes is a mistake. The reasons for
our actions (that is, our preferences) include addictions, weakness of
will, shortsightedness, and other well-documented socially dysfunctional
aspects of human behavior that in retrospect are often deeply regretted
by those acting on them.

A sensible conclusion from reviewing these concerns about the pref-
erences, beliefs, and constraints approach might be that the approach is
better for answering some questions than others, and learning to distin-
guish which is which is an important learning objective. As we said at the
beginning of the chapter: the map is not the territory. Good maps don’t
have all the information about the territory they depict and good economic
models require us to leave some things out.

HISTORY Positive and
normative economics The
distinction between the
economics of “what is” called
positive economics and “what
ought to be” called normative
economics was made by John
Maynard Keynes in his 1893
Scope and Method of Political
Economy and by Milton
Friedman in his 1953 The
Methodology of Positive
Economics. The distinction is
controversial in part due to
differences about the
appropriate role for “what
ought to be” statements in
economics.™

HISTORY Jeremy Bentham
(1746-1832) is considered the
founder of the philosophical
tradition called utilitarianism,
which forms the basis of
much economic thinking both
positive and normative. His
most famous book begins:
“Nature has placed mankind
under the governance of two
sovereign masters, pain and
pleasure. It is for them alone
to point out what we ought to
do, as well as to determine
what we shall do. On the one
hand the standard of right
and wrong, on the other the
chain of causes and effects
are fastened to their

throne” ™

157
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CHECKPOINT 314 Utility in the evaluation of policy Use the case of
smoking to illustrate the difference between using the concept of utility
to predict behavior and also to evaluate societal outcomes. Economists
use the addictive nature of tobacco to better understand preferences for
smoking. Should our evaluation of anti-smoking policies include, as a cost
of the policy, the frustrated craving for smoking experienced by the targets
of such a policy?

316 CONCLUSION

In this chapter we have studied the constrained optimization problems
shown in Table 3.1. Though the problems concerned are quite different, the
models and analytical tools we used to analyze them are very similar. In
each case the analysis of the decision involves two kinds of trade-offs:

e The first trade-off that appeared in each of these situations is the
actor’s relative valuation of the things she cares about, measured by the
negative of the slope of an indifference curve, that is, the marginal rate
of substitution.

» The second trade-off is that at any point on the feasible frontier, the
opportunity cost of having more of one good that the actor values is that
she must have less of another good that she values. This opportunity cost
trade-off is measured by the negative of the slope of the feasible frontier,
that is, the marginal rate of transformation.

The result—the action taken doing the best she can under the constraints
she faces—is determined in the same way in all the cases: by finding the
point on the feasible frontier that is on the highest indifference curve.
This will often be the bundle where the mys =mrt rule holds. Table 3.1
demonstrates that many seemingly different kinds of action can be studied
with a common model, one that we will use often.

In this chapter, we have focused on single actors and for the most part
excluded from the model something important: other people. With the

Table 3.1 The constrained optimization problems used in this chapter.

Actor

Keiko

Keiko
Anmei/Chen
Anmei/Brenda

Impartial Spectator

Utility depends on Action Constraints

Learning, Living time Time allocation Learning-Living feasible frontier
Learning, study effort ~ Study effort Study-Learning production function
Payoffs to two players  Distribution of endowment  The total endowment

Conventional goods Choice of amount of Consuming conventional goods
Environmental quality ~ conventional goods degrades the environment

Wealth of A and B Redistribute wealth Limited amount of

wealth to distribute




OUP CORRECTED PROOF - FINAL, 11/9/2021, SPi‘

exception of the farmers of Palanpur, we have modeled the person facing a
given situation defined by a feasible frontier and preferences represented
by indifference curves. (We already explained that the second person in the
Dictator Game is not really a player at all.)

We now turn to a world populated by people interacting strategically,
and we ask how economic institutions—the rules of the game—affect the
outcomes of these interactions and in particular:

« Is the resulting allocation one in which all of the potential gains from
exchange have been realized?

e Have the rules of the game advantaged some players at the expense of
others, resulting in unequal outcomes?

We shall continue to employ the tools of constrained utility maximization,
understanding people’s trade-offs through their marginal rates of substitu-
tion and of transformation. We will need these tools—and a few new ones—
to understand the mutual gains made possible by people interacting and
the conflicts that necessarily arise over how these gains will be distributed.

MAKING CONNECTIONS

Strategic and nonstrategic social interactions: In the previous chapters we
considered strategic social interactions—like the fishermen and the farmers
from Palanpur. Here we look at simpler aspects of behavior when a person is
attempting to do the best they can in situations that are not strategic because
the choice of how hard to study, or how much fish to buy is not greatly affected
by others' choices.

Self-regarding and social preferences: In Chapter 2 we provided evidence
that people can be self-regarding, altruistic, reciprocal, spiteful, and fair-
minded. These diverse behaviors can be modeled using the preferences,
beliefs, and constraints approach by means of indifference curves and feasible
frontiers, as we showed for the case of an altruist.

Opportunity costs and trade-offs: Regardless of whether a person’s pre-
ferences are entirely self-interested or not, people face trade-offs among the
ends they wish to pursue and they face opportunity costs when trying to
choose a course of action.

Public policy: Economics engaged: The idea of constrained utility maximi-
zation illustrated the trade-off between consuming more goods on the one
hand or either consuming less and using some of the economy’s resources
to abate environmental damages, obtaining greater environmental quality.
We also modeled the choices an altruistic person might make in sharing
something of value thereby providing a model capable of analyzing the kinds
of result observed in the experiments reviewed in the previous chapter.

Evaluating outcomes: Treating utility as cardinal and inter-personally com-
parable rather than ordinal allows us to compare the benefits and burdens
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that a policy will impose on different people. This provides a basis (one of
a number of alternatives) for saying that one policy or outcome might be
preferred to another, as illustrated by the case of the distribution of wealth.

IMPORTANT IDEAS

preference

Homo economicus

ordinal utility
Cobb-Douglas utility
diminishing marginal utility
indifference curve
trade-off

marginal product
opportunity cost

feasible set

interpersonally comparable utility

distribution of wealth

price line

constraints

altruist

cardinal utility

total utility

mrs=mrt rule

marginal rate of substitution
willingness to pay

feasible frontier

marginal rate of transformation
increasing opportunity costs
abatement (of environmental costs)
feasible frontier

pleasures and pains

beliefs

reciprocator

utility function
marginal utility
slope

diminishing marginal
rate of substitution
production function
increasing marginal rate of transformation
subjective utility
offer curve

corner solution

MATHEMATICAL NOTATION

Notation

Interpretation

uQ)

utility function

X

a good (or a “bad”)

a good (or a “bad”)

hours of studying

Cobb-Douglas exponent of good x

vertical intercept of the feasible frontier

A's share of wealth

price of a good

constant utility along an indifference curve

V4

endowment in the Dictator Game

m

payoff in the Dictator Game

Note on superscripts and subscripts: A, B, C, D: different people; subscript
b indicates where someone does the best they can; RD: feasible frontier

with R&D.



PROPERTY, POWER AND

EXCHANGE

MUTUAL GAINS AND CONFLICTS

[T]he efforts of men are utilized in two different ways: they are directed to the production
or transformation of economic goods, or else to the appropriation of goods produced by
others.

Vilfredo Pareto,
Manual of Political Economy (1906)'

DOING ECONOMICS

This chapter will enable you to:

Explain why, when people exchange goods, there are both mutual gains and conflict over
the distribution of these gains.

Understand how an allocation of goods can be evaluated on grounds of Pareto efficiency
and fairness.

Show how preferences affect the outcome, and how other-regarding social preferences
may reduce the scope of conflicts over the distribution of the gains from exchange.

Understand how property rights, the exercise of power, and other aspects of the rules of
the game will affect the extent of mutual gains and the inequality of their distribution.

Use mathematical tools (equations and graphs) to illustrate the above points.

CHAPTER
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Figure 4.1 Burning Man is an
annual gathering of tens of
thousands in the Nevada
desert in the U.S. What you
see is the city (tents and other
dwellings) constructed by the
“burners.” Nothing will remain
after they leave. Burners
cannot use money to
purchase goods. Instead,
people give goods they bring
or make or services they
provide to others. See here
how Nobel Prize-winning
economist Paul Romer spent
his time at Burning Man
(https:/ /www.nytimes.com/2019/
09/05/upshot/paul-romer-
burning-man-nobel-
economist.html).

Photo: DigitalGlobe via Getty
Images.

4] INTRODUCTION: “STRANGE AND HARD TO
BELIEVE"

Ibn Battuta, the fourteenth-century Moroccan scholar, reported that along
the Volga River in what is now Russia, long-distance trade took the following
form:

Each traveler...leaves the goods he has brought...and they retire
to their camping ground. Next day they go back to... their goods
and find opposite them skins of sable, miniver, and ermine. If
the merchant is satisfied with the exchange he takes them, but
if not he leaves them. The inhabitants then add more skins, but
sometimes they take away their goods and leave the merchant’s.
This is their method of commerce. Those who go there do not
know whom they are trading with or whether they be jinn [spirits]
or men.?

The Greek historian Herodotus describes similar exchanges between
Carthaginian and Libyan groups in the 5th century BCE. After having
left their goods, Herodotus reports, the Carthaginians withdraw and the
Libyans “put some gold on the ground for the goods, and then pull back
away from the goods. At that point the Carthaginians...have a look, and if
they think there is enough gold to pay for the cargo they take it and leave.”

Herodotus describes how the process continues until an acceptable
price is hit upon, remarking with surprise that “neither side cheats the
other...[the Carthaginians] do not touch the gold until it is equal in value to
the cargo, and [the Libyans] do not touch the goods until the Carthaginians
have taken the gold”

Alvise da Ca da Mosto, a fifteen-century Venetian working for the Por-
tuguese crown, reported a similar practice in the African kingdom of Mali,
regarding it as “an ancient custom which seems strange and hard to believe”

But is the so-called silent trade really so odd? Transfers of goods among
strangers can be dangerous. What one expected to be an exchange at mutu-
ally agreeable prices may end up as theft or an “offer you cannot refuse” But
trade among strangers can also be highly profitable. The potential gains
from trade are often greater, the more distant geographically or socially
the parties are to the exchange: the salt brought by Tuaregs from the Atlas
Mountains in North Africa across the Sahara by camel to the Kingdom of
Ghana was not available at any price in West Africa.® The gold and tropical
nuts Tuaregs gained in silent trade with Ghanaians was not available north
of the Sahara.

The silent trade—with its unusual etiquette in which parties interacted
only at a distance—allowed both Tuaregs and Ghanaians to get some of what
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they lacked and wanted in return for giving up some of what they had in
abundance and could readily part with.

They were exploiting the mutual gains that differences in geography,
tastes, technologies, and skills allow. And the rules of the game for govern-
ing their exchange process—the institutions that we call “the silent trade™-
were a way of doing this and dividing the mutual gains without risking
violent conflicts.

Other than these mutually advantageous exchanges, there are many
other ways that goods change hands: from the use of violent coercion by
private parties (i.e. theft), or by the use of one nation’s military force to
acquire the resources of another people. People have also been violently
coerced into work through enslavement by private actors and states alike.

A key characteristic of these coerced transfers is that they are not
motivated by mutual gain, but instead by the gain of one party facilitated
by superior force and institutional power. These transfers of resources and
lives have shaped the course of history and have had important economic
consequences and enduring legacies.

But here we set aside the use of physical coercion and ask how societies
organize the process of exchange motivated not by fear of physical harm but
instead by the prospect of mutual gain. We also provide terms that allow us
to evaluate some of these outcomes as better or worse than others. And
we will see that depending on the rules of the game the distribution of the
mutual gains made possible by exchanges may be highly unequal.

4.2 MUTUAL GAINS FROM TRADE: CONFLICT
AND COORDINATION

In a modern economy we engage in indirect monetary exchange: selling
some of our goods or some of our working time for money and using the
money we have acquired to purchase the goods we need. We typically do
not barter directly as did the Libyans and Carthaginians. The principles
of barter exchange, where goods are directly transferred between two
parties without the use of money, however illustrate the fundamental
considerations behind all types of exchange, including indirect monetary
exchange.

We will simplify by thinking about just two people who exchange goods
directly with each other, thereby modifying the goods that they hold. To
do this we will introduce three terms describing the bundles that each has
before and after exchange:

e The endowment bundle: or endowment, the quantities of goods a person
has before exchanging goods.

e REMINDER As in Chapter 3
a bundle is just a list of the
quantity of the goods (or
other thing of value) that a
person has. We refer to the
bundles held by all of those
involved in an exchange as an
allocation.
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e REMINDER Recall from
Chapter 1that a change is a
Pareto improvement if it
makes at least one person
better off and none worse off.

» The post-exchange bundle: the bundle a person has after exchanging
goods with another person.

* The allocation: bundles held by each of the people (either before or after
exchange).

Voluntary exchange: mutual gains and conflict over their
distribution

An exchange is voluntary if all parties to the exchange have the option to
not engage in it but instead choose to engage in the exchange. So each party
must expect to be better off, or at least expect to be no worse off, as aresult
of the exchange. This implies that each party prefers (at least weakly) their
post-exchange bundle to their endowment bundle.

Recalling the meaning of a Pareto comparison, we can see that if an
exchange is voluntary for both parties, the post-exchange allocation must
be a Pareto improvement over the endowment; otherwise one or both of
the parties would have refused to participate in the exchange.

To make the idea of voluntary exchange concrete we often let the fallback
position of the players be a bundle of goods that is their private property
which they are free to dispose of in exchange or by gift to others, or to
retain for themselves, excluding others.

Let’s review some of the terminology from earlier chapters and explain
how they are used to study the process of exchange.

A person’s fallback position is what they experience in the absence of the
exchange under consideration, and also the utility number they assign
to that bundle (that is, the utility of their endowment bundle, which is
considered to be her next best opportunity).

» The improvement in utility enjoyed by a party to an exchange is their rent

resulting from the exchange, namely, the difference between the utilities
associated with their post-exchange bundle and their fallback position.

ALLOCATION In a game, an allocation is a particular distribution of goods or
other things of value to the players.

VOLUNTARY EXCHANGE An exchange is voluntary if neither party can coerce the
other to participate nor require them to renew the exchange beyond an
agreed-upon duration.

PRIVATE PROPERTY The right and expectation that one can enjoy one's
possessions in ways of one’s own choosing, exclude others from their use, and
dispose of them by gift or sale to others who then become their owners.
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« The total rents received by parties to an exchange, also termed the gains |l )
s . . e REMINDER An economic
from trade are the utilities of the exchanging parties at the outcome of

) o ) . rent is the difference between
the exchange minus the utilities at their fallback positions. ,
a player’s fallback payoff and

The fact that an exchange is voluntary does not mean that it is fair. Some ~ the payoff (profit or utility)
exchanges take place under conditions such that one party gains virtually ey 0btain from participating
all of the available rents. How the economic rents are divided between n _an interaction. The total
participants is the distributional outcome of the exchange. The rents may samns frgm gxczange frofm han
be captured by one party, leaving the other with a different set of goods mteraction Is the sum o the
than her endowment but no better off.

Or the rents may be split among the parties in a way that appears fair, or at
least acceptable to both, as in the silent trade between the Carthaginians
and the Libyans described by Herodotus. The division of the gains from
exchange in the form of economic rents is parallel to the division of the pie
in the Ultimatum Game of Chapter 2.

Exchange therefore has two aspects: mutual benefit and conflict of

economic rents of all
participants.

interest:

e Mutual benefit is possible because participants move from their endow-
ment bundle to the post-exchange allocation where they share the gains
from exchange and obtain an economic rent.

A conflict of interest is present because the gains from exchange can be
divided in many ways among the parties who find themselves in conflict
over who gets the larger share.

Institutions and social norms govern the process of exchange that leads
both to the reallocation of goods, and to the distribution of the gains from
trade. We will see that institutions and social norms have effects on:

e Pareto efficiency, facilitating or obstructing the realization of every
opportunity for mutual gain among the parties to an exchange; and

e The degree of inequality of the distributional outcome, favoring one party
or the other in the conflict of interest in the distribution of the economic
rents.

A major institutional challenge today is to find rules of the game that will
have as a Nash equilibrium an allocation that is both Pareto efficient and fair.

CHECKPOINT 41 Conflict of interest Make sure that you understand the
terms fallback position, voluntary exchange, mutual benefit, and conflict
over the distribution of the mutual benefits made possible by exchange.
(A good way to check is to use each term in a sentence of your own.)

DISTRIBUTIONAL OUTCOME How the gains from exchange—the economic
rents—are distributed among the people in an exchange.
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HISTORY The Edgeworth box
is named after the British
economist Francis Ysidro
Edgeworth (1845-1926) who is
credited with having invented
this clever way to represent
exchange and bargaining. It
was actually invented by
Pareto!*

4.3 FEASIBLE ALLOCATIONS:
THE EDGEWORTH BOX

Let’s think about a concrete setting in which two people might consider
alternative possible distributions of two goods between them. Let’s say that
Ayanda and Biko have to divide a total of 10 kilograms of coffee and 15
gigabytes of data between them. (For concreteness, they found the coffee
and a burner phone with the data left behind by the students who moved
out of the apartment they just rented.) At the start, nobody owns the goods,
the two quantities are simply amounts available to the two of them. Ayanda
and Biko might now ask each other: What allocation of the coffee and data
between the two of us would be the best?

We use the notation x =10 and y =15 to stand for the total amount of
coffee (x) and data (y) available. We define x* and y* as the quantities of
goods x (coffee) and y (data) in Ayanda’s bundle, and similarly x® and y® are
the quantities in Biko’s.

The amount of the two goods in their respective bundles can be any-
where from zero to the entire amount available, namely, x and y. Then, an
allocation is a particular assignment of coffee and data to the two people
that we can write as (x*,xB;y4,y®). An allocation is feasible if the amounts of
coffee and data it gives to Ayanda and Biko is no greater than the amount
available:

xA+xB <x

yr+yP<y

Figure 4.2 (a) represents the total supply of the goods, with width and
height equal to the total amount of coffee (x) and data (y) available. The
box’s width is the total amount of x, x (kilograms (kg) of coffee) and its
height is the total amount of y, y (gigabytes (gb) of data). We measure
A’s allocation, (x*,y*) from the lower-left-hand corner of the box, and B's
allocation, (x8,yB) from the upper-right-hand corner.

Any point in the box (or on its edges) is a bundle representing a feasible
allocation of the two goods between the two parties, with the property that
it fully exhausts the total supply of the two goods.

Allocation z, for example, gives Ayanda 9 kilograms of coffee and 1
gigabyte of data and Biko 1 kilogram of coffee and 14 gigabytes of data
(exhausting the 10 units of x and the 15 units of y).

There are also many feasible allocations of the two goods that are not
shown in the box. For example, if Ayanda and Biko each got 1 kilogram
of coffee and one gigabyte of data, that would be feasible given the total
amounts, but it could not be shown in the Edgeworth box because the
Edgeworth box shows only allocations where the two people divide up all
of the goods so that they sum to x and y.
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Feasible Allocations: The Edgeworth Box

Figure 4.2 Feasible allocations that exhaust the supply of both goods. Figure 4.2
(a) shows an example of a feasible allocation at point z. Figure 4.2 (b) shows the
direction in which each person prefers to move to increase their utility. When
indifference curves are plotted in this rectangle the graph is called an

Edgeworth box.
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Ayanda A's coffee (kilograms), x* Ayanda

(a) An allocation, z

A caution: it is natural to think that Ayanda might be at one point in the
box and Biko at another. This is not possible. A point in the box is not just
a single bundle for one or the other of them. It is an allocation of goods
between the two. They differ in where they would like that allocation to be.

As we move to the northeast (up and to the right) in the box, Ayanda gets
more of both goods, and as we move to the southwest (down and to the left)
in the box, Biko gets more of both goods. Because we assume for now that
both are self-regarding we show this on the figure with the arrows labeled:
“Better for Ayanda” and “Better for Biko.

How can we evaluate whether some allocations are better than others? To
do this we can represent the preferences of the two parties by plotting their
indifference curves in the box. This allows us to say for both Ayanda and
Biko that for any two allocations (points in the box) the first is preferred to
the second, the second is preferred to the first, or the person is indifferent
between the two. To do this we need to know the utility functions of the
two.

Both Ayanda and Biko enjoy consuming both coffee and data. Their utility
functions are:

Ayanda’s utility function uAct, yh)

Biko’s utility function uB(xB,yB)

We assume that the indifference curves for both parties exhibit decreasing
marginal utility for both goods. To provide a concrete example, we will

A's coffee (kilograms), x*

(b) Preferred bundles

R ——

e REMINDER In Chapter 1, we
used z to indicate the fallback
position of people playing
games in the general form of
the Fishermen'’s game with
ranked outcomes. At z, the
people experience their
utilities, u2 and u®, as their
utility at the fallback position,
that is, their endowments if
they do not trade.
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A's data (gigabyte:
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Figure 4.3 Indifference curves in an Edgeworth box: Identical utility functions. In
panels (a) and (b) we show three of Ayanda’s and Biko's indifference curves
respectively. In panel (c), Biko’s indifference curves have been flipped 180° so that
the origin in the lower left of panel (b) has become the origin of the Edgeworth
box at the upper right.
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(a) Ayanda’s indifference curves

1 0 T T T T T T T T T+ 15

Ayanda

2 3 4 5 6 7 A 8
A's coffee (kilograms), X

6
B's coffee (kilograms), x°

(b) Biko's indifference curves (c) Indifference curves in an Edgeworth box

assume that both Ayanda’s and Biko’s utility functions are Cobb-Douglas,
but in some cases that follow, with different preferences for coffee and data:

Ayanda’s utility function UAQA, yA) = ()" (yA)-ah)

Biko’s utility function uB(xB,yB) = (xB)?" (yB)-o™)

In numerical examples we will often contrast two cases:

e Identical: The two people have identical preferences for the two goods,

1 1
such as o = E,C(B =2

« Different: The two people have different preferences, for example, such
that A's o4 = %, whereas for B o® = % So Ayanda has a stronger preference
for coffee than Biko does.

An Edgeworth box allows us to see both people’s indifference curves in
the same space to identify mutually beneficial trades. Ayanda and Biko’s
indifference curves are shown separately in Figure 4.3 panels (a) and (b). In
panel (c) we plot the same indifference curves together in the Edgeworth
box. Ayanda evaluates the allocations from the point of view of the lower-
left-hand corner, and her indifference curves represent higher utility as we
move to the northeast in the box.

Ayanda’s indifference map looks exactly the same in the Edgeworth box
as it does in the separate plot, because in both cases the origin from which
we measure her allocation is in the lower-left-hand corner. But Biko’s map
has been flipped so that the origin is in the upper-right corner and his
indifference curves represent higher utility as we move to the southwest
(down and to the left) in the box.



OUP CORRECTED PROOF - FINAL, 11/9/2021, SPi‘

The Pareto-Efficient Set of Feasible Allocations m

It may help you understand how we superimposed Biko'’s preferences on
Ayanda’s if you think about what we called their “point of view.” In panels (a)
and (c), imagine Ayanda standing at the lower-left origin and looking up her
indifference map, as if the curves were contours of a mountain, the curves
farther away being at higher altitudes. Now do the same with Biko, but for
him when he looks to the northeast in panel (b), he is looking up his “utility
mountain”” But in panel (c) he is standing at the upper-right origin and the
way up his utility map is to the southwest.

In the figures, at allocation z Ayanda and Biko have allocations (x2,y2) =
(9,1) and (x8,y2) = (1,14). The indifference curves that go through allocation
z provide Ayanda and Biko with utilities u; = uj and u; = uj.

In panels (a) and (c), uy =uf is Ayanda’s indifference curve through
z. In panels (b) and (c), uf =uf is Biko’s indifference curve through z.
The indifference maps for both Ayanda and Biko have indifference curves
through every point in the box, but (following “the map is not the territory”
principle) we show only three in the figure.

M-NOTE 41 Evaluating utilities at an allocation

Consider the case in which both utility functions are Cobb-Douglas with
Ayanda’s a? = 2 and Biko's aB = L. We can calculate their utilities at the
allocation z. In this example, Ayanda likes coffee more than Biko does.

2
Ayanda has a Cobb-Douglas utility function uA(x4,y4) = (x*)3 @A)%:

» She has 9 kilograms (kgs) of coffee and 1 gigabyte (gb) of data.
» So her allocation at point z is (x2,y5) = (9,1).

« At her allocation z her utility is wA(x2,y2). ,

* So for 9 kgs of coffee and 1 gb of data: u(9,1) = (9)3 (1)

1
3

=4.33.

CHECKPOINT 4.2 Biko's utility at allocation z Using the two utility func-
tions shown in the text with a = % calculate the utility of the two at the
allocationz,and at an alternative allocation in which Ayanda has exchanged
one kg of her coffee for one gb of Biko’s data.

4.4 THE PARETO-EFFICIENT SET OF FEASIBLE
ALLOCATIONS

Which allocations in the Edgeworth box are Pareto efficient?

It's easy to see that simply throwing away some of x or y cannot be
efficient because allocating those portions to Ayanda and/or Biko instead
would have made at least one of them better off without making the other
worse off. So Pareto efficiency also requires that x* + x® = x and y* + y® = y.
By construction, any of the great many allocations in the Edgeworth box

e REMINDER In Chapter 3 we
defined the Cobb-Douglas
(CD) family of utility functions
as:

u(x,y) — qu(l—a)

(with 0 <a <1).The
Cobb-Douglas utility function
results in a marginal rate of
substitution,

M-CHECK Biko's indifference
map would look exactly the
same as in Figure 4.3 (b) if we
rotated the Edgeworth box
180° to measure Biko's
allocation from the
lower-left-hand corner.

e REMINDER In games like
the Ultimatum Game in
Chapter 2 any allocation of
the pie in which the entire
endowment is allocated to
one of the players or the
other (in other words, “no
money left on the table”) is
Pareto efficient. But the
allocations resulting from the
Ultimatum Game are
frequently inefficient because
when the Responder rejects
the Proposer’s offer both
players get zero, and all of the
money is left on the table.

M-CHECK Even if for some
reason we were not to allow
the allocation to involve
fractional quantities of the
goods and require that
allocations be integers, there
are 176 possible allocations
(that's 11x 16, in case you are
wondering, because we would
then have to include zeroes
as possible allocations for the
goods).
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e REMINDER The marginal
rate of substitution is the
negative of the slope of the
indifference curve. It is also
equal to the ratio of the
marginal utilities of the two
goods, x and y, i.e.
mrsA(x,y) = ug/uy. The
marginal rate of substitution
is also the willingness to pay
for x in terms of y. The
people’s marginal rates of
substitution have the
dimensions data/coffee (data
for coffee).

e REMINDER For an outcome
to be Pareto superior to
another, at least one
participant must be made
better off—get higher
utility—and no participant can
be made worse off—get lower
utility.

Property, Power, and Exchange: Mutual Gains and Conflicts

Figure 4.4 Pareto-efficient allocations: Different utility functions. To make this
figure we set u? = (xA)g(yA)% and ub = (xB)%(yB)é So Ayanda has a stronger
preference for coffee, and Biko has a stronger preference for data. Allocation h is
Pareto superior to allocation z, but it is not Pareto efficient because an alternative
point, e.g. allocation t&, is Pareto superior to point h (Biko is better off without
Ayanda'’s being worse off). All points along the Pareto-efficient curve between i
and t® are both Pareto superior to h and z and Pareto-efficient.
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allocates all of the coffee and data to one or the other participant, and meets
this criterion.

To narrow things down, Ayanda and Biko could agree that the final allo-
cation chosen must be Pareto-efficient. In Figure 4.4 we show Ayanda and
Biko'’s indifference curves through some arbitrary endowment allocation z
that they might consider as a way of dividing up the goods. The figure also
shows two more indifference curves for Ayanda: one indifference curve
higher and one indifference curve lower than for allocation z. The figure
also shows three more indifference curves for Biko: two indifference curves
higher and one indifference curve lower than for allocation z.

The endowment allocation is not Pareto efficient

Think about z as a hypothetical allocation, for example, if Biko said: “Ayanda,
how about you have 9 kg of coffee and I get the 1 kg remaining, while I get
14 gb of the data, and you get the 1 gb remaining” We can see, however, that
z in Figure 4.4 is not Pareto efficient. The reason is that at the allocations
given by point z, Ayanda’s and Biko’s indifference curves:
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» intersect, which means
« they have different slopes,
¢ indicating different marginal rates of substitution,

< which means their willingness to pay to acquire more of one or the other
good differ,

« and this means that there is a feasible Pareto-improving exchange that has
not been realized,

« so these allocations are not Pareto efficient.

The difference between the two people’s marginal rates of substitution
at the point z indicates that there must be a Pareto-improving alternative
allocation—Ayanda having less coffee and more data and the opposite being
the case for Biko. In other words there is some allocation to the “northwest”
of allocation z, for example the allocation at point i, that is a Pareto
improvement over the allocation at z. So we can eliminate point z in Figure
4.4 as a candidate for being a Pareto-efficient allocation.

M-NOTE 4.2 The mrs in the Edgeworth box with different utility func-

tions

At allocation z (9,1;1,14) in Figure 4.4, we can calculate each person’s marginal
rate of substitution and compare them. We computed what a person’s
mrs(x,y) is when she has Cobb-Douglas utility in M-Note 3.4. We obtain Biko's
from the same reasoning. We shall assume for this example that the two have
different preferences as in Figure 4.4.

Let's start with Ayanda, given that a# = § and recalling (from Equation 312)

a_y.
(-a) x°

that with the Cobb-Douglas function mrs(x,y) =
A A
. A — Y% _9o¥
mrs(x,y) = %\ _ZxA
i in A i A (s A 1
 Substitute in A’s allocation at z mrs;(x2,y5) = 2 X Al

Ayanda is willing to sell a kilogram of coffee for % of a gigabyte of data.

Now for Biko, aB = % and again recalling that mrs(x,y) = (:a) %:
B B
. B(xB yBy=Yx — 12
mrs®(x°,y )—ug =35

* Substitute in B's allocation at z mrsB(x2,yB) = %% =7
Biko is willing to pay 7 gigabytes of data for a kilogram of coffee.

We can see that mrs® < mrsP because % < 7. This means that Biko would
pay up to 7 gigabytes of data for a kilogram of coffee, and Ayanda would give
up 1 kilogram of coffee for as little as g of a gigabyte of data. There is ample
space between these two prices for a mutually beneficial trade. This shows
up in Figure 4.4: the slope of Ayanda’s indifference curve is steeper than the
slope of Biko's indifference curve at allocation z.

m
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e REMINDER The mrs=mrt
rule We derived a similar rule
for single-person interactions
in Chapter 3. The mrs = mrt
rule (with a few exceptions)
identifies the constrained
utility-maximizing optimal
allocation for a single
individual as the bundle at
which the marginal rate of
substitution (the person’s
willingness to pay for more of
the y-good) is equal to the
marginal rate of
transformation (the
opportunity cost of getting
more of the y-good).

M-CHECK Like the

mrs = mrt rule, mrs® = mrs®
does not work in every case.
The Pareto-efficient point may
be a corner solution (not a
tangency) at which one of the
goods is not consumed at all
by one of the players.
Moreover, just like the

mrs =mrt rule, a tangency
identified by the mrs® = mrs®
rule may be a minimum not a
maximum. The reasons are
the same as were explained
for the mrs =mrt rule.

Property, Power, and Exchange: Mutual Gains and Conflicts

Which allocations are Pareto efficient? The mrs® = mrs® rule

The same reasoning allows us to eliminate most of the other points too.
Remember the demonstration that showed point z to be Pareto inefficient
started with “at the allocations given by these points Ayanda’s and Biko’s
indifference curves intersect”

So any allocation at which the indifference curves intersect, like points
d, h, and z in Figure 4.4 cannot be Pareto efficient.

To find the Pareto-efficient allocations, we need to determine which
allocations remain after we have eliminated all of those at which the
indifference curves cross. To do this we can run the above reasoning in
reverse.

If the two indifference curves (one of Ayanda’s, one of Biko’s) share a
common point (that is, that represent the utilities at a particular allocation)
but do not intersect, then the two indifference curves must be tangent. This
tells us (reversing the logic above about indifference curves that intersect)
that if Ayanda’s and Biko’s indifference curves:

* are tangent, this means that
« they have the same slopes, indicating
* identical marginal rates of substitution,

» meaning that Ayanda and Biko have the same willingness to pay for the two
goods.

« Thisis the same as saying that their maximum willingness to pay to acquire
more of the other’s good is not greater than the least price at which the other
would part with their good

 and this means that there is no feasible Pareto-improving alternative
allocation that could be implemented by an exchange,

« so the status quo allocation is Pareto efficient.

This gives us the following rule for an allocation between two players, A and
B, being Pareto efficient:

The mrs® = mrs® rule: mrsA(ct, y4) = mrsB(xB,yB) @1

This rule differs from the seemingly similar mrs =mrt rule introduced
in section 3.9. The mrs =mrt rule applies to a single individual and it
identifies a constrained optimum for that person. This new rule applies to
interactions among two or more interdependent actors, of the kind that
occur in markets for labor, credit, and many goods. It identifies a Pareto-
efficient point for the people involved in the interaction. The superscripts
A and B are there to remind you that two (or more) players are involved in
this rule. The two tangency rules are compared in Table 4.1.



OUP CORRECTED PROOF - FINAL, 11/9/2021, SPi‘

The Pareto-Efficient Set of Feasible Allocations 173

Table 41 Two rules: individual constrained optimization and societal Pareto

efficiency.
Rules Tangency of Rule for what
mrs =mrt An individual's feasible Individual constrained
frontier and optimization
indifference curve
mrs? = mrs8 Two or more people’s Societal (multi-person)
indifference curves Pareto efficiency

The points t*, t® and i lie on the purple Pareto-efficient curve in Figure
4.4. The Pareto-efficient curve consists of all Pareto-efficient allocations,
including Ayanda getting all of both goods, or none of either. The Pareto-
efficient curve is sometimes called the “contract curve,” a term we do not
use because there need not be any contract involved.

Confining allocations to the Pareto-efficient curve limits the choices that
Ayanda and Biko need to make. But the question is still far from answered.
Moving from one Pareto-efficient allocation to another must make one of
the participants better off and the other worse off. The Pareto-efficiency
criterion is not going to help them decide which of the points on the Pareto-
efficient curve they would consider to be the best.

So they face a problem and a conflict of interest.

e The problem is that there are still innumerable Pareto-efficient outcomes
on the Pareto-efficient curve and they need some way to decide which
one to choose.

e The conflict of interest is that Ayanda prefers points on the Pareto-
efficient curve to the northeast in the Edgeworth box, while Biko prefers
points to the southwest, so they will not agree on which Pareto-efficient
division of the coffee and data to make.

M-NOTE 4.3 Computing the Pareto-efficient curve

Taking the case in which the two have different utility functions (that we
studied in M-Note 4.2), we will use mrs® = mrsP rule to work out the equation
for the Pareto-efficient curve.

To find the Pareto-efficient curve, we set Ayanda’s marginal rate of
substitution equal to Biko's marginal rate of substitution. We already

know that mrsA(xA,yA)=23yc—: and mrsB(xB,yB) = %Z—Z We also know that

continued

PARETO-EFFICIENT CURVE The points making up the Pareto-efficient curve
represent all of the allocations that are Pareto efficient.
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EXAMPLE To see how
maximizing total utility might
lead to unacceptable
outcomes, think about two
people, one who in order to
minimize her carbon footprint
or for other ethical reasons
has cultivated a simple
lifestyle and is not much
interested in increasing her
material consumption and the
other who has cultivated a
taste for luxuries and will be
miserable without them.
Maximizing total utility would
require giving most of the
goods to the second person.

Property, Power, and Exchange: Mutual Gains and Conflicts

x=x*+xP =10, so xB =x—x* and y = y* +yB =15, so y& =y —y*. Solutions
to these equations for x4,y4,xB,y® are Pareto-efficient allocations making up
the Pareto-efficient curve:

mrsh (o, y*)

mrsB(xB,yB)

zy_A_lS’_yA

xA T 2x—xA

) _ _ yA 15_yA
Substitute x =1 dy=1 4— =

ubstitute x =10 and y =15 poraialeT Sy

4(10 — xM)yA = xA(15—y*)
40y” — 4xAyA = 15xA — xAypA
(40 — 3xM)yA = 15xA
A 15x4

T 40-3xA

Pareto-efficient curve vy

CHECKPOINT 4.3 Conflict on the Pareto-efficient curve
Using Figure 4.4 do the following:

a. Explain Ayanda’s and Biko's preference among the Pareto-efficient
points tA, & and i.
b. Show that they rank these points in opposite order.

c. Explain why, for any two points on the Pareto-efficient curve, Ayanda will
prefer one point and Biko another point; they will never agree on which
is preferable.

45 ADAM SMITH’S IMPARTIAL SPECTATOR
SUGGESTS A FAIR OUTCOME

Not wanting to waste time fighting over who gets more of the goods limited
to x and y, Ayanda and Biko have to figure out an institution or set of
rules to pick an allocation. This means stepping back and looking at the
problem without thinking about their own particular preferences. They
would probably experiment with some simple rules. They could adopt:

« the “finders keepers” rule and allocate the goods to whoever had first
discovered the discarded coffee and data; but this might not seem fair;

« the fifty-fifty norm of the landlords and sharecroppers in Chapter 2, and
each take half the quantity of the two goods; but if they have different
preferences (as is the case in panel (b) of Figure 4.4) splitting both goods
equally would not even be Pareto efficient (an equal split is not on the
purple Pareto-efficient curve).

« the maximize total utility principle; but this places no value on equality,
and might result in selecting an allocation in which one person had most
of the goods (and utility) and the other little of either.
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To develop more satisfactory rules, they might consult Adam Smith’s
Impartial Spectator, a fair and impartial observer who can assist them (and
us) in reasoning about what a good outcome might be. We use uppercase
letters for her name to remind you that she is an entirely made-up char-
acter, not a person at all, and not a part of the game in which Ayanda and
Biko are engaged. The Impartial Spectator is a thought experiment rep-
resenting our conscience, allowing us to explore differing values and how
they could lead us (and Ayanda and Biko) to select a particular allocation
as the best.

We're going to follow the Impartial Spectator’s thinking by looking
at different fairness criteria that she could adopt. For example, she
could ask:

« Are the procedures that determined the allocation fair?

« Is the outcome itself fair?

The first criterion is referred to as a procedural judgment, and there-
fore she judges the outcome based on the procedure used to acquire the
goods. She would ask for example if the original endowment bundles had
been acquired fairly, for example through hard work, or perhaps as a gift
from someone who themselves had acquired the goods fairly. If they had
acquired the goods through previous trade, the Spectator would go on to
inquire if the process of trading had itself been fair: For example did either
of them have unfair advantages in determining the price at which they
would exchange.

The second criterion is called substantive: it asks about the substance of
the resulting allocation—how much do each of them get—asking for example
if it is fair (no matter how it came about).

Both criteria are important, but we will focus on the substantive
judgements because it allows us to illustrate how the Impartial Spectator
could select the “best” allocation by solving a constrained optimization
problem. For the Impartial Spectator to make judgments among Pareto-
efficient allocations that give Ayanda and Biko different levels of utility
using the constrained optimization method, she needs two pieces of
information:

« the set of all Pareto-efficient combinations of utility levels that Ayanda
and Biko could experience by allocating the goods in different ways;

« the value that she places on each of these combinations of the utility
levels of the two.

The utility possibilities frontier

Setting aside Pareto-dominated allocations, the Impartial Spectator will
concentrate on the boundary of the set of feasible utility pairs of the two.

e REMINDER You met the
Impartial Spectator in section
313 in Chapter 3. There she
was called on to determine a
fair distribution of wealth, so
the decision was
one-dimensional: there was
just one thing—wealth—being
divided up. The problem here
is two-dimensional: there are
two goods and the Spectator
will have to develop a rule for
allocating both of them
between Ayanda and Biko.
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Figure 4.5 The utility possibilities frontier (UPF) and the Impartial Spectator’s
iso-social welfare curves (w). The utility functions of the two players used to
create panel (a) are identical, with in both cases a = 0.5. Because they both value
the two goods in the same way, they consume them in the same proportions at all
points on the Pareto-efficient curve. The only difference is which player has more.
Each point in panel (b) corresponds to an allocation in the Edgeworth box shown
in panel (a). The downward-sloping blue curves in panel (b) are the Impartial
Spectator's iso-social welfare curves, corresponding to six levels in her judgment
of social welfare w; through wg. Social welfare is lower at points closer to the
origin. The allocation given by point i is the social optimum determined by the
mrs =mrt rule.
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Spectator’s iso-social welfare curves (w)

This is called the utility possibilities frontier (UPF) and it shows the pairs
of Ayanda’s and Biko’s utilities associated with allocations on the Pareto-
efficient curve.

In Figure 4.5 (a) we show an Edgeworth box of the two player’s allocation
problem in which they have identical preferences. In panel (b), we show
the utility possibilities frontier for this case. For the moment, ignore the
downward-sloping blue curves.

The utility possibilities frontier is downward-sloping because the partic-
ipants are in conflict. We are considering only Pareto-efficient points, so
any increase in the utility of one must be associated with a reduction in
the utility of the other. The utility possibilities frontier is constructed from
the Pareto-efficient curve by translating each Pareto-efficient allocation
(o, y%;xB,yB) into a point (uA(xA,y*),uB(xB,yB)) that represents the utility
levels of the two participants at that allocation. To construct it, take any

UTILITY POSSIBILITIES FRONTIER The utility possibilities frontier is composed
of the feasible Pareto-efficient combinations of utilities of the members of a
population.
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point on the Pareto-efficient curve in Figure 4.4, say point t*, then read
from the two indifference curves through t* the two levels of utility of
Ayanda and Biko at that allocation (namely 8.52 and 3.74 respectively), then
go to Figure 4.5 (b) where those two utility levels become the coordinates
in the utility possibilities graph of point t* in the Edgeworth box graph.

Points t*, i, and t® correspond to the same lettered points in Figure
4.4 and portray the utilities of each of the two at these Pareto-efficient
allocations. In similar fashion, points z and h correspond to the same
letters in Figure 4.4, but these allocations, being Pareto inefficient, are of
no interest to the Impartial Spectator.

As in the case of other feasible frontiers, the negative of the slope of
utility possibilities frontier, —%, is the marginal rate of transformation of
B’s utility into A’s utility by progressively giving A more of the goods and
B less. This is also the opportunity cost—in the Spectator’s reasoning—of A
having more utility in terms of the sacrifice in B’s utility necessary to allow
this. A steep utility possibilities frontier means that for A to gain one unit of
utility, B must sacrifice a lot.

CHECKPOINT 4.4 The utility possibilities frontier and the
Pareto-efficient curve

a. Explain why the utility possibilities frontier in Figure 4.5 is downward-
sloping.

b. Explain why, if the utility functions of the two differ, an even split of the
two goods—half of each to Ayanda and half of each to Biko—could not
be the Impartial Spectator’s choice of the best allocation.

The Impartial Spectator’s social welfare function

Which point on the utility possibilities frontier—in other words which
allocation of the goods between Ayanda and Biko—the Impartial Spectator
ranks as best will depend on her values. She has to compare how much
she values the utility of Ayanda and Biko respectively and how this varies
depending on the level of utility that each are experiencing.

To do this she has to be able to compare the levels of utility for the two
for each of the allocations on the utility possibilities frontier. She needs to
treat the utility of each like ordinary numbers that measure the size not just
the rank of something, in this case the cardinal utility of each.

A summary of the Impartial Spectator’s evaluation of different utility
distributions (u4,u®) is provided by her social welfare function, W(u#,u?).
This is similar to the utility function that expresses a person’s preferences

SOCIAL WELFARE FUNCTION A social welfare function is a representation of
“the common good” based on some weighting of the utilities of the people
making up the society.

e REMINDER The utility
possibilities frontier is similar
to what we did in Chapter 1to
understand the Pareto
efficiency of different game
outcomes. The utility
possibilities frontier is
another feasible frontier
introduced in Chapter 3, since
it shows the feasible
combinations of utility
possible given the available
goods and the preferences of
the participants.
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e REMINDER Assigning
cardinal utility numbers to
bundles means that we can
make statements like:

« for Ayanda, the outcome
(x',y") is twice as good as
(x,y) but also

» the sum of the utility
experienced by Ayanda and
Biko is greater with
outcome (x’,y") than with
outcome (x,y) because
uA(x’,y) +uB(x’,y) >
uA(x,y) +uB(x,y).

The sum of the utilities of the
two—in the second
statement—is an example of a
social welfare function.

over bundles of goods, (x,y), but remember the Impartial Spectator is not a
person, but a thought experiment. This is why it is called the social welfare
function rather than the Impartial Spectator’s utility function.

An example is a social welfare function that expresses total welfare as the
product of the utility of the citizens, each utility raised to some exponent.

Example of social welfare function: ~ Wu#,uP) = Wb @42

This social welfare function has the same form as a Cobb-Douglas utility
function: the participants’ levels of utility are the “goods” for the Impartial
Spectator. When A = 0.5 =1—A, then the Impartial Spectator:

» weights the two people’s utilities equally; and

 places diminishing marginal value on increases in the utility of either
of Ayanda or Biko; the greater is their utility, the less they add to the
Impartial Spectator’s assessment of social welfare.

Because the Impartial Spectator values the two people’s utilities equally, and
(in the judgment of the Spectator) the marginal value of increased utility is
diminishing, she will not rank highly any outcome in which one or the other
gains most of both goods.

Just as we can use indifference curves to represent a person’s utility
function over goods, we can use iso-social welfare curves to represent
the Impartial Spectator’s social welfare function over the utility distribution
between people. The level of social welfare is the same along an iso-social
welfare curve, just as utility was the same along an indifference curve. A
set of iso-social welfare curves, w; to wg, are depicted in Figure 4.5 (b) with
higher numbers in the subscripts indicating higher levels of social welfare,
just as with indifference curves earlier.

Given the Impartial Spectator’s social welfare function, the problem of
choosing the Pareto-efficient allocation of coffee and data becomes a con-
strained optimization problem similar to those in Chapter 3. The feasible
frontier for the Impartial Spectator is the utility possibility frontier, because
it represents the levels of utility that are achievable given the amount of
goods available and the preferences of the participants.

The iso-social welfare curves of the social welfare function are analogous
to indifference curves for a single individual, but apply to the utilities of
the two people not the two goods consumed by the single individual. They
express the valuations of the Impartial Spectator, not the preferences of
the individual. Similar to the individual indifference curve, the negative of
the slope of the iso-social welfare curve at any point (u#,u®) is the Impartial

ISO-SOCIAL WELFARE CURVE Iso-social welfare curves show constant or equal
(“is0”) levels of welfare for different combinations of utility among those involved.
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Spectator’s marginal rate of substitution of Ayanda’s utility in terms of Biko's
utility. And we can use the mrs =mrt rule to find the constrained social
welfare-maximizing allocation. It is the point where the utility possibilities
frontier is tangent to an iso-social welfare curve.

The social welfare maximum shown in the Edgeworth box in Figure 4.5
(a) is x* = 5,94 =7.5,xB = 5,98 = 7.5 or a fifty-fifty split of each good. In the
utility possibility frontier in Figure 4.5 (b) this is point i. If their preferences
differed, or if the Spectator had a reason to value the utility of one of the two
more than the other then the social optimum would require each getting
different amounts of x and y.

Societies do not have an Impartial Spectator to determine how to weight
the competing interests of society’s members in a social welfare function.
Instead, in a democratic society we debate the question of distribution and
sometimes come to a consensus (and sometimes to a deadlock). Contro-
versy about the rights and wrongs of economic policies such as the tax rates
paid by wealthy people and the provision of public services to all, are often
implicitly about the weights (such as A, in Equation (4.2)) that policymakers
should place on the well-being of different people.

Here we see a sharp contrast between the Pareto-efficiency criterion and
the maximization of social welfare. Preferring a particular Pareto-efficient
allocation over an alternative allocation in which both are worse off cannot
be a matter of conflict. But maximization of some particular social welfare
function subject to the constraint of the utility possibilities frontier—some
gaining and some losing depending on the social welfare function used—is
certain to be controversial.

The imaginary Impartial Spectator helps us understand how values dic-
tate what we think of as better or worse allocations. These outcomes, as we
have seen in previous chapters and we will now see in greater detail, depend
on the rules of the game. So the Impartial Spectator will have something to
say about how we evaluate which are better or worse institutions by which
we organize the process of exchange.

4.6 PROPERTY RIGHTS AND PARTICIPATION
CONSTRAINTS

The scenario of Ayanda and Biko enjoying their coffee and data in their
student residence and deciding how to allocate them helps us understand
the abstract issues of Pareto efficiency and fairness. Very similar issues
arise when instead we consider Ayanda and Biko to be total strangers,
interacting in a market. But in this new setting the allocation will not be
determined by some imaginary Impartial Spectator. Instead, the allocation
will be determined by who initially owns which goods and the rules of the
game that regulate how Ayanda and Biko might exchange some of their
goods with each other.
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HISTORY It has not always
been true that one’s property
rights did not depend on
one's identity. In many
societies, some people—such
as women—did not have the
right to own property, and
some people—such as
enslaved people—were
themselves treated as
property.

m Property, Power, and Exchange: Mutual Gains and Conflicts

Market institutions: Property rights and participation
constraints

Nobody actually owned the data and coffee that the Impartial Spectator
allocated in our thought experiment, and Ayanda and Biko were not really
engaged in a game. This is not how markets work. Key aspects of the rules
of a market game are:

e The rule of law establishes that the institutions—the laws and other
informal rules—governing the interaction are observed, and not violated
by arbitrary acts (for example theft of the other’s goods by one of the
traders or confiscating by a government official).

* Private ownership. At any moment in the game the goods are the private
property of one or the other of the players, so a point in the Edgeworth
box indicates a distribution of property between the two. The ownership
of coffee and data by the two at the start of the game is each player’s
endowment.

e Fallback option. The endowments are the next best alternative for the
two, their fallback options if no exchange takes place.

« Private property and the rule of law mean that each player has the option
to refuse offers so any exchanges that a player will agree to participate in
must be Pareto improvements over the endowment.

 Bargaining power is determined by rules of the game that may favor one
of the traders over the other and will affect the nature of the exchanges
that are executed, and who captures the greater share of the gains from
exchange.

Private property does not distinguish between the two parties: each have
identical rights to exclude the other from their bundle of goods. This would
be true even if Biko initially owned all of the goods and Ayanda had none
or the other way around. In this respect private property rights provide a
level playing field because the right to exclude others from the use of your
goods does not depend on how many goods you have, or on your identity.

The exchange process begins with the property people “start with,
that is, their endowment allocation. These endowments exist before the
exchange we are considering happens. But we are cutting into time at a
particular moment. These endowments, which are the status quo of our
game, are the result of similar games played in the past, and also other
games in which who owns what goods may have been determined by force
and not by voluntary exchange.

BARGAINING POWER The extent of a person’s advantage in securing a larger
share of the economic rents made possible by an interaction.
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This means that unlike the Impartial Spectator starting with a clean
slate—any allocation in the Edgeworth box is up for consideration—and
advising Ayanda and Biko on the division of a pile of goods they have tripped
over in their student residence, market exchange starts from one particular
point in the Edgeworth box: the endowment allocation.

The rules of the game then determine how the two can move to some
other post-exchange allocation. The endowment allocation is important for
two reasons:

« it is the starting point of the process; and

 because the exchange is voluntary, meaning they can refuse to trade, the
endowment allocation is their fallback position, that is, the worst they
can do.

The participation constraint (PC)

To see how the second bullet above will narrow down what the post-
exchange allocation can be, starting at any given endowment allocation
we introduce the following notation, along with panel (a) of Figure 4.6 (we
will explain in panel (b) below). The endowment bundle of person i is (x,y.)
where the superscript indicates who person i is (i=A for Ayanda, i=B
for Biko). This allocation is point z in the figure. It is identical to point z
in previous figures, but instead of being some hypothetical allocation that
the Impartial Spectator was trying out in a thought experiment, it is now
something entirely different: it is what Ayanda and Biko own at the start of
the game. It is their wealth.

From point z you can see that Ayanda’s and Biko’s endowments of coffee
and data are the same as the hypothetical allocation considered by the
Spectator, above:

« Ayanda’s endowment: (x2,y2) = (9,1).

« Biko's endowment: (x2,y8) = (1,14).

Introducing history in the form of initially privately owned endowments,
along with the voluntary transfer requirement, limits the possible alloca-
tions that can result from exchange.

Because they can refuse any deal and therefore experience the utility
from their endowment bundle, they will not accept any post-exchange

ENDOWMENT ALLOCATION The ownership of goods at the start of a game (or at
the status quo) is called the endowment allocation.
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Figure 4.6 Edgeworth box, the utility possibility frontier, and the bargaining set.
In panel (a) uf is Ayanda’s utility at her endowment and is her participation
constraint (shown by indifference curve uf) and u is Biko’s utility at his
endowment and is his participation constraint (shown by indifference curve uf).
In panel (b) points %, t* and i show the levels of utility associated with the
allocations indicated by the same lettered points in the panel (a).
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(a) Edgeworth box for Ayanda and Biko

e REMINDER The
participation constraint is
also the fallback in the
exchange scenario, the utility
that a person can certainly
secure if they choose not to
participate in exchange at all.

A's utility, u?
(b) The utility possibilities frontier

bundle that makes them worse off than their fallback utilities. The indiffer-
ence curves, 1> and u?, that include the endowment point are the post-
exchange bundles that yield a utility identical to their fallback position.
These two indifference curves are called their participation constraints.
They are called participation constraints because Ayanda will not partici-
pate in (that is she will refuse) any offer that would give her a post-exchange
bundle below and to the left of u?. Likewise Biko will not participate in any
offer that would give him a post-exchange bundle above and to the right of
u? (labeled as u? = 3.74 in Figure 4.6).

The yellow-shaded space between the two constraints—the indifference
curves, u2 and uB—including the points on these indifference curves make
up the set of allocations that are Pareto superior (at least weakly) to point
z and which therefore could be the result of voluntary modifications of the
endowment allocation by means of exchange. This area is called the Pareto-
improving lens.

PARETO-IMPROVING LENS The set of allocations that are (at least weakly)
Pareto superior to the fallback options of the players is the Pareto-improving lens.
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CHECKPOINT 4.5 Pareto-improving set and the bargaining set Explain
how point z in panel (a) of Figure 4.4 corresponds to (meaning, is based on
the same allocation as) point z in panel (b). Do the same for point i, t* and
t8. Explain why the yellow-shaded areas in the two panels represent the
same sets of allocations.

4.7 SYMMETRICAL EXCHANGE: TRADING INTO
THE PARETO-IMPROVING LENS

In this section we consider the case in which the two traders have iden-
tical preferences. That is, that their Cob-Douglas utility functions have
a*=0aB=0.5.

We used a hypothetical point z in Figure 4.4 to show that an allocation
where the indifference curves cross cannot be Pareto efficient. Our demon-
stration consisted of showing that at such an allocation both Ayanda and
Biko could both be better off at a different allocation.

We can now use the same reasoning to illustrate how starting at point z,
now an endowment allocation—a real distribution of ownership of two
bundles—the two could trade into the Pareto-improving space, and
eventually—given the right rules of the game—get all the way to the Pareto-
efficient curve.

Each person has a willingness to pay for x in terms of y, their marginal
rate of substitution at the endowment allocation z. Ayanda’s maximum
willingness to pay is her mrs? = é and Biko’s maximum willingness to pay is
his mrs? = 14.

The difference between Ayanda and Biko’s willingness to pay (mrs) signals
an opportunity for Ayanda to trade data with Biko at a rate of exchange
between her own marginal rate of substitution and Biko’s marginal rate of
substitution. A small exchange on these terms would move them to a post-
exchange allocation upward and to the left of the endowment.

To stress that the game is entirely symmetrical imagine that they have
agreed on a set of rules to determine the price and the amounts to be
exchanged. At any allocation at which the mrs of the two differs (meaning
their indifference curves intersect), take the following steps:

1. Pick a “price” midway between the mrs of the two. (This means that at
point z the price would be 14 + é divided by 2, or 7.06.)

2. Ask the amounts that each would like to transact at the price of 7.06 gb
of data for a kilo of coffee, for example how much coffee Ayanda would
like to “sell” at this price, and how much coffee Biko would want to “buy”
(these desired amounts will differ between the two).



‘OUP CORRECTED PROOF - FINAL, 11/9/2021, SPi

Property, Power, and Exchange: Mutual Gains and Conflicts

3. Because the transfer has to be voluntary (nobody can be forced to buy
more than they wish), transfer the amounts desired by the person who
wishes to transact least.

4. At the resulting post-exchange allocation determine if the indifference
curves are intersecting. If so, return to step 1 and continue.

5. If not (that is, if the indifference curves are tangent) end the game with
this final allocation.

We can see that by this process the two will have moved, step by step from
the endowment allocation at point z to a final post-exchange allocation that
will be on the Pareto-efficient curve. We know that they will get there for
two reasons:

 Trades are Pareto-improving: each trade they take moves them in the
direction of the Pareto-efficient curve because moving in the other
direction could not be a Pareto-improvement and would violate the
participation constraint.

 Trade concludes at a Pareto-efficient outcome: by the rules of the game
they have adopted they will keep on exchanging until they are at a place
where their marginal rates of substitution are identical, which must be
on the Pareto-efficient curve.

We can conclude then that there are no more trades to make because the
allocation is Pareto efficient. Or, what is the same thing: because there are
no more mutually advantageous transfers of goods possible, the allocation
must be Pareto efficient.

They could have adopted a different set of rules for exchange. For exam-
ple, they could have said that for step 1 above there will be two alternative
prices, one just a little less than Biko’s willingness to pay, and the other
just a little more than the lowest price at which Ayanda would part with
her coffee; and then just flipped a coin to see which of these prices they
would use in that transaction. Having made that transaction and the new
allocation, check to see if Biko’s willingness to pay for coffee is still greater
than the lowest price at which Ayanda is willing to sell. If so, flip another
coin to see whose preferred price will be used, make the trade, and so on,
until no further trade is possible.

Other than knowing that they would eventually get to the Pareto-efficient
curve, we do not know which specific point on the curve they would get to.
If all of the coin flips went in favor of Ayanda, they could end up close to t*
in Figure 4.6 with Biko sharing very little of the gains from exchange. Or it
could have gone the other way, somewhere near point t®. They even could
have ended up at point i the allocation chosen by the Impartial Spectator.
But that would have been by pure chance.
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The utility possibilities frontier in Figure 4.6 (b) translates these
allocations and the transactions supporting them into the utilities of
the two players. The Pareto-improving lens in panel (a) corresponds to
the bargaining set in panel (b). It is called the bargaining set because it
is the set of all possible pairs of the utilities of the two that could be the
result of some bargain into which they entered voluntarily. Panel (a) shows
all of the allocations—denominated in quantities of x and y allocated to the
two—that are Pareto improvements over the endowment allocation. The
second—the bargaining set—shows the utility levels associated with every
allocation in the Pareto-improving set.

If we consider other rules of the game, which point to the bargaining set
they implement—it may be in the interior, not on the frontier—it will depend
on the rules governing how they bargain, including how the rules affect the
bargaining power of the players.

CHECKPOINT 4.6 Pareto improvements, rents, and Pareto efficiency If
point his the post-exchange allocation based on the endowment allocation
of point z, explain the following:

a. Did Biko benefit from the exchange?

b. Did Ayanda benefit from the exchange?

c. What is the rent that Ayanda receives as a result of this exchange?

d. Did the exchange result in a Pareto improvement?

e. Is the post-exchange allocation (point h) Pareto efficient?

4.8 BARGAINING POWER: TAKE IT OR LEAVE IT

The two examples of rules of the game for bargaining over the distribution
of coffee and data above were symmetrical. Neither “split the difference
between the willingness to pay of the two” nor “alternating coin flips to see
whose preferred price will be used” gave any obvious advantage to either
player.

But many bargaining interactions are asymmetrical. One of the players
has more of the bargaining power. Bargaining power is the ability to gain a
large share of the mutual gains from exchange (total rents) made possible
from some interaction, as may be determined by the rules of the game
governing the interaction and the skill of the players in securing a favorable
agreement under these rules.

BARGAINING SET The set of all allocations that are Pareto improvements over
the players’ fallback (no-bargain) options and the utilities associated with these
allocations is termed the bargaining set.

Bargaining Power: Take It or Leave It m
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e REMINDER The Ultimatum
Game discussed in Chapter 2
has this TIOLI structure
including returning to the
endowment point if the
Responder rejects—both
getting a payoff of zero,
namely what they would have
received had they not
interacted. That is why it is
called the Ultimatum Game,
as the Proposer’s offer is an
ultimatum.

m Property, Power, and Exchange: Mutual Gains and Conflicts

An example is the Ultimatum Game in Chapter 2 (whose name already
suggests the asymmetry). The Proposer makes an offer of some fraction of
the “pie” The Responder’s strategy set is simply: accept or reject, or “take it
or leave it” Being in a position to make that kind of an ultimatum is called
take-it-or-leave-it power, or TIOLI power for short.

In the coffee-for-data-bargaining game, if Ayanda had TIOLI power, she
could have said to Biko: “I'll give you 2 kilograms of coffee and you give me 9
gigabytes of data. If you refuse, I will not agree to any other trade you might
propose.” In other words, “either accept the allocation I impose, or we both
stay at our endowment, z” Of course Ayanda’s threat to terminate dealings
if Biko refuses has to be credible: if Biko suspects that he could refuse and
Ayanda would listen to a counteroffer, the threat in the TIOLI offer would
be empty. A bargainer with TIOLI power can often capture most or even
all of the total rents that an economic interaction provides. This is because
TIOLI power allows a bargainer to specify both:

« the price at which the goods will be exchanged; and

« the amount of goods that will be exchanged.

This means that the person with TIOLI power can just pick some preferred
allocation—a point in the Edgeworth box different from the endowment
point—and make that the TIOLI offer.

What take-it-or-leave-it offer will Ayanda make to Biko? We have
assumed that Ayanda does not care about Biko's utility, but she does care
about how he will respond to her offer. If he rejects, then she gets her
fallback option. She will realize that she must offer Biko a deal that Biko
regards as better—or at least not worse—than his endowment. In other
words, Ayanda has to take Biko’s participation constraint as a limit on the
kind of offer she will make. This is an example of the backward induction
method that you learned in Chapter 2: Ayanda has to reason backwards
from her understanding of what Biko will do after she has made her offer
to what offer she should make now.

TAKE-IT-OR-LEAVE-IT POWER A player with take-it-or-leave-it power (TIOLI
power) in a two-person bargaining game can specify the entire terms of the
exchange—for example, both the quantity to be exchanged and the price—in an
offer, to which the other player responds by accepting or rejecting.

CREDIBLE THREAT A threat is credible if carrying it out is the best response if
the target of the threat takes the action that the threat was intended to deter.
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So Ayanda has the following constrained maximization problem: find a
final allocation (different from the endowments) to propose at which Biko
is no worse off than at his endowment and Ayanda is as well-off as she
can be. Ayanda knows that the solution to this problem must have two
characteristics: It must:

« satisfy Biko’s participation constraint, that is, be in (or on the boundary
of) the Pareto-improving lens in Figure 4.6; and

* be Pareto-efficient, but this is not because Ayanda cares any more about
efficiency than she does about Biko: if she offered an allocation that
satisfied Biko'’s participation constraint and was not Pareto efficient then
there would be some other allocation at which she could be better off and
Biko not worse off than his fallback option, z.

Ayanda would probably offer Biko something just a tiny bit better than
Biko's fallback utility to make sure he accepts. But to avoid having to keep
track of that tiny amount in our thinking, here and in the rest of the
book, we will assume that Biko will accept an allocation that just meets his
participation constraint.

That solves the problem for Ayanda: to meet the two requirements bul-
leted above, she must find the intersection of the Pareto-efficient curve and
Biko's participation constraint u?. Therefore, Ayanda offers an exchange
that implements point t*. The same result is shown in Figure 4.6 (b), where
t* represents the distribution of utilities resulting from the TIOLI allocation
that Ayanda offered and Biko (barely and grudgingly) accepted.

Point t® in the Edgeworth box corresponds to the allocation where Biko
has TIOLI power and point t® on the utility possibilities frontier is the
corresponding distribution of utilities.

We can see that the TIOLI allocation does not weight the two utilities
identically (as did the social welfare function of the Impartial Spectator,
which led to point i). This is why we say that allocation t* is Pareto efficient
but not socially efficient, where the latter term is whatever the Impartial
Spectator selected based on maximizing an equally weighted social welfare
function.

Two features of the TIOLI allocation are important because they arise
in many social coordination problems where the constrained optimizing
process is limited by a participation constraint:

1. Inequality: At participation-constrained outcomes the bargainer with
TIOLI power gets all of the economic rent.

2. Pareto efficiency: The participation-constrained outcome is Pareto effi-
cient.

Bargaining Power: Take It or Leave It

M-CHECK Remember that in
Chapter 3, a utility maximizer
is often constrained by a
feasible frontier. Even with
TIOLI power, Ayanda is
constrained by Biko's
participation constraint, that
is, uB(xB,yB) > ub.

e REMINDER An outcome is
socially efficient when it
maximizes a social welfare
function; what is deemed
socially efficient depends on
how the utility of each
member of the population is
weighted in the social welfare
function.
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The second feature is true by the definition of Pareto efficiency: an allo-

cation in which one party cannot be made better off without making the
other party worse off. Such an allocation must be the result of one person
maximizing their utility subject to a constraint set by some level of utility
of the other person. This is just what the person with TIOLI power does,

with the minimal level of the utility of the other person being given by his

fallback option.

M-NOTE 4.4 Finding the Pareto-efficient curve

The Pareto-efficient curve: At Checkpoint 4.3 we asked you to find the Pareto-
efficient curve for Ayanda and Biko when they have identical Cobb-Douglas
utility functions with o = 0.5. The solution is that the Edgeworth box has the
following Pareto-efficient curve defined over the two people’s allocations of
x and y:

W = (%)xA (43)

We can rewrite Equation 4.3 in terms of xB and yB by substituting x4 = x — x5
and y* =y —9B in the equation to find:

3
B — (2)xB bk
= (3)* )
As you can see, the Pareto-efficient curve is a line from the one corner of the
Edgeworth box to the other.

M-NOTE 4.5 Finding Ayanda’s TIOLI offer

We need two pieces of information to find Ayanda’s TIOLI offer:

« the equation for the Pareto-efficient curve (because we know that the
resulting allocation will be Pareto efficient), and

 the equation for Biko's participation constraint (because we know that
Ayanda will not offer him anything better than his utility at his endowment
bundle).

We calculated the Pareto-efficient curve (PEC) in M-Note 4.4. We use Equation

4.3:
-3

Biko’s participation constraint: B's fallback utility (his participation con-
straint (PC)) at his endowment x8 = 1,98 = 14 is:

uB(1,14) = (1)°5(14)°5 = 3.74.

So we need to find the point on the Pareto-efficient curve at which Biko has
this level of utility u = (xB)%-3(y?)05 = 3.74.

A’s TIOLI Offer: We substitute the Pareto-efficient curve’s value for x* into
B's utility function that is equal to B's fallback utility:

continued
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0.5

3
B_ (4BY05 (SaB) — 1B _
u® = (x°) <2x> =u, =3.74
PEC =
05
:(;) xB = 3.74
b _374/(3) " 230503
xTA_ 5 E =0o. ~
3 3 9
9B = SxB =2 = ==
..yTA—Zx 2(3) 5 4.5
ol =x—xB=7

A
Sy, =y—y=105

So where “TA" means A had TIOLI power, the post-exchange allocation

will be xh, =7, y4, =105, x5, =3, y8, =4.5. The post-exchange allocations

imply that A made a TIOLI offer to B of 2 units of x (xB, —xF=3-1=2) in
exchange for 9.5 units of y (yA, —y2 =14 —4.5=9.5). A’s utility is us, =8.97
and B remains on his participation constraint at u? = 3.74.

CHECKPOINT 4.7 Ayanda’s TIOLI power Explain why, when Ayanda has
TIOLI power she will make an offer implementing a Pareto-efficient out-
come.

4.9 APPLICATION: BARGAINING OVER WAGES
AND HOURS

We illustrate TIOLI power by a case in which the two bargainers drop their
student personas to take on familiar roles in what is arguably the most
important market in a modern economy: Ayanda is the owner of a company
interacting with Biko, a prospective employee. In a labor market with an
employer and worker bargaining over wages and working conditions the
employer almost always has TIOLI power, stating the wage, the job, and
the hours. The worker accepts or not. We postpone until Chapter 15 the
question: Why might Ayanda get to have this power and not Biko?

So, leaving the world of coffee and data behind us, we will see that the sum
of the mutual gains enjoyed by the two and how these are divided between
them will depend on the rules of the game governing their interaction:

e Power: Do the two bargain symmetrically with neither one nor the other
of them having first-mover advantage? Is one of them first mover with
TIOLI power?

e Fallback: What is each person’s fallback position? How well-off are they
if they do not exchange at all? Does Biko have other options than being
employed by Ayanda? If Ayanda does not employ Biko, are there others
she could employ?
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M-CHECK Quasi-linear
utility functions have the
form:

u(x,y)=ay+h(x) 4.5)

where a is a constant. The
constant a makes utility linear
iny and the function h(x)
makes utility nonlinear in x.
For example, h(x) could be x?
or the natural log of x, In(x).
We often set a =1, which
means that the marginal
utility of y is 1 and that utility
is measured in whatever units
y is measured in.
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To fill in some answers to these questions, our two actors are now:

« Ayanda, an employer: whose endowment bundle is a sum of money only
(no employees), and who in the absence of any exchange with Biko has
nobody work for her; she will make Biko a take-it-or-leave-it offer of a
sum of money in return for some number of hours of work for her; and

* Biko, a worker: who is applying to work in Ayanda’s company. His endow-
ment bundle is free time only (no money); he has a maximum of 16 hours
of (non-sleeping) time to spend, possibly working for Ayanda.

We introduce a more complete model of the labor market with com-
petition among firms for workers and customers and among workers for
jobs in Chapter 11 including the ways that unemployment benefits, and the
extent of competition among firms, could affect these outcomes. We will
take another step toward realism by taking into account the fact that Biko
has some freedom to choose how hard he is going to work while on the job.

Quasi-linear preferences for money and time

To represent the preferences of Ayanda and Biko we will introduce a new
utility function, one that will simplify our analysis while still conveying the
main insights. The function is called quasi-linear because utility is partly
(“quasi”) proportional to one of the arguments of the function, while being
nonlinear in the other arguments. The Cobb-Douglas utility function is not
quasi-linear because it is nonlinear with respect to both x and y.

As in the case of Harriet deciding how much fish to buy in Chapter 3,
we will consider the second good as “money left over” after the exchange.
This may seem odd because money is not something you value for itself. But
money can buy you other goods which you do value: The utility of “money
left over” is the utility of the goods which the person can purchase as a
result.

We now illustrate a case where one person starts off with all of one
good and none of the second, so the other person starts with all of the
second good, but none of the first. This could model you walking into the
supermarket with money in your pocket (or more likely on a credit card) and
nothing in your shopping bags, and planning to walk out with less on your
credit card and some groceries in your shopping bag. So it is a model of any
kind of exchange. But here we illustrate it by Ayanda (possibly) employing
Biko.

The marginal rate of substitution for a person with quasi-linear prefer-
ences that are linear in “money” (y) depends only on the amount she has of

QUASI-LINEAR FUNCTION A quasi-linear function depends linearly on one
variable and nonlinearly on another variable.
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Figure 4.7 Marginal rates of substitution with quasi-linear preferences. With
quasi-linear preferences such that utility is linear in the y-good, marginal rates of
substitution depend only on the amount of the good x (here, Hours of Living for
Biko), and not at all on the amount of money left over to buy other goods, y. As a
result, indifference curves with different levels of utility are vertical displacements
of a single curve—you can add or subtract an amount of y from the indifference
curve to move it up or down. Biko's utility function is: u® =y + 32xP — (xB)2.

y3 = 400 1

Y, =340 1

yq1=260

Quantity of money, y

0 T T T T T T T 1
0 2 4 6 8 10 12 14 16

Hours of Living, x

the good or service for which her preferences are nonlinear (x), not on the
amount of money.
The reason why this is true is because:

 the marginal rate of substitution is the ratio of the marginal utility of x to
the marginal utility of y;

« the person’s marginal utility for y is a constant; it does not decline as she
gets more y; SO

« the marginal rate of substitution depends only on the marginal utility of
x which varies with the quantity of x consumed because the function is
nonlinear in this variable.

You can see this in Figure 4.7 by noticing that for a given amount of x
the slope of the indifference curve (shown by the dashed tangent lines) is
the same no matter how much y the person has, such as at x =8 hours
of living, as shown by points f, g, and h. This is because, given the quasi-
linear utility function that we used to draw the figure, the willingness to
pay for an additional hour of living (the marginal rate of substitution, that
is, the negative of the slope of the indifference curve) does not depend on
the amount of money left over that the person has. It depends only on how
many hours of living they have. This means that the indifference curves u;,
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e REMINDER In Chapter 3 we
analyzed a case in which the
marginal utility of a person’s
wealth declined the more
wealth she had, and asked
what distribution of wealth
would maximize the sum of
the utilities of two individuals.

v/ FACT CHECK If Ayanda is
the employer and Biko one of
her prospective employees,
she probably has a lot more
income than him, so it might
be more realistic for purposes
of comparing their utilities (or
adding them up) if we let her
have a utility function in
which the (constant) marginal
utility of income were less
than his. But this would
complicate the model without
adding any new insights.

v/ FACT CHECK In August
2020, 1 euro was equal in
value to about 16 South
African rand (ZAR), 1 pound
sterling was equal to about 21
South African rand, and 1 US
dollar was equal to 17 South
African rands. In 2020, the
hourly minimum wage in
South Africa was ZAR 20.76.
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Uy, and us in the figure are just shifted up replicas (you can see the amounts
by which they are shifted up by comparing the vertical axis intercepts).

We can also compare points e and g at the same level of y: Biko likes
to have more living time (u; <u5) and his willingness to pay for additional
hours of Living declines the more he has (the indifference curve is less steep
at g than at e). It is of course unreilistic to think that anyone would have
truly linear preferences in any amount imaginable of money left over, for
this would require that the person did not have diminishing marginal utility
in the things that money can buy. But because “money” can be considered
as generalized purchasing power that can be spent on a vast array of
things, and because we do not consider changes in people’s bundles of
money making them either billionaires or paupers, it is a useful simplifying
assumption here.

Allocating money and time

Because Ayanda, the employer, and Biko, the worker, have quasi-linear
utility functions their marginal utility of money is constant. So if their
money left over is increased by one monetary unit, their utility rises by one
unit. This means we can measure the utility of each in whatever monetary
units they are using, which since their names are from South Africa, might
as well be the South African rand.

Biko values his Living (that is his 16 waking hours, minus the time he
“hires out” of himself to work for Ayanda). But the marginal utility to him of
free time decreases as the amount of free time he has increases, another
instance of the “law of diminishing marginal utility”

Ayanda places a value, too, on Biko’s free time, but it is the opposite of
Biko’s value: she benefits by Biko having less free time and her having more
of Biko’s time working for her. The positive value she places on Biko’s labor—
like the positive value he places on his free time—depends on how much of
it she gets. The marginal utility to Ayanda of Biko'’s labor decreases as she
hires more of his time: the value of Biko’s work is high the first hour Ayanda
hires, less valuable the second hour, less valuable the third, and so on.

This is because if she has just an hour of his time, she assigns him to really
important tasks, but the tasks he does in later hours are less essential to
Ayanda. (This is similar to why the marginal productivity of time studying
diminishes as the amount of time studying increases, another instance of
the diminishing marginal productivity of labor.)

Figure 4.8 shows the setting for this interaction as an Edgeworth box,
with the quantities interpreted as amounts per day. Remember: Biko prefers
allocations that are lower (more money for him) and to the left (more free
time); Ayanda prefers allocations that are higher and to the right. The
endowment point z is in the upper-left corner of the box showing that
initially Biko has 16 hours of Living time and no money. Ayanda has 400
South African rands (ZARs) but no Labor from Biko to work in her company.
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Figure 4.8 Bargaining over hours and wages. Shown are three each of Ayanda’s
and Biko's indifference curves and the utility that they experience at any of the
allocations indicated by the points making up these curves. Point z is the
endowment allocation which is a point on the participation constraints of each of
the two. Points t* and t® respectively are the allocations resulting when Ayanda or
Biko are first mover with TIOLI power. The yellow-shaded area is the
Pareto-improving lens. The vertical line (including its dashed portions) is the
Pareto-efficient curve made up of all points of tangency between the indifference

curves of the two such as j, t*, and t&.
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As before, like z every point in the box represents an allocation that is
feasible given the amount of money that Ayanda has in her endowment
bundle and the amount of free time that Biko has in his.

Three of Biko’s indifference curves and three of Ayanda’s are shown in
Figure 4.8. For both Ayanda and Biko, their reservation indifference curve
(their participation constraint) includes the endowment point z where Biko
has 16 hours of Living (his free time) and Ayanda has $400 per day to pay
workers.

Also shown is one of Biko’s indifference curves labeled ug, which is
tangent to Ayanda’s participation constraint (u) at point t®. The allocation
given by that tangency is a Pareto-efficient allocation (because the marginal
rates of substitution of the two are equal). We also show a third indiffer-
ence curve for Ayanda, labeled ug, which is tangent to Biko's participation
constraint (u?) at point t*. These two tangencies are points on the Pareto-
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v/ FACT CHECK Involuntary
exchanges In the past, slavery
has meant the ownership of
one person by another,
including the right of sale of
the enslaved person to
another owner. The term
modern slavery refers to any
situation in which, like
historical slavery, the services
or goods that one party
provides for another are not
voluntarily offered but are
motivated by fear of severe
harm. Ownership of one
person by another need not
be part of modern slavery.
Prisoners, immigrants without
legal rights of residence,
residents of undemocratic
countries, “sex slaves,” and
children are overrepresented
among contemporary
“modern slaves.”
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efficient curve, which is a vertical line through these points of all the
potential tangencies above each person’s fallback.

The reason why the Pareto-efficient curve is vertical here (remember
it was an upward-sloping curve or line in the previous Edgeworth boxes)
is that Ayanda and Biko have quasi-linear utility functions. Remember:
with quasi-linear utility, the marginal utility of hours depends only on the
quantity of hours and not on the amount of money they have. If the two
curves are tangent at 8 hours when Ayanda has most of the money and
Biko little, they will also be tangent at 8 hours when Biko has most of the
money and Ayanda has little.

CHECKPOINT 4.8 Marginal rate of substitution with a quasi-linear utility
function Explain why the marginal rate of substitution is the same at points
f, g and h in Figure 4.7, and the marginal rate of substitution is higher at
point e.

410 APPLICATION: THE RULES OF THE GAME
DETERMINE HOURS AND WAGES

The Edgeworth box and the indifference curves by themselves do not
determine the outcome of the interaction. Without knowing more, any
point in the box is a possible outcome. Knowing the endowment allocation
z narrows down the possible post-exchange allocations but not by very
much.

Employment in most modern economies is voluntary (but see the Fact
Check), so we will require that the outcomes are limited to those that are at
least as good for each participant as their fallback position given by point z.
As a result, outcomes of bargaining between the employer and the worker
must be in the yellow-shaded Pareto-improving lens in Figure 4.8.

We illustrate the importance of institutions by showing the allocations
will result under four different rules of the game. Each set of rules is a
specific account of four different ways that an employer and worker might
interact:

e The employer can make a take-it-or-leave-it offer of both the wage and
the hours worked.

« As members of a trade union, the employees (we will take Biko as a
representative worker) can make a take-it-or-leave-it offer specifying
both the wage rate and the length of the working day (hours).

* Legislation is passed limiting working hours per day to no more than five
hours and the total pay or this period to not less than 254 rand or 50.80
rand per hour.
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« The above legislation is passed, but it has a proviso that if the two
parties can agree on an alternative allocation, their agreement can be
implemented.

Employer has TIOLI power

Imagine that, like most employers, Ayanda can offer Biko a job description:
work a given amount of hours for a given amount of pay (and therefore
for a particular hourly wage). Biko’s only choice is to accept or reject, so
Ayanda has take-it-or-leave-it power. For Biko to accept, Ayanda knows the
offer must be at least as good as Biko's reservation option, so the relevant
constraint for her is Biko’s participation constraint (as was the case for the
coffee and data bargaining).

She will choose the point that she values most along this indifference
curve, and therefore implement an offer indicated by point t*. Having TIOLI
power, the employer has captured all of the economic rent, leaving Biko
indifferent between taking the job and refusing it (as before in cases like
this we just assume he takes the job).

What is Ayanda’s rent from this transaction, meaning the excess of her
utility at point t* compared to at point z, the endowment allocation at which
no trade has occurred? Reading the utility numbers from her indifference
curve at point t* and her reservation indifference curve through point z we
can see that her rent is u} = 652 minus u; =400 or 252. Because utility is
measured vertically in terms of money this is the same thing as the vertical
distance between points t* and t® in the graph.

Employees and their trade union have TIOLI power

Turning to the opposite case, Biko, through his trade union, is now first
mover with TIOLI power. The offer he will make (and she will accept) is
the opposite of t* the allocation resulting when Ayanda had TIOLI power.
Biko will recognize Ayanda’s participation constraint—he has to make her
an offer she will not refuse. And he will choose the allocation indicated by
point t® in which his post-exchange bundle gives him all of the economic
rents of 252.

This is the most that Biko could demand without Ayanda’s simply going
out of business or more realistically, seeking to move her business to a place
without trade unions. This constraint on the demands that workers can
make on employers in a market and profit-based economy will be a major
theme in the chapters to come.

Legislation imposes hours and pay limitations

The legislation described above imposes on both Ayanda and Biko the
allocation at point b in Figure 4.9, which is Pareto inefficient. It sets a
new status quo, a new fallback position that, if they cannot come to some

EXAMPLE Putyourselfin
Biko's shoes if the allocation
is point t*. How do you think
he feels about his employer
and his job? Would he be
motivated to work hard, not to
steal from his employer, and
otherwise contribute to the
profitable operation of her
firm? These are serious
problems and a reason why
extreme allocations—like
Ayanda getting all of the
economic rent from the
interaction and Biko being
indifferent between his job
and being fired—are not
commonly observed. If
Ayanda has an interest in
Biko's goodwill and hard work,
she may have to share at least
a bit of the gains from
exchange with Biko so that he
receives a rent. This fact will
become important when we
consider the labor market.
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Figure 4.9 Allocations with legislation and bargaining. The legislation stipulating
hours and pay results in the allocation indicated by point b. Because b is
preferred to the no-exchange option z by both of them, they will definitely make
an exchange. But they both can do better than at b. Taking the allocation at b as
their new fallback position, they could bargain to point a or any other allocation

in the new yellow Pareto-improving lens.
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agreement about some different allocation will be the new post-exchange
allocation.

Both Ayanda and Biko can see that at b they could both do better by
agreeing that Biko should work more than five hours, and Ayanda should
pay him more. The small yellow Pareto-improving lens shows the space for
their possible bargains.

Bargaining to override the legislation: more work and more
pay

They could bargain to agree upon any point in the Pareto-improving lens,
possibly agreeing on the Pareto-efficient allocation at point a. Where they
ended up in or on the boundary of the Pareto-improving lens would depend
on the rules of the game governing that bargaining process. They might
even fail to agree on any bargain—as is often the case with players in the
Ultimatum Game—and remain at point b.
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Figure 410 Rents under differing rules of the game, with Ayanda as employer
and Biko as worker. The rents and gains from exchange of each set of rules are
shown in the figure. That is, the figure shows each player’s utility under each set
of rules minus that player's fallback option (u =400 and u? = 256 respectively).
The gains from exchange are the sum of the rents received by Ayanda and Biko.

Source: Authors' calculations described in the text.

Type [l A'srents |JJ] B'srents [I Gains from exchange

Employer (A) has TIOLI power, t* -

Union (B) has TIOLI power, tB -
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Figure 4.10 shows how Ayanda and Biko do under these differing rules of
the game as indicated by the rents they enjoy in the Nash equilibrium of
each game, that is the excess of their utility over the utility associated with
their fallback options of 400 and 256 respectively.

Introducing a historically realistic set of rules of the game—making the
employer the first mover with TIOLI power—has two effects: it generates
252 units of utility in gains from trade, and it makes the final allocation more
unequal than the endowment allocation (because the employer captures all
of the mutual gains made possible by exchange). Biko’s share of the total
utility (not shown) falls from two-fifths to one-third.

In many countries during the twentieth century the response to the
unequal allocations implemented when the employer has TIOLI power was
the formation of trade unions.

And you can see from the figure that if the union were powerful enough
for it to have TIIOLI power (a not very realistic scenario), then Biko (and
his trade union colleagues) capture the entire rent, Ayanda getting nothing
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e REMINDER A player has a
first-mover advantage when
the institutions, history, or
structure of a game give the
player the opportunity to
make an offer or move before
the other players in the game
can take action. The
opportunity to move first can
confer an advantage that
results in a greater share of
economic rents in the
outcome of an interaction.

m Property, Power, and Exchange: Mutual Gains and Conflicts

more than her reservation utility. Biko’s share of the total utility (not shown)
jumps from two-fifths at the endowment allocation to well over half.

Even before workers had the right to vote and before trade unions
were legal, political movements mobilized to pressure governments to
regulate working conditions. In the model the introduction of hours and
wage regulations implemented an outcome in which both Biko and Ayanda
captured some of the gains from trade. The reforms implemented a Pareto-
inefficient allocation, but the shortfall from the maximum possible joint
rents was minor (from 252 to 235).

The final case—bargaining up from the regulated hours and wages—
describes labor markets in many countries today. Government regulations
establish a fallback position, and then employers and workers (either indi-
vidually or in trade unions) seek bargains that improve on that allocation.

Though they differ radically in their distributional aspect, all of the
scenarios are Pareto superior to the endowment allocation. We can also
see that the negotiated allocation after legislation is Pareto superior to the
allocation implemented by the legislation.

We cannot say which of the three Pareto-efficient allocations is preferred
from a fairness standpoint without knowing more about Ayanda and Biko'’s
other wealth, their needs, and other aspects that might affect their ethical
claims on the benefits of their interaction.

CHECKPOINT 4.9 Bargaining over hours and wages Using Figure 410,
explain how the following two things (taken separately) would affect the
outcome under the four different rules of the game above (start by
explaining how the endowment point z would be affected):

a. If Biko does not exchange his time with Ayanda and is unemployed, he
receives whatis called an unemployment benefit, thatis, a payment from
the government equal to ZAR100, and this is financed by a tax on Ayanda
equal to ZAR100.

b. Ayanda now has free access to a robot that will at no cost do work
equivalent to two hours of Biko's time.

4117 FIRST-MOVER ADVANTAGE: PRICE-SETTING
POWER

Returning to Ayanda and Biko with their former personas as students
exchanging coffee and data, we will now see that while first movers typically
have advantages, these advantages need not be due to TIOLI power. Ayanda
may be first-mover but be unable to commit to a take-it-or-leave-it offer
that stipulates an exchange of a specific amount of coffee for a specific
amount of data.
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Price-setting power

She may have what is called price-setting power (PS power) if she can
specify a price—either a monetary price or the ratio at which the two will
exchange goods—but not how much (the quantity) of her good Biko will buy.

Ayanda might say, for example: “I will give you 1 kilogram of coffee for
every 3 gigabytes of data you give me. You can decide how much data you
would like to exchange for coffee at that ratio, but the ratio is not going to
change. Of course you are free to buy nothing”

We saw that owners of companies typically have TIOLI power when hiring
employees; but in their interactions with their customers they typically
have only price-setting power. They set a price at which they will sell their
product, and sell as much to each customer at that price as the customer
wants to buy.

The incentive-compatibility constraint (1CC)

If Ayanda has price-setting power she must find a way to determine the
price when it is the price alone that makes up her offer. So her constrained
optimization problem is not the same as it was when she had TIOLI power.

When Ayanda had TIOLI power she had only to satisfy Biko’s participation
constraint. Of course whether she has TIOLI power or just price-setting
power, if Ayanda wants to exchange with Biko, she will have to satisfy his
participation constraint.

But there is now a second constraint she must satisfy called the
incentive-compatibility constraint: whatever post-exchange bundle
Ayanda would like to implement, she must provide Biko with incentives
so that his best response will be to exchange the amount that will allow
her to “move” from her endowment bundle to her desired post-exchange
bundle.

This is called the incentive-compatibility constraint because she must
provide Biko with incentives that motivate Biko to act in a way that is
compatible with (meaning, that implements) her desired outcome. The
incentive-compatibility constraint is based on Biko’s best response—the
amount of coffee he is willing to buy—to the price Ayanda offers.

PRICE-SETTING POWER A first mover with price-setting power can commit to a
price—or in the case of barter, the ratio at which goods will be exchanged—but not
the quantity that will be transacted at that price.

INCENTIVE-COMPATIBILITY CONSTRAINT The incentive-compatibility
constraint, ICC, describes the limits on the outcomes that a first mover may
implement by showing how a second mover will respond to each of the choices
that the first mover might make, also known as the second mover’s best-response
function.
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M-CHECK A continuous
variable can take on any value
over some interval. So, a
variable that can take the
value of any number between
0 and 5 is a continuous
variable; a variable that is
restricted to the integers
between 0 and 5, namely, 1, 2,
3, 0r 4 is discrete. The number
of your sisters or brothers is
discrete; the height of any one
of them is continuous.

e REMINDER Backward
induction is a procedure by
which a player in a sequential
game chooses a strategy at
one step of the game by
anticipating the strategies
that will be chosen by other
players in subsequent steps
in response to her choice.

e REMINDER The method is
identical to how we derived
Keiko's price-offer
curve—offering money in
return for fish—in Chapter 3,
except that here Biko is not
“buying” coffee using money,
he is exchanging data for
coffee. As a result the “price”
is not in terms of dollars per
kilogram of coffee, but
gigabytes of data per
kilogram of coffee.
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You have encountered best responses in Chapter 1. There the strategy
sets were particular actions and therefore best responses were limited to
actions like “Plant Late,” or “Fish 12 hours.” Options like “Plant a little earlier”
or “Fish 10 hours and 15 minutes” were not possible. Sometimes discrete
strategy sets and best responses like this make sense (think: “Drive on the
left if you are in the UK, or Japan”).

But sometimes the strategy sets for players are continuous, as for exam-
ple in setting a price for a good or when choosing the amount of time for
an activity, like fishing. When this is the case—as with Ayanda’s decision to
set a price—we consider the players’ best responses as continuous variables
and describe them by best-response functions.

As was the case when she had TIOLI power, Ayanda will reason backwards
from her understanding of how Biko will respond to each of her possible
offers and how that will affect her utility. That is, she will use backward
induction.

To determine how Ayanda can maximize her utility subject to Biko’s
incentive-compatibility constraint (the price-setting case) is a somewhat
more complex problem than maximizing her utility subject only to Biko’s
participation constraint (the TIOLI power case). The reason is that in the
TIOLI case there are just two things that Biko can do: accept or reject her
offer. But when Ayanda has price-setting power only, Biko can choose from
the entire range of possible amounts that he might be willing to exchange
with her, depending on the price.

As aresult, Ayanda has to think in two stages when choosing a price ratio.

First stage: What will Biko do? How much coffee will Biko buy at each
price ratio Ayanda offers? This is Biko's price-offer curve,
which is his best response.

Second stage: What should I do, given what he will do? Given her esti-
mate of Biko's best response, which price ratio maximizes
Ayanda’s utility? That is, which price ratio coupled with
Biko’s response to it will result in a post-exchange allocation

with the highest possible utility for Ayanda?

Best response and incentive compatibility

For the first stage, that is, determining how Biko will respond to each price
she might offer, Ayanda uses whatever information she might have, such as
her experience in the past with Biko’s response to offers, her best guess as
to Biko’s utility function, or her experience with other people she thinks are
similar to Biko.

Just as in Chapter 3 there is a budget constraint limiting the exchanges
he can undertake, but this is now a line giving feasible combinations of data
and coffee available to him through exchange at some given price. If the
price is p—the number of gigabytes of data per kilogram of coffee—and his
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post-exchange bundle is denoted as (xB,y?), then Biko’s budget constraint
requires that the value of his post-exchange bundle must be the same as
the value of his endowment bundle, or:

px® +yP = px? +97 4.6)

or p(x® —xB) =y8 —yB a7)

The second version of the budget constraint means that the value of the
coffee that he acquires (at the price p) or x® — x5 must be equal to the value
of the data that he gives up y? —y®.

We can rearrange Biko’s budget constraint another way to show that the
price p must be equal to the ratio of the amount of data he gives up to the
amount of coffee he gets:

_yE—yP
= 4.8)

We show the derivation of Biko's best-response function in Figure 4.11. We
start, in panel (a) by showing Biko’s best response to one particular price.

We know that given the price p, Biko will choose how much data to
transfer to Ayanda in return for her coffee in order to maximize his utility
subject to his budget constraint. In panel (a) we show his feasible set with
his budget constraint for that particular price, p,. The budget constraint
includes the point z because one of the feasible choices he could make while
respecting the budget constraint is to exchange nothing.

In Figure 4.11 the slope of the p, line is the amount of data that Biko gives
up (Ay? ) divided by the amount of coffee that he gets (Ax?), when the price
is p. So:

AyP yP—yP

AxB ~ xB —xB

marginal rate of transformation (mrt) = —slope of the price line

For any given price this is the kind of individual utility maximization
problem that you studied in Chapter 3 in which the solution is to find the
allocation at which the mrs = mrt rule holds. You can see in panel (a) that the
highest indifference curve that Biko can reach, consistent with his budget
constraint (labeled uf) is tangent to his budget constraint at point by. This
result expresses the principle of constrained optimization that you have
already learned. It is a point equating:

« the slope of his indifference curve, which is the negative of the marginal
rate of substitution; and

« the slope of the feasibility frontier—in this case the budget constraint—
which is the negative of the marginal rate of transformation of coffee into
data.

e REMINDER In Chapter 3
Harriet chose between two
goods—fish and money left
over. The price of fish was p
and the “price of money” was
1(1 Rupee is worth one
Rupee.) Here we have two
goods—coffee and data—but
as before we have just one
price, p which is the value of
gigabytes of data expressed in
kilograms of coffee instead of
money. This is the same as if
we had just set the price of
coffee at 1, so as to focus on
the relative price of the two
goods.

M-CHECK AyP =yB —y5

implying —Ay® = y? —y®.

AyB B_IB
Therefore, - L = 2%
AxB o xB—xP
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Figure 411 Constructing B's best-response function (ICC). In panel (a), B's
feasible set is in the upper-right corner of the Edgeworth box because, as we
explained in Figure 4.3, the upper-left corner of the box is the origin for him
(indicating zero of both goods). In panel (a), when the price p, is equal to 3.53
Biko reaches his highest feasible indifference curve (uf) by giving up 5.3 gb of
data in return for 1.5 kg of coffee. In panel (b) he chooses post-exchange bundles
indicated by points bs and b, in response to prices p3 < py and p, < ps. B's
best-response function (ICC) connects these and similar points, all of them B's
utility-maximizing bundle, for different prices.
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Ayanda A's coffee (kilograms), XA  ——m Ayanda A's coffee (kilograms), X ——pm
(a) B's best response to a price = p,, (b) B's best-response function (ICC)

The mrt is the price, p, set by Ayanda, that tells Biko how many gb of data
he has to give up to get 1 kilo of coffee. Biko’s best response is to choose a
post-exchange bundle that satisfies the two conditions:

mrs = mrt tangency: mrsB(xB,yB) =mrt=p 4.9)

and, budget constraint: px® +y? = px? +yB (4.10)

Equation 4.9 expresses the optimizing part of Biko’s choice, while Equa-
tion 4.10 expresses the constraint. The utility Biko enjoys at b, in the figure
is the best he can do at that price and it is also greater than the utility of his
endowment bundle (uf > uf). From this we conclude that if the price is p,
Biko will choose the post-exchange bundle given by point by. This gives us
one point on Biko's best-response function.

In panel (b) we construct Biko’s best-response function, by repeating the
analysis in panel (a) but for differing prices, tracing out a curve in the (x,y)
coordinates. This is his best-response function because, by construction,
points on the curve show for each the value of p the post-exchange
allocation that maximizes his utility if he could buy any amount of Ayanda’s
coffee at the price p. Ayanda now has all the information she needs to set
the price.
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Here we show the derivation of the incentive-compatibility constraint for
Ayanda’s utility choice of a utility-maximizing price to offer Biko. This equation
will show, for every price that Ayanda could offer, the amount of goods that
Biko will be willing to exchange.

To do this we use the two conditions that Biko's response must satisfy.
Given the price p offered by Ayanda, Biko’s budget constraint is Equation 4.0.

M-NOTE 4.6 The incentive-compatibility constraint

px® +yP =px +y7, (411)
where yB is a function of xB. That is Equation 4.9:
YPP) = —pxP +pxz +y;

To maximize his utility uB(x?,yB(xP)), Biko will choose the bundle (xB,yB(x))
that satisfies:

dub dyP
?u§+u§m :u,%—uSp:O

That is
uB
mrsB(xB,yB) = ——; =—p=mrt (412)
Uy
1 2
Suppose that uP =(xB)3(yB)3, we can derive the incentive-compatibility

constraint using Equations 411 and 412. From M-Note 4.2, we have

B

1y
mrsB(xB,yB) = =
(x®, %) 538
Moreover, the budget constraint can be rewritten as Equation 4.8, that is,
- v —y°
xB —xP
Therefore, we have
B B _ B
1y __%-Y (413)
2 xB xB — B

Z

which defines the incentive-compatibility constraint shown in the Edgeworth
box.

CHECKPOINT 410 First-mover advantage Explain why the person with
TIOLI power is constrained by the participation constraint while the person
with price setting power is constrained by the incentive compatibility
constraint.

412 SETTING THE PRICE SUBJECT TO AN
INCENTIVE-COMPATIBILITY CONSTRAINT

Biko’s best-response function is the incentive-compatibility constraint for
Ayanda’s optimizing problem, shown in Figure 4.12. Because Ayanda always
has the option of simply discarding some of the data she gets from Biko,
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we can think about the green-shaded area under Biko’s best-response
function as her feasible set. The slope of Biko’s best-response function is
(from Ayanda’s viewpoint) the marginal rate of transformation of coffee into
data, given how Biko responds to each of the prices she could set.

You can see that starting at the endowment allocation, the best-response
function is initially steep, so a modest amount of coffee that she gives up
can be transformed-through exchange—into a substantial amount of data.
But the more data she wishes to acquire—moving up on the best-response
function—the less favorable to her the mrt becomes. For each additional
kilogram of coffee that she gives up, she gets fewer and fewer gigabytes of
data.

Notice that the incentive-compatibility constraint is more limiting to
Ayanda than is Biko’s participation constraint in Figure 4.12 (a) labeled: u?,
B's PC. This means that there are some allocations (between the partici-
pation constraint and the incentive-compatibility constraint) which would
make Biko better off than at his endowment bundle, and which Ayanda
would prefer to any point in her feasible set, but which Ayanda could not
implement when she has price-setting power but not take-it-or-leave-it
power.

Ayanda’s choice of what price to set is a familiar constrained optimization
problem. It proceeds in two steps:

1. Determine the final allocation she would like to implement by finding
the point in the feasible set that is associated with the highest utility. To
do this she uses the mrs = mrt rule and selects point n in the figure, with
its associated utility uy. This is where her indifference curve is tangent
to Biko’s best-response function. This is shown in Panel (a) of Figure 4.12.

2. Determine the price that will implement this outcome. Every allocation
on the best-response function corresponds to some particular price that
will implement it. Price pN shown in Figure 4.12 (b) implements point n.

We have given the price that Ayanda sets a superscript N because the
allocation that it implements is a Nash equilibrium. To confirm that this is
the case we ask two questions:

« Given the strategy that Ayanda has adopted—that is, setting the price pN—
is there any way that Biko could do better than he does by trading with
her so as to implement her chosen allocation (point n)? The answer is no,
because n is a point on his best-response function, which tells us that if
she offers the price pN the best he can do is to trade with her so as to
implement her desired point.

 Given the strategy that Biko has adopted—his best-response function—is
there any way that Ayanda could do better than she does by setting the
price pN? The answer is no, because she found point n exactly by doing
the best she could given his best-response function.
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There are two important aspects of the Nash equilibrium (allocation n) of

this game.

First, the Nash equilibrium is not Pareto efficient. Ayanda’s and Biko’s
indifference curves are not tangent at n, they intersect, and you know
from the mrs* = mrsB rule any allocation at which the indifference curves

intersect is not Pareto efficient (because then the rule is violated). The

reason why Ayanda implemented a Pareto-inefficient allocation is that the
constraint she faced was not Biko’s PC (the slope of which is mrs?) but
instead his best-response function (the slope of which is the mrt). So she
implemented mrs* = mrt # mrs® violating the Pareto-efficiency rule. The

allocations that are Pareto superior to n are shown by the yellow lens

between the indifference curves through n.

Second, the person who is not the first mover (Biko) receives a rent in

the Nash equilibrium: as you can see from Figure 4.12 at n he is better off
(on a higher indifference curve) than with his endowment bundle (which
is his fallback option, namely no trade) indicated by the indifference curve

labeled u?, B’s PC.

Figure 412 A sets the price subject to B's best-response function (ICC). Ayanda’s
utility-maximizing post-exchange bundle is indicated by point n where her

indifference curve is tangent to Biko's best-response function (his price-offer

curve or incentive-compatibility constraint). The negative of the slope of the solid

gray line through both n and the endowment point z is equal to the price Ayanda

chooses, pN. Biko's budget constraint given by Ayanda’s choice of pN is tangent to

Biko's indifference curve through n by construction, that is, because n is on Biko's

best-response function. To interpret the lower-shaded area as a feasible set, it

must be the case that A could choose not to consume the data or coffee she has

in that area (that is, some of it could be thrown away).
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There is an important lesson here: when one of the two parties has
price-setting power, but not TIOLI power, she may use that advantage to
advance her distributional interests in a way that implements an inefficient
outcome.

This explains why when Ayanda has the power to set the price but not
to stipulate the amount that Biko is to purchase at that price—when she
has price-setting power but not TIOLI power—she uses her power to get a
larger piece, but of a smaller pie. When she had TIOLI power she knew that
she would get the whole pie—the entire economic rent—because the only
constraint she faced was Biko’s participation constraint. So for Ayanda with
TIOLI power, her slice and the entire pie were the same thing. Doing the
best she could do and implementing a Pareto-efficient allocation therefore
coincided.

The takeaway is: when a person is maximizing their utility:

« constrained by the other’s participation constraint, then the Nash equilib-
rium allocation will be Pareto efficient because the best they can do is to
implement the mrs* = mrsP rule; but if they are

« constrained by the other’s ICC (best-response function) the result will not
be Pareto efficient because instead they will implement the mrs =mrt
rule.

We will see that in many economic interactions—including credit mar-
kets, labor markets, and markets for goods of variable quality—it is the
incentive-compatibility constraint that constrains the actor setting the
price (or wage, or interest rate) not the participation constraint. So the Nash
equilibria in these markets will be Pareto inefficient, even if the market in
question is highly competitive.

Moreover, when firms face limited competition either in selling outputs
or buying inputs, we will see that the same principle is at work. It is not the
participation constraint that constrains the profit-making process, and so
the resulting allocations will be Pareto inefficient.

CHECKPOINT 4.11 PS power vs. TIOLI power

a. Using Figure 412, by reading the relevant points on the x and y axes, say
what the post-exchange allocations for Ayanda and Biko will be (how
much coffee for each, how much data for each). Compare this to the
post-exchange allocations when Ayanda has TIOLI power, calculated in
M-Note 4.5.

b. Test your understanding of the first-mover case by explaining the out-
come when Biko is the first mover and has price-setting power. Draw a
new version of Figure 412.
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413 APPLICATION: OTHER-REGARDING
PREFERENCES—ALLOCATIONS AMONG FRIENDS

Ayanda and Biko are about to experience one final change in their identities,
along with a personality transplant: they have become friends and they care
about each other. Both are altruistic: they place some positive weight on the
well-being of the other. This means, as you will recall from Chapter 2, that
they are other-regarding: when evaluating an allocation they take account
not only of their bundle but also the other person’s bundle.

They still have a decision to make: how to divide up their coffee (still 10
kilos of it) and the data (15 gigabytes of it as before). But we will assume now
as it was when you first met them that neither of them own any of either
good—so there is no endowment allocation like our interpretation of point
z so far.

To see how the Edgeworth box helps us to understand their decision
problem and because this involves some unusual indifference curves, we
first treat a hypothetical case in which Ayanda is altruistic and Biko is as
before entirely self-regarding. (We do not imagine that Ayanda would put
up with this, it is just a first step along the way to seeing how two other-
regarding friends would look at the problem.)

An altruistic utility function

Altruistic Ayanda cares not only about her bundle at an allocation, but also
what Biko gets. Ayanda’s utility therefore depends not only on x* and y*
but also on x® and yB. We measure how much she cares about what Biko
gets—her degree of altruism—by A ( “lambda”) a number that varies from 0, if
she is entirely self-regarding, to one-half if she places as much weight on
what Biko gets as what she herself gets, in which case she would be called
a perfect altruist.

M-NOTE 4.7 An altruistic utility function

Remember if Biko did not exist so that Ayanda were making her choice of an
allocation in isolation, her utility would be

0, (1=00)

AV (414)

uA(xA,yA) = x

But interacting with Biko and dividing goods with him, for A> 0 we have
Ayanda'’s utility function as an altruist:

(1'a))(l_A) (x“y“'a))A (415)

uA(xA,yA,xB’yB) _ (xgyA ay(

To see why we say that A is a measure of how much Ayanda cares about
what Biko gets we can take the natural logarithm of equation 415

In(w) = 1= Dn (x4y ™) + Aln (xgy5 ) (416)

continued
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Figure 413 Reminder: we
used the lower-left contours
of a hill in Chapter 3. Here the
indifference curves are
themselves full contours of a
hill.

Equation 416 says that the natural logarithm of A’s utility is (1—A) times the
natural logarithm of her valuation (if made in isolation) of her own bundle
plus A times the natural logarithm of B's evaluation (if made in isolation) of
his bundle.

If Biko is also altruistic, then his utility function has the same structure as
Ayanda’s but the interpretation of A is the opposite. In Biko's utility function
Ais the exponent of Ayanda’s bundle, and (1—A) is the exponent on his own
bundle, the opposite of where these terms appear in Ayanda’s utility function.
The totally self-regarding person, Biko in this case, recalling that he places
no weight on the bundle of the other person; his degree of altruism, A = 0. So
self-regarding B's utility function would be:

_\0 o
uB(xA’yA’xB’yB) - (xt:\ygl a)) (xgyg a))
= xZyl=® (417)

which is just his previous utility function before we introduced A. Any term
raised to a zero exponent (as in Biko’s utility function) has a value of 1.

CHECKPOINT 412 Spite and love

a. What would it mean in the utility function 415 if we had A < 0?7 Can you
give an example of someone acting as if they had preferences like this?

b. Canyouimagine a person having a value of A greater than one-half, what
would this mean? Can you think of situations in which people have acted
on preferences of this type?

An altruistic indifference map

To draw her indifference map, we will give Ayanda some particular value
of A. Figure 4.14 (a) shows an Edgeworth box representing a not-perfectly-
altruistic Ayanda with A = 0.4.

Ayanda’s indifference curves look like the contours on a topographic
map of a mountain. We described the constrained optimization process in
Chapter 3 as akind of hill climbing, where both elements in the bundle were
a “good” and over the entire map, the mountain rose to higher levels if you
moved in the “northeast” direction, that is more of both goods. In those
figures you never saw the top of the mountain, because there was not any
top. There was no such thing as “too much” of either good.

But Ayanda’s indifference map has a definite peak at the allocation indi-
cated by point v. The reason is that from her other-regarding perspective
she can have “too much” of a good when that means that Biko (who, she
cares about) has too little. This is why Ayanda’s indifference curves are oval
shaped.

Notice that when she has little of either good (close to her origin in the
lower left of the box) her indifference curves look as you have seen before.
In this situation both coffee and gigabytes are “goods” so more of each
is better, even if this necessarily means less for Biko. So the indifference
curves slope downward, as you would expect. Moving up or to the right
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Figure 4.4 Allocation and distribution with one altruistic person and one
self-regarding person. In panel (a) the green oval-shaped curves labeled u* are
the indifference curves based on Ayanda’s utility function. In both panels, points z
and i are the same allocations here as in Figure 4.5. Notice that in panel (a)
because Ayanda values what Biko gets she regards the allocation at point j as
equivalent to the allocation k, despite the fact that she receives less of both
goods at j than she does at k. For the same reason, Ayanda'’s utility reaches a
maximum at the allocation v indicated in the figure. The Pareto-efficient curve
now does not include k, because Biko is so deprived of both goods at the point
that Ayanda prefers v to k.

--—— B's coffee (kilograms), x® Biko ~-+——— B's coffee (kilograms), x? Biko
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(a) Altruistic Ayanda’s indifference curves (b) Altruistic Ayanda and self-regarding Biko

brings you to a higher indifference curve. In this part of the figure “more
isup”

But beyond a certain point “more” for Ayanda is no longer “up.” If she has
most of both goods, then getting even more is not something she values,
so moving up and to the right leads her to lower not higher indifference
curves.

To understand the upward-sloping parts of Ayanda’s indifference curves,
remember that if one of the axes represents a good and the other a bad,
then the indifference curve slopes upward, as in the case of study time (a of v in Figure 414 (not shown
bad) and expected grades (a good). In the upper right of the box for example ;1. ¢ gure) that we have
near point k where she has most of both goods and Biko has little of either oy ded from the

M-CHECK The tangencies at
points above and to the right

the indifference curves slope downward because for Ayanda having more  pgreto-efficient curve

of either good (and Biko having less) reduces her utility: both her coffee and illustrate the cases in which

her gigabytes are “bads” not goods. the mrs? = mrs® rule fails.
In Figure 4.14 (b) we add Biko’s conventional (self-regarding) indifference

curve, so we now know how both of them evaluate every feasible allocation

given by the dimensions of the box. To do this we use Biko’s self-regarding
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utility function with the value he places on Ayanda’s utility being zero that
is A = 0 because he is entirely self-regarding (that is, zero altruism).

The Pareto-efficient curve is, as before, made of points of tangency
between Ayanda’s and Biko’s indifference curves. But now we exclude
tangencies at allocations for which Ayanda places a negative value on having
more of one or both of the goods, above and to the right of her “utility peak”
atv. As aresult the Pareto-efficient curve in Figure 4.14 looks different from
the one in Figure 4.5 as it does not extend upward and to the right beyond
Ayanda’s maximum v. Ayanda does not want more of either good than she
gets at her maximum v, while Biko prefers j to any allocation in which she
gets less of either or both of the goods.

CHECKPOINT 443 Altruistic comparisons Consider Figure 414

a. Where is Biko's utility peak in the figure (analogous to Ayanda’s alloca-
tion at point v)?

b. Where would pointv be if A = % (or as close to A = % as possible)?

c. What happens if Ayanda is self-regarding and Biko is an altruist? How
would the Edgeworth box change?

Efficiency and fairness among altruists

With these analytical tools we can now look at the decision problem faced
by the friends Ayanda and Biko both with other-regarding social prefer-
ences. Figure 4.15 shows for the same Edgeworth box, the indifference maps
of the two. We assume their levels of altruism toward each other to be the
same, that is, A.

Unlike the case of one altruistic actor, now both participants have pre-
ferred allocations in the interior of the Edgeworth box. They both would
like to avoid “too much of a good thing”

Each of their preferred allocations are shown in the figures by the
allocations, v* for Ayanda and v® for Biko. Around each person’s preferred
allocation, their iso-social welfare curves move outward and downward in
all directions, corresponding to lower and lower levels of utility.

As you can see from Figure 4.15 (a) the Pareto-efficiency curve is a line
between their two preferred “utility peaks” vA and vB. By comparing panels
(@) and (b) depicting greater and lesser degrees of altruism, you can see
that the more altruistic they are, the shorter the Pareto-efficient curve
is, because greater altruism eliminates more of the extremely unequal
allocations.

There is still a conflict of interest, however. At Ayanda’s preferred allo-
cation Biko has a level of utility less than the utility he enjoys at this own
preferred allocation. The same is true of Ayanda: she does much better at
her preferred allocation than at Biko’s.
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Figure 415 Altruistic indifference maps. The two panels depict two different
levels of altruism: high (A = 0.4) in panel (a) and low (A = 0.2) in panel (b). The
allocations indicated by the points vA and vB are respectively A’s and B's
preferred allocation. The Pareto-efficient curve is composed of all allocations at
which both own coffee and own data are “goods” rather than “bads” to both A and
B, and where their marginal rates of substitution are equal, that is, their
indifference curves are tangent.
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(a) More altruism (A = 0.4) (b) Less altruism (A = 0.2)

Along the Pareto-efficient curve movements in one direction or the other
necessarily involve one gaining and the other losing. As always the Pareto-
efficient curve is a conflict region even among altruists. The fact that the
“utility peaks” are closer together in panel (a) illustrating a greater degree
of altruism means that the conflict of interest between them is lesser the
more altruistic they are. This is one of the reasons why agreeing on a set
of rules of the game may be less of a challenge among friends or neighbors
than among total strangers.

How might they resolve their remaining conflicts of interest? Here, to
make a decision, they need to go beyond their own utilities (even taking
account of their altruistic nature) to bring in some additional way of making
a judgement. They might adopt:

e a social norm that they both share, for example if one of the two
found the coffee and the data they could go by “finders keepers”; in this
case whichever of them who found the goods could make the decision,
presumably implementing his or her preferred allocation;

 a procedural rule of justice, for example flipping a coin to see whose
preferred allocation v# or vB would be implemented; or
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 a substantive rule of justice, for example picking an allocation on the
Pareto-efficient curve midway between their two utility peaks.

Point i in the figures is a reference point showing the allocation that the
Impartial Spectator (who weights Ayanda’s and Biko's utilities equally) would
implement. This is the same allocation that they would have both preferred
had they been perfect altruists.

CHECKPOINT 414 Altruism and rents Why does altruism reduce the
conflict over which allocation to implement?

414 CONCLUSION

From the silent trade that Ibn Battuta and Herodotus described centuries
ago to eBay, Amazon, and Alibaba today, people have exchanged goods
to their mutual advantage and engaged in conflicts over who would get
the lion’s share of the gains from exchange. The four scenarios we have
introduced have made it clear that the outcomes of these exchanges and
conflicts depend on the institutions under which they take place, and the
preferences of the people involved.

We have examined several institutional approaches to resolving the
conflict between Ayanda and Biko over allocations of available goods. They
all illustrate the dilemma posed in social interactions between:

 The goal of reaching an allocation that is Pareto superior to the endow-
ment and possibly even Pareto efficient.

« The goal of resolving the conflict over the distribution of the resulting
economic rents in a way that is fair.

Table 4.2 summarizes some of the key aspects of the cases we have
discussed. Which of the scenarios in the table are relevant in any particular
case depends on the rules of the game for the society of which the players
are a part.
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Property, Power, and Exchange: Mutual Gains and Conflicts

MAKING CONNECTIONS

Constrained optimization in strategic interactions: The constrained opti-
mization techniques developed in Chapter 3 are used to better understand
strategic interactions introduced in Chapters 1and 2.

Optimization rules: In addition to the mrs =mrt rule which we developed
in Chapter 3 for individual optimization we also have the mrs® = mrs® rule
defining a Pareto-efficient outcome, both of which are used in strategic
interactions.

Mutual gains from trade: If the endowment allocation (status quo) is not
Pareto efficient, then mutual gains are possible by implementing some differ-
ent allocation of the goods which people may be able to agree to voluntarily.

Rents and conflicts: These improvements over the fallback option accruing
to the players are rents, made possible by the gains from exchange; there will
be conflicts over how the total rent is distributed among the players.

Institutions (rules of the game) and bargaining power: The distribution of
these rents in the Nash equilibrium allocation depends on the players’
preferences and the initial endowment, as well as on the property rights
in force, other institutions, and the forms of bargaining power that each
participant can exercise.

Pareto efficiency, institutions: Some rules of the game will result in Pareto-
efficient outcomes. Examples are the allocation implemented by the imaginary
Impartial Spectator, symmetrical bargaining with no barriers to trading as
long as mutual gains are possible, and take-it-or-leave-it power exercised by
one player. Price-setting power by one person, however, results in a Pareto-
inefficient outcome.

Self-regarding and social preferences: Among the set of Pareto-efficient
allocations there will generally be conflict of interest among the participants.
But, the extent of these conflicts may be reduced by social preferences such
as altruism or a commitment to fairness.



IMPORTANT IDEAS

utility function

Edgeworth box

Pareto efficiency

endowment

social welfare function

bargaining

altruism

take-it-or-leave-it power (TIOLI power)
incentive-compatibility constraint (1CC)
gains from trade

willingness to pay

marginal rate of substitution
Pareto criterion
Pareto-efficient curve
post-exchange allocation
mrs® = mrsP rule

mrs =mrt rule

private property
price-setting power
price-offer curve

economic rent

voluntary exchange

Cobb-Douglas utility
Pareto-improving lens

utility possibilities frontier
Impartial Spectator
iso-welfare curve

allocation

first-mover advantage
participation constraint (PC)
institutions/rules of the game
bundle

best-response function (ICC)

MATHEMATICAL NOTATION

Notation Interpretation

a exponent of good x in the Cobb-Douglas utility function
u() utility function

X, y total amounts of x and y available

p price of coffee (gb of data per kilo of coffee)

W social welfare function

A extent of altruism (value placed on the other's bundle)
hQ nonlinear term of quasi-linear utility function

a parameter in the linear term of quasi-linear utility function

Note on superscripts and subscripts: A, B, and i: people; z endowment point;
t': outcome with a take-it-or-leave-it offer by player i.



CHAPTER

COORDINATION FAILURES

AND INSTITUTIONAL
RESPONSES

Right now, my only incentive is to go out and kill as many fish as | can...any fish | leave
is just going to be picked by the next guy.

John Sorlien
Rhode Island (US) lobsterman’

DOING ECONOMICS

This chapter will enable you to:

Understand how the external effects of our actions on others that are not taken into
account when people make choices lead to coordination failures.

Represent social interactions with graphical and algebraic indifference curves, feasible
sets, best-response functions, and Nash equilibria.

To see how at the Nash equilibria, the extent of both inequality and unrealized potential
mutual gains will depend on the rules of the game.

To explain the dynamic process by which a Nash equilibrium may be attained.

Understand how government policies such as taxes or direct regulation, the exercise
of ownership rights or power by private individuals, and cooperation based on social
preferences can help to avert a coordination failure.

See that the Pareto improvement made possible in each of these cases occurs because
(in very different ways) the rules of the game in each case induce actors to internalize the
external effects that their actions have on others.
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Don'’t get him wrong: John Sorlien, the lobsterman, is not the kind of self-
interested and amoral Homo economicus you might find in an economics
textbook. He is actually an environmentalist of sorts, and as President of
the Rhode Island Lobstermen’s Association he was up against a serious
problem of incentives, not a shortcoming of human nature. When he started
lobstering at the age of 22, he set his traps right outside the harbor at Point
Judith, within a few miles of the beach, and made a good living. But the
inshore fisheries have long since been depleted, and now his traps lie 70
miles offshore. He and his fellow lobstermen are struggling to make ends
meet.

Across the world in Port Lincoln on Australia’s south coast, Daryl Spencer,
who dropped out of school when he was 15 and eventually drifted into lob-
stering, has done much better. During the 1960s the Australian government
assigned licenses—one per trap—to lobstermen working at the time, and
from that time on, any newcomer seeking to make a living trapping lobsters
off Port Lincoln had to purchase licenses.

Spencer purchased his start-up licenses for a modest sum and by 2000
his licenses were worth more than one million US dollars (in 2000 prices);
considerably more valuable than his boat. More than giving Spencer a
valuable asset, the policy has limited the Australian lobstermen’s work:
Spencer has 60 traps, the maximum allowed, at the same time at Point
Judith, John Sorlien was pulling 800 traps and making a lot less money.

Regulating the amount of lobsters trapped is a coordination problem.
Point Judith and Port Lincoln represent extremes along a continuum of
failure and success; with the lobstermen of Port Lincoln reaping the mutual
gains made possible by a joint decision to limit the number of traps.
One may wonder why the Point Judith fishermen do not simply copy the
Australians. This is especially surprising since one of Sorlien’s friends and
a fellow Point Judith lobsterman visited Port Lincoln, returning with tales
of millionaire fishermen living in mansions. But getting the rules right is a
lot more difficult than the Port Lincoln story may suggest, and good rules
often do not travel well.

One of the common obstacles to successful coordination is that the rules
that address the coordination problem also implement a division of the
gains to cooperation. In Port Lincoln, those who were awarded the licenses
benefited; others did not. Had the young Daryl Spencer not agreed one day
to help out a lobsterman friend and then decided to become a lobsterman
himself, someone else would be a millionaire, and Spencer might still be
painting houses and complaining about the high price of lobsters.

Even if policies to address coordination failures could result in benefits
for everyone affected, how a group coordinates, and what policies they
coordinate on will affect how these benefits will be distributed. And this

Introduction: Tragedy Averted

Figure 51 Sounding the
alarm on climate change, a
coordination problem. Greta
Thunberg, then 16 years old,
speaking at the United
Nations in 2019 about what is
probably the most serious
coordination problem that
humanity has ever faced. She
said: “We are in the beginning
of a mass extinction, and all
you can talk about is money
and fairy tales of eternal
economic growth. How dare
you!"?

Photo by Jemal Countess/UPI/Alamy
Live News.

e REMINDER A coordination
problem is a situation in
which people could all be
better off (or at least some be
better of and none be worse
off) if they were able to jointly
decide how to act—that is, if
they could coordinate their
actions—than if they act
independently.

217
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Figure 5.2 The Grand Banks (North Atlantic) fisheries: cod landings in tons
(1851-2014). In the 1960s new fishing technologies allowed a dramatic increase in
cod fish caught (“landings”) far outpacing the capacity of the fish to reproduce.
This led to a partial collapse of the fishery in the 1970s and a total collapse in 1992
when the Canadian government banned fishing entirely. Restoration of fishing
stocks to the sustainable levels of the past may occur by the 2030s.

Sources: Frank et al. (2005); Rose and Rowe (2015).
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makes it difficult to agree on a policy. An example is the Ultimatum
Game experiment, in which conflicts over the size of the Proposer’s and
Responder’s “slice of the pie” sometimes result in neither getting any piece
of the pie at all.

A far more momentous coordination problem is climate change: conflicts
between richer and poorer nations, conflicts between those who make
their living in carbon-intensive industries and others who bear the costs of
that production are prominent among the reasons for the failure to address
the climate emergency. Depleting a fishing stock is little different in the
structure of its incentives and its consequences from many other social
interactions. In Chapter 9, for example, using exactly the model we develop
here of the coordination problem that fishermen face “overharvesting fish,”
that is depleting fish stocks, we will study how firms compete on markets
“overharvesting customers,” each firm attempting to sell more, and as a
result reducing the market for the products of competing firms.

In the case of overfishing or “overharvesting” consumers, when one
person fishes more, or a firm cuts prices, the external effects—on the catch
of the other fishermen or the profits of other firms—are negative. But
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external effects can also be positive, for example if you find a way to reduce
your carbon footprint, benefiting others including future generations.

In this chapter we develop tools to understand the nature of coordination
problems like the tragedy of the commons. We use these tools to analyze
some of the policies (changes in the rules of the game) that improve the
Nash equilibrium outcome when external effects are present.

We will illustrate how coordination failures occur and how policies might
address them with the example of common property resource problems
(or common pool resource problems). The “common property” or “common
pool” is the stock of fish available for catching or the pool of customers who
might purchase the goods sold by the firms.

Remember from Chapter 2 that common property resources are non-
excludable and rival, people who use them impose external costs on each
other. The “problem” is that self-regarding people will overexploit the
resource because they will not place any value on the negative external
effects of their actions on others. Just such a pattern of exploitation is
shown in Figure 5.2, which displays the catches of cod fish in the North
Atlantic fisheries.

5.2 A COMMON PROPERTY RESOURCES
PROBLEM: PREFERENCES

Let’s consider a specific example of a common property resource problem:
the overexploitation of an environmental resource. It could be the oceans,
or forests, or alivable planet, but we'll stick to the problem of overharvesting

Figure 5.3 Abdul and Bridget trying to catch the same fish. The lake is a common
pool resource, so the benefits are rival and each person’s fishing imposes a
negative external effect on the other. We call them fishermen which they were
when it was Bob and Alfredo in Chapter 2; but neither fisherpeople nor fishers
seemed right.

Picture credit: Anmei Zhi.
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M-CHECK Abdul’s utility
function in fish and fishing
time is quasi-linear: it is linear
in fish—he derives a positive
and constant marginal utility
from consuming fish—but is
negative (it is a disutility) and
nonlinear in fishing time. His
marginal disutility of fishing
time is not constant; it is
greater the more time he
spends fishing.

m Coordination Failures and Institutional Responses

fish. We will look at the ways that the rules of the game and the preferences
of the actors determine what we expect to happen in these situations.

Preferences over fishing time and fish consumed

We turn now to the problem confronted by two fishermen, called Abdul (A)
and Bridget (B). We model just two fishermen as a way of representing how a
large number of them might interact. They fish in the same lake, using their
labor and their nets. To start, we assume they consume the fish they catch
(what we call their “catch”) and do not engage in any kind of exchange. As a
benchmark for comparison with later changes in the rules of the game, we
will begin by assuming that they do not make any agreements about how
to pursue their economic activities. (Recall that this means that they are
engaged in a noncooperative game.)

Each derives well-being from eating fish and experiences a loss of well-
being (disutility) with additional fishing time. We represent their prefer-
ences when they are engaged in some amount of fishing with the following
quasi-linear utility functions:

Fisherman’s utility = Fish consumption — Disutility of fishing

Abdul's utility — uA(hA,y*) =y* — %(hA)2 (GAY)

Bridget’s utility ~ uB(h®,yB)=yB - %(hB)2 (5.2)
The utility function given by Equation 5.1 tells us four things about Abdul’s
preferences:

+ Consumption (y*) measured in pounds (0.454 of a kilogram) of fish is a
“good”; Abdul derives utility from obtaining more consumption (consum-
ing more fish) which is why y* has a positive sign.

+ Time spent fishing (h*) measured in hours is a “bad”: the second term has
a negative sign.

« Utility (u®) is increased by one unit if he is able to consume one more
pound of fish, so the units in which we can measure utility are pounds of
fish.

e Marginal utility of fish consumption is not diminishing but instead is a
constant (equal to 1, because the coefficient of y in the utility function
is 1).

Bridget’s utility function Equation 5.2 is interpreted in the same way as
Abdul’s. Both of them refer to some given time period, such as a week. So
output and consumption are pounds of fish caught and eaten in a week,
while time spent fishing is hours fished over the course of a week.

If they do not fish at all, they are able to find work yielding them a utility
(income minus the disutility of work on that job) equal to u, =y,. These are
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labeled with the subscript z because this is their fallback position (as the
endowment allocation was in Chapter 4).

To decide how much time to fish, people like Abdul have to balance their
disutility of hours of work with the utility of consumption that they get
from consuming the fruits—or the fish—of their work time. To understand
this process, we look at Abdul’s indifference curves. His indifference curves
provide a comparison of all possible combinations of fishing time and fish
consumption, even if many of those combinations are not available to Abdul.

The marginal rate of substitution and the marginal cost of
fishing time

Four indifference curves derived from Abdul’s utility function, Equation 5.1,
are presented in Figure 5.4. Notice the following:

» The higher numbered (meaning more preferred) indifference curves are
above (more fish) and to the left (less work).

 The curves slope upward because fish is a good and fishing time is a bad,
so comparing points f and g he is indifferent between fishing less and
consuming less (point f) and fishing more and consuming more (point g).

Figure 5.4 Abdul’s indifference curves over output (y*) and fishing time
measured in hours (h?). Output (fish) (y4) is a “good” and provides Abdul with
positive utility, whereas fishing time (h#) is a “bad.” Notice that Abdul's
indifference curves in fishing hours and output are upward-sloping, similar to the
indifference curves over money (income, a good) and working time (a bad) in
Chapter 4.

slope=h? =15

slope =h* =10 ——>

<
>
=
2
B Yg=2475 -
S
>
(%]
g yf:190 1
o
z=112 -

A AT
0 5 hf =10 hg =15 20 2%
A's hours, hA

e REMINDER The indifference
map provides information on
how he evaluates all of the
imaginable combinations of
fishing time and fish caught. It
says nothing about the
actions and outcomes that
are feasible for him.
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eREMINDER From M-Note 3.2
you know that the slope of an
indifference curve is —= the
negative of the ratio ofutyhe
marginal utility of the variable
on the x-axis divided by the
marginal utility of the variable
on the y-axis.

« The lowest indifference curve is labeled u2 and its vertical axis intercept
is point z or the level of utility measured in fish per week, y# that he will
receive if he does not fish at all.

« For any given level of y* the indifference curve is steeper the more hours
Abdul works: the more he works, the greater is his dislike of working more
compared to how much he likes eating more fish.

« For any of the indifference curves, u}, uj, and u3, the vertical intercept is
the amount of utility (in pounds of fish) that, if they were not working
at all, would be the same as the utility at every other point on that
indifference curve.

The negative of the slope of his indifference curve is Abdul's marginal rate
of substitution between fish (y*) and fishing time (h*). This is the ratio of his
marginal utility of fishing time to his marginal utility of fish. This quantity
takes a particularly simple form in this case. Abdul's marginal utility of fish
is 1and (as is shown in M-Note 5.1) his marginal utility of fishing time is —h*.
So, the marginal rate of substitution of fish consumption for fishing time is:

mrst(h,y*) = —h? .3)
Or, what is the same thing:
slope of indifference curve = h*

Abdul's marginal rate of substitution of fish consumption for fishing time is
—h#, and this is also his marginal utility of fishing time, which is negative,
because he regards fishing time as a “bad”

The slope of his indifference curve is his marginal disutility of fishing time
(just the marginal utility with the sign reversed). This is Abdul’'s maximum
willingness to pay (in forgone consumption) to work less. If he were working
12 hours, then his disutility of hours of fishing h* = 12 is the greatest amount
of fish he would be willing to give up in order to be able have an hour more
free time. This can also be seen as the marginal cost of fishing more, if he is
already fishing 12 hours.

M-NOTE 51 The mrs and the marginal cost of fishing time

When Abdul’s utility is given by Equation 5.1

Abdul's utility — uA(hA,y*) =y — %(hA)2

We have:
3 A hA, A
Marginal utility of fish consumed (holding h* constant) = % =1l
9 A hA, A
Marginal utility of fishing time (holding y* constant) = % =—h*

continued
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The marginal utility of fishing time is negative (it reduces Abdul’s utility and
is equal to —h#). We use the term marginal disutility of fishing time for the
same quantity but with a positive sign (it increases Abdul’s disutility).

The marginal rate of substitution of output for hours of work (mrsA(hA,yA))
is the negative of the slope of the indifference curve, which is the ratio of the
marginal utilities:

—hA
mrsA(h?,y*) = - = —hA

This is Equation 5.3.

CHECKPOINT 5.1 The lake as a common property resource

a. Explain why the lake that Abdul and Bridget are fishing in is a common
property resource. What are its characteristics? Explain.

b. Return to Chapter 1 and the choice of strategies that the fishermen had
in the Fishermen’s Dilemma to Fish 10 hours or Fish 12 hours. Substitute
these values into the utility functions to see what the payoffs in the
corresponding game table would be if the fishermen could only choose
these two strategies. Find the Nash equilibrium of the game.

5.3 TECHNOLOGY AND ENVIRONMENTAL
LIMITS: THE SOURCE OF A COORDINATION
FAILURE

A coordination problem arises because Abdul or Bridget fishing more
reduces the amount of fish the other catches in an hour of fishing.

These external effects are part of the technology of fishing. A technology
is a description of the relationship between inputs—such as fishing time,
equipment, and fish in the wild—and outputs—in this case caught fish. A

technology is often described mathematically as a production function. You ® REMINDER A production

function is a mathematical
description of the
relationship between the
quantity of inputs devoted to

production on the one hand
labor input and his fish output when Bridget is not fishing at all, that is:  and the maximum quantity of

h8 = 0. The lower black curve shows how his output varies with his time output that the given amount
fishing when Bridget fishes h® =12 hours. of input allows on the other.

already used a production function in Figure 3.8 where the input was time
spent studying and the output was learning,.

We depict Abdul's production function in the top panel of Figure 5.5. The
higher of the two green curves represents the relationship between his

Below is Abdul's production function and a similar one for Bridget, where
x* for Abdul and xB for Bridget represent the number of fish caught by each
of them in a week and h* and h® are the hours of fishing time they work
during the week. Thus, production functions translate the actions taken by

TECHNOLOGY A technology is a description of the relationship between
inputs—including work, machinery, and raw materials—and outputs.
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the two—their fishing hours (h* and h®)—into the amount that each catches

e REMINDER When x is a bad
(like fishing time) rather than
a good (like free time) the mrt
is still the negative of the
slope of the feasible frontier,
but the opportunity cost is the
amount of the y-good (fish
caught in this case) that will
be sacrificed by fishing less.

(xA and xB) and consumes (y* and y®).

A’s catch & consumption: yA = xA(h*,hB) =h*(a - B(h* +hB))  (54)
B’s catch & consumption: yB = xB(hA,hB) = hB(a — B(h* +hB)) (5.5

The two parameters of the production function are:

a (Greek alpha) is the fisherman’s maximum average productivity, that is,
total catch divided by time spent fishing which would occur if one of them
fished some small amount of time and the other did not fish at all. We let
a > 0; otherwise they could not ever catch any fish.

B (Greek beta) measures the decrease in average productivity for each
hour fished in total by the two. We consider the case in which > 0 to
reflect their interdependence and the negative external effect that each
fishing has on the other’s catch.

The parameter [ expresses three important aspects of the technology:

Decreasing average productivity: If Abdul spends more time fishing, his
catch will be larger, but his average productivity—the size of the catch per
hour fished—decreases. (You can see this by dividing his output shown in
Equation 5.4 by his time fishing h* to get his average productivity.)
Decreasing marginal product of work time: If Abdul already fishes a lot,
then the additional amount of fish that he catches were he to fish a little
more will be less than if he were initially fishing a lesser amount. You can
see this from Equation 5.6 in M-Note 5.2.

Interdependence: The fact that h* appears in Bridget’s production func-
tion and h® in Abdul's represents the external effects and therefore the
interdependence between the fishermen. The fact that the sign of these
terms is negative means that the external effect is negative.

Abdul's production function in the top panel of Figure 5.5 is increasing but

becomes flatter the more time Abdul fishes. The slope of this production
function is the marginal product of time fishing, indicating for each level of
h* the increase in the amount of his catch that would result if he increased

his fishing time a little. The slope of the production function provides two

related pieces of information; the slope is both:

the marginal benefit of fishing time because it indicates how much he
benefits if he fishes a little more (how much the larger catch from
additional fishing time raises his utility); and

the opportunity cost (in lost fish consumption) of working less.

The italicized expressions are different ways of stating the negative of the
marginal rate of transformation.

In the lower panel of Figure 5.5 we show the marginal product of an hour

of fishing based on the production function shown in the top panel, labeled
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Figure 5.5 Abdul’s production of fish with hours of fishing and marginal benefit
of hours spent fishing. In the top panel, Abdul's light-green total product line
corresponds to when Bridget does not fish (h® = 0) and Abdul’s dark-green total
product line corresponds to when Bridget fishes 12 hours (h® =12). Similarly, in
the lower panel, Abdul's light-green marginal benefit line corresponds to when
Bridget does not fish (h® = 0) and Abdul's dark-green marginal benefit line
corresponds to when Bridget fishes 12 hours (h® =12). Points k and j in the upper
and lower figure present the same information in different ways. The slope at k in
the upper panel, for example, is the height of the marginal benefit curve in the
lower figure.

slope =-mrt=mb .-
y(h*, h®=0)

288 Ka”

7 y(h*, h®=12)
216

Consumption, y* (pounds, lb)

30
=
S 24
c
=}
g
= 18- N
=
2 Marginal benefit Marginal benefit
2 when, h®=12 j when, hB=0
= 12 1
£
o
©
1S
Ky
<

T
0 3 6 9 12 15 18 21 24 27 30
A's hours, h”

the marginal benefit of hours of fishing. When Abdul fishes 12 hours a week
(and Bridget does not fish), his catch is 288 but when she also fishes 12 hours
(the lower green curve) his catch is just 216 Ibs. Equally important, when
Bridget is not fishing, and Abdul is fishing 12 hours, his marginal product is
18. The fact that the marginal benefit curve shifts downward when Bridget
fishes 12 hours reflects the fact that in the top figure for any given amount
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M-CHECK We adopt of fishing time by Abdul, the total product curve is flatter if Bridget fishes
parameters for the production

functions so that Bridget and
Abdul cannot work so many
hours that their average
productivity becomes

negative, so that fishing more o lower: This is a negative external effect, reducing the utility that Abdul

would reduce their total can attain for any level of fishing time that he does; and
catch. This is why we do not

extend the lower of the two
production function curves in
Figure 5.5 beyond 24 hours,

the point after which the ) ..
. M-NOTE 5.2 The mrt and marginal benefits of fishing time
function turns downward.

We begin with Equation 5.4:

more.

Summarizing, by comparing the two curves in the upper and lower panels
of Figure 5.5 we can see the effect of Bridget fishing more on Abdul.
Compared to when she does not fish, his production function is:

* flatter: Its slope is also less, so when Bridget fishes more the marginal
benefit to Abdul of his fishing more declines. This reduces Abdul's incen-
tive to fish.

A's catch & consumption: y* = xA(h#,h®) = h*(a — B(h* + h®))

This is the production function shown in Figure 5.5 for two different values of
hB. We know that the cost to Abdul is the disutility of fishing time. The benefit
is the fish he catches and consumes, so differentiating equation Equation 5.4
with respect to h* we can find:

Marginal productivity (benefit) of fishing time  y;}, = a—B(h* + h®) - Bh* (56)

Equation 5.6 is the slope of the production function in Figure 5.5, and also
known as the marginal benefit of fishing time. The mrt is the negative of the
slope of the feasible frontier, so:

—mrt =y}, =a—B(h* +h®)— Bh* = slope of feasible frontier (57)

M-NOTE 5.3 Numerical examples for productivity and external effects

Throughout the chapter, we'll cover a worked example where Abdul and
Bridget have the same level of productivity and external effect on each other.
As an illustration, we set a =30 and that 8 = 1

Abdul and Bridget's utility functions therefore become the following:
Abdul's utility:  uA(hA,hB) = hA (30 - %(hB + hA)> - %(hA)2 (58)
Bridget's utility:  uB(h#,hB) = hB (30 - %(hA + hB)) - %(hB)Z (59)

In the case where the fishermen fished alone, that is the other fishermen had
zero hours fishing, Abdul's utility would therefore be: u® = 30h* — %(hA)2 =
S (K1) = 301" — (hA)2

When Abdul and Bridget both spend time fishing, the external effect
reduces Abdul’s utility; therefore he would have:

1 1 1
A — A_ _hAhB = Z(h2)2 = = (hA)?
u® = 30h 2h h 2(h) 2(h)

= 30h" — ZhARP — (R
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CHECKPOINT 5.2 The meaning of B (Greek beta) The negative external
effect of one’s fishing on the other is represented by 5. Why does 8 affect
the person who is fishing’s own utility even when no one else fishes? Why

e REMINDER A player's
best-response function gives,
for every possible strategy
chosen by other players, the

does it make economic sense?

strategy that maximizes the

5.4 A BEST RESPONSE: ANOTHER player's utility. A strategy
CONSTRAINED OPTIMIZATION PROBLEM profile in which all players are

playing a best response, is a
To understand the Nash equilibrium of the interaction between Abdul and Nash equilibrium.
Bridget we will need to know how each will best respond to any of the
possible levels of fishing chosen by the other. To do this we will derive the
best-response function of each. We begin, as we did in Chapter 3, with a
simpler problem: here we show how one of them, Abdul, will choose how
many hours to fish, when Bridget is fishing at some given number of hours.

Choosing a level of fishing time

This problem is set out in Figure 5.6, which combines Abdul’s indifference
curves from Figure 5.4 with his production function (when h® = 0) from
Figure 5.5.

Abdul might first consider fishing six hours, with results indicated by
points f, g, and h in the two panels of Figure 5.6. To determine if he should
fish six hours he would compare:

« the marginal cost of working more: namely the marginal disutility of Table 5.1 Three rules: individual

working time, which is the slope of the indifference curve at f shown as €onstrained optimization, societal

point h in the lower panel with Pareto efficiency, and firm cost

minimization.
« the marginal benefit of working more: namely, the marginal benefit of his
fishing time, which is the slope of the production function at f shown as  [Jad Tangency of R"‘]letf”
wha
point g in the lower panel.
mrs=mrt  An Individual
From the figure we see that at point f: individual's constrained
feasible optimization
. . o frontier and
24 = slope of feasible frontier > slope of indifference curve = 6 indifference
. . I . —_ curve
marginal benefit of fishing more > marginal cost of fishing more —
mb =mc Restatement Individual
. . . . of mrs=mrt  constrained
So Abdul would see that he would increase his utility by working more than using optimization
six hours. marginal
. . . costs and
How much more? He will best respond if he follows some simple rules: benefits
. . . . mrsh = Two or more Societal
» mb>mc If the marginal benefit exceeds the marginal cost as at point f, people’s (multi-
then fish more. indifference person)
. . . . curves Pareto
e mb < mc If the marginal cost exceeds the marginal benefit, then fish less. efficiency

e mb =mc If the marginal benefit equals the marginal cost, do not change
how much you fish.
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Figure 5.6 Abdul maximizes his utility subject to the constraint of his production
function when Bridget does not fish. A’s production function is x4(h#,h® = 0) and
it defines his feasible consumption, y*, when B is not fishing at all.
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A's hours, hA

He will therefore use the rule: choose the level of fishing time such that:

mrt = mrs

marginal benefit = marginal cost

slope of feasible frontier = slope of indifference curve

A best-response function: Interdependence recognized

You can confirm from the figure that following the mrs = mrt rule, Abdul
will fish 15 hours if Bridget is not fishing, indicated by point s in the figure
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(s for “solo” because Bridget is not fishing). This gives us just one point on
his best-response function h*(h® = 0) = 15 hours.

What about when Bridget is fishing, for example, 12 hours? This case is
illustrated in Figure 5.7 where the new feasible set constraining Abdul is
smaller, because his catch for any amount of time that he spends fishing is
reduced by Bridget also fishing.

Figure 5.7 Abdul maximizes his utility subject to the constraint of the production
function when Bridget spends 12 hours fishing. The feasible set is now smaller
because of the negative external effect that her fishing imposes on Abdul. In the
top panel, at point n his indifference curve labeled u{‘ is tangent to his production
function, meaning in the lower panel, that the marginal disutility of fishing time is
equal to the marginal productivity of fishing time, or the marginal cost of fishing
more is equal to the marginal benefit.

T x*(h*, h® = 0)
=
) S
S 300 - x*(h*, hB=12)
5] uy
e
<
> 225
(= U2 n
.0
S
o . B
E 144 Feasible set, h" =12
2 Uy
c
o
(]
T T T T T T T 1
0 3 6 9 12 15 18 21 24
- Marginal benefit
30 1 when, h®=0
=
2 24 Marginil disAutility
= mc”=h
(]
c
[
o)
=
- .
2 15 - Margmalgeneﬁt <
S when, h® =12
= 12 1 n
c
o
(1]
1S
(2]
<
T T T T T T T 1
0 3 6 9 12 15 18 21 24

A's hours, hA



‘OUP CORRECTED PROOF - FINAL, 11/9/2021, SPi

m Coordination Failures and Institutional Responses

Abdul knows that the level of fishing that will maximize his utility under
these new conditions is that which, following the rule, equates:

« the slopes of his production function and the slope of his indifference
curve so that the two are tangent in the top panel,

* or, to put it another way, the marginal benefit and the marginal cost of
more fishing in the bottom panel.

This gives us a second point on Abdul's best-response function,
hA(hP=12)=12. 1t is no surprise that Abdul fishes less when Bridget fishes
more because we already know that Bridget’s fishing more reduces the
marginal benefit to Abdul’s fishing.

What about Abdul's response to Bridget fishing other hours? We do
not have to go through the above process, tediously making a separate
figure for each level of fishing time she might choose. Instead we can use
mathematical expressions for the marginal costs and benefits of fishing to
determine Abdul’s best response not as a discrete point, but as a continuous
function, giving us his fishing time for any level of fishing Bridget might do.

Using the rule that the best response is the number of hours that equates
marginal benefits to marginal costs we have a general rule that can be
expressed mathematically and which allows us to isolate h* as a function of
hB and the parameters a and B. A best response is a value of h* that satisfies
the following rule:

Slope of production function = Slope of indifference curve
Marginal benefit of fishing more = Marginal cost of fishing more
Using Equations 5.3 and 5.7:
a—B@2h* +hB) = hA (5.10)
Rearranging Equation 5.10 to isolate h* and to express his utility-
maximizing fishing hours as a function of Bridget’s hours hA(h?), we have:

a—BhB

) _ - A(hBY —
Abdul’s best-response function: h2(h®) 132

G.11)

How does Abdul’s fishing time h* change when the variable (h®) and the
parameters (a and ) change?

« Change in Bridget’s fishing time (hB): If Bridget decreases her fishing
time, Abdul’s marginal benefit curve shifts up, and Abdul’s best response
is to increase his fishing time to balance his marginal cost with the
higher marginal benefit. Abdul’'s best-response function does not shift, he
chooses a different level of fishing due to the change in Bridget’s fishing
time.

e Change in maximum productivity (a): If Abdul's basic productivity
increases, and nothing else changes, this shifts his marginal benefit
curve up and independently of any change in Bridget’s fishing time, he
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will increase his fishing time to balance his marginal cost with the higher
marginal benefit. This is a shift in Abdul's best-response function itself,
not just a movement from one point on it to another as in the bullet
above.

« Change in the external effect (8): If the external effect increases, Abdul's
marginal benefit curve pivots downward with a corresponding decrease
in fishing time (8 changes the slope of his marginal benefit curve). Like
the increase in @, in this case Abdul changes his fishing time due to a shift
in this best-response function.

The best-response function for Bridget can be derived in the same way
we derived Abdul’s. Therefore her best-response function (BRF) is:
a— Bh*

. ) . BhAy —
Bridget’s BRF: h®(h#) = 132

(5.12)

M-NOTE 5.4 Marginal benefits, marginal costs, and finding the best

responses

In M-Note 5.3, we used the example of a =30 and B:% to provide utility
functions for Abdul and Bridget, as represented in Equations 5.8 and 5.9. We
now use those parameters to identify the first-order condition for Abdul's
utility maximization where his marginal benefits equal his marginal costs and
therefore to provide a best-response function.

A(hA hBY — pA _lB A_lAZ
u(h,h)_h(SO o0 +h)) 5 ()

A _Out

1
W =2 = (30—§h5—hA>— o =0

N S— Margiﬁal cost
Marginal benefit

We can isolate Abdul's hours of work, h#, to find his best response to Bridget's
hours of work:

1
_lpe
Abdul's BR:  hA(P) = —2— =15 %hB (513)
30— 2h? ]
Bridget's BRF:  hB(h?) = TZ =15— ZhA (514)

Each of them therefore has a best-response function that is a function of the
other person’s time spent fishing: hA(h?) for Abdul and hB(h*) for Bridget.

M-NOTE 5.5 Mathematics of the best-response function

To understand each player's response to the other, it is useful to understand
their marginal utilities of hours of fishing. We do this for Abdul, in the
understanding that Bridget will have symmetrical results. We will therefore

find u4,, Abdul's marginal utility of his own hours of fishing, uﬁs, marginal

ha!
utility to Abdul of Bridget's hours of fishing, and h”(h®), Abdul's best response

to Bridget's choice of hours. We start with Abdul'’s utility function:
continued
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e REMINDER We began our
analysis of Ayanda and Biko
trading data and coffee in a
similar way, with the two
being symmetrical traders
with neither of them having
any particular advantage in
the bargaining process.

wA(hA, hB) = hA(a — B(RA + hB)) — %(hA)z

We can differentiate Abdul’s utility function with respect to his own hours (h#)
to find his marginal utility of his own hours of work. We also differentiate his
utility function with respect to Bridget's hours of work to find how his utility
changes when Bridget changes her hours (hB).

Let us first find A's marginal utility of hA:

out
ul, = SE = o — Bh® — 2BhA — hA
= a—BhE —hA(1+2B) (515)
And now, the marginal effect on A’s utility of B's hours (h®):
A
uy = % = —phA (516)
Using Equation 515, if we set Abdul's marginal utility uﬁA = % =0, then we

can find his best response to Bridget's hours of work:

A _ Out B_ pA
uhA = W = G—Bh —h (1+25)=0
Isolate h# term hA(1+2B) = a—phB
' : A _ o — Bh®
A’s BRF: h’ _—(1"'25)

Which is what we found from setting marginal benefit equal to marginal cost
to find Abdul's best-response function in Equation 511.

CHECKPOINT 5.3 How the BRFs change Make a figure similar to Figure
5.8 but using Abdul's and Bridget's best-response functions with the values
of a =24 and B =1. How and why do they differ?

5.5 HOW WILL THE GAME BE PLAYED? A
SYMMETRIC NASH EQUILIBRIUM

We do not have enough information to answer the question in the section
title. To do this we need answers to other questions. Is one of them powerful
enough determine the allocation unilaterally, stating: I fish 15 hours, and
you are excluded from fishing? Is there a government that can place a tax
on fishing to discourage overharvesting the stock? Can Abdul and Bridget
agree to fish less? If they did, can they count on their agreement being
enforced? In other words, we need to know more about the rules of the
game.

One possibility is that the two act non-cooperatively (they do not make
agreements with each other) and neither has any particular advantage in
their interaction. So they simply try to do the best that they can, given what
the other is doing and given the information they have. We will investigate
other rules of the game later.
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Figure 5.8 Nash equilibrium: mutual best responses for Bridget and Abdul. The
equations for the best-response functions are:

_a—pht
ho(h*) = 1428
_a—ph®
(") = 1+2B

If a =30 and B = 0.5, the parameters we used in the previous figures, then we can
see that when Bridget does not fish (the intercept of Abdul's best-response
function with the horizontal axis) he fishes 15 hours. The point at which their
best-response functions intersect is the Nash equilibrium of the interaction.
Using these same parameters, we can see that the Nash equilibrium given by
Equation 517 is that they both fish 12 hours.

24
“ s B's best-response
1428 ]
- hBN = 12 Nash equilibrium
=
n
>
o
=
n
@ A's best-response
function
0 i o ! 1
0 W =12 15 24

1+2p
A's hours, h*

A stationary allocation among symmetric players

To study this case, we graph the two best-response functions in Figure 5.8.
This gives us all the information we need to determine the Nash equilibrium
of their interaction.

A Nash equilibrium is a mutual best response, so Abdul’s choice of fishing
hours must be a best response to Bridget’s choice of fishing hours, which
must in turn be a best response to Abdul's choice of fishing hours. This
sounds complicated but with a little help from the mathematics we have
already done, it is not: a Nash equilibrium is a point that is on both of the
players’ best-response functions.

We label the point n and define the hours that they work at the Nash
equilibrium as (h*N,hBN), where point n is the Nash equilibrium in the
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figure and the superscript N indicates each player’s Nash equilibrium hours.
A Nash equilibrium is a pair of fishing times (h*N,hBN) that satisfy each
fisherman’s best-response function.

We show in M-Note 5.6 how to find the Nash equilibrium hours of fishing
for each person. At the Nash equilibrium, the two fishermen will spend the
same amount of time fishing.

a
hAN — BN — Y38
Equation 5.17 shows that each fisherman’s hours spent fishing is defined
by the parameters a and S, capturing the effects on their best response
of their maximum productivity, their decreasing marginal productivity, and
the negative external effect each has on the other.

G.17)

The Nash equilibrium fishing hours, h"N and hBN, are equal because
Abdul and Bridget have identical utility functions and production functions
(other than reversing the superscripts), and they are determined by the
parameters o and 3. The greater is the maximum productivity, a, the greater
will be their equilibrium hours of fishing. The larger is the negative effect
each has on their own productivity and on the other person’s productivity,
B, the lower their equilibrium hours will be.

M-NOTE 5.6 Finding Nash equilibrium fishing time

By definition of the Nash equilibrium, Abdul’s Nash equilibrium fishing time
must be a best response to Bridget's Nash equilibrium fishing time, and
Bridget's Nash equilibrium fishing time must be a best response to Abdul's
Nash equilibrium fishing time. A Nash equilibrium is therefore a pair of fishing
times (hAN, hBN) that satisfy the following equations:

AN _ pagpeNy (@ —BhPN)
h&N = hA(hBY) = —(1+ZB) (518)
BN _ pBnANy _ (@ —BhAN)
hBN = hB(hAN) = a+20) (519)

Equations 518 and 519 are two linear equations in two unknowns. We can
solve the equations for the unknowns, which are the fishing times at the Nash
equilibrium.

There is a particularly simple way to do this in our case because:
1. the two fishermen have identical utility functions (they are mirror images
of each other); so
2. we know that it must be that hAN = hBN: and

3. we can therefore set the Nash equilibrium level of fishing of the one equal
to the best-response function of the other.

So substituting h® = hA, into Abdul's best-response function is:

a—BhA

A(nBY —
S 1+28

continued
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Multiplying out and isolating h* :
hA +2BhA = a— Bh?

hA +3Bh” = a
hA(1+3B) = a
AN _ _ O BN
h _1+3/3_h

CHECKPOINT 5.4 Storms and sustainability Imagine that the external
effect increased, as it would, for example, if greater climate volatility
produced storms that caused the two fishermen to fish in the same limited
part of the lake.

a. Use the equation for the best responses of the two to redraw the figure.
Why do the fishermen best respond by fishing less?

b. Use the equation for h®N and hBN to show that the Nash equilibrium
level of fishing will decline.

c. Use what you have learned to explain how the best-response functions
and the Nash equilibrium would change if the fishermen jointly adopt
a strategy to let go of young fish to make the fish population more
sustainable and reduce the external effect they have on the other
fisherman.

5.0 DYNAMICS: GETTING TO THE NASH
EQUILIBRIUM

When we used the equation for the Nash equilibrium level of hours of
fishing (Equation 5.17) to say what the effect of a change in o or § would
be, we used what is called comparative static analysis.

When using comparative statics we compare the status quo Nash equi-

librium before the change with the Nash equilibrium after the change. e REMINDER When we say
“other things equal” we are
¢ The word static refers to the Nash equilibrium because at a Nash equilib- 5i1o the ceteris paribus

rium there are no reasons for the actors to change what they are doing.  assumption which allows us

« The process is comparative because we compare two or more equilibrium ~to compare what happens

states before and after a change. when one variable of interest
changes.

We did the following:

» We started with Abdul and Bridget at the Nash equilibrium, each fishing
12 hours.

COMPARATIVE STATICS A method which analyzes the process of change by
comparing the status quo Nash equilibrium with a new equilibrium after some
change in the underlying data of the problem.
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EXAMPLE Static analysis is
like inferring movement by
looking at two photos taken at
some time interval; dynamic
analysis is like watching a film
of the same process.

M-CHECK Abdul might
adopt the instruction: in any
period, close half of the
difference between the hours
I 'am now working and the
hours indicated by my
best-response function, given
how many hours Bridget is
now working. For example, if
Abdul were fishing six hours
while Bridget fished 12 hours,
he would increase his hours
by (12 -6)/2 =3 hours.

e We then assumed that other things (like the weather) that might affect
their fishing time are held constant (this is the ceteris paribus assumption
or ‘other things equal).

e Then we compared the two Nash equilibria, one before the change in a
or ( and the other after the change.

» We assumed that after the change Abdul and Bridget would be at the new
Nash equilibrium, working some different number of hours.

* Finally we considered the difference in work hours between the two Nash
equilibria to be the effect of the change on work hours.

This type of analysis is called static because it compares two static
(unchanging) situations without looking at how the change takes place, that
is, how they get to the new Nash equilibrium. This is an essential method
of economic analysis, simplifying the matter by a shortcut. The shortcut is
that we did not explore who did what to implement the move. In contrast, an
analysis that includes the process of change rather than focusing exclusively
on equilibria is called dynamic (the term dynamics refers to change, it is the
opposite of static).

We did not even explain why Abdul and Bridget would have been at
the original Nash equilibrium in the first place. Fortunately, the way we
have derived our best responses provides a method to fill in the necessary
dynamic analysis.

Remember, when Abdul was selecting a best response he adopted a
simple checklist based on the marginal benefits of fishing more (mb) and the
marginal costs of fishing more (mc): if mb > mc, then fish more; if mb < me,
then fish less; if mb = mc don't change how much you are fishing.

When we introduced this checklist we focused on the last line, because
that is the equality that determines the utility-maximizing level of fishing
for Abdul; that is, it is a point on his best-response function.

The first two “if” statements tell Abdul what to change when they are not
at an equilibrium because he is not fishing the optimal utility-maximizing
amount given what Bridget is doing, that is, when he is “off” his best-
response function.

As Figure 5.9 shows, these first two lines of Abdul's checklist tell us that
starting at any allocation (that is any combination of fishing hours of each
of them) in which direction he should move, shown by the arrows (called
vectors). The dynamic analysis gives the following simple instruction: if you
are not on your best-response function, move toward it.

Abdul’s arrows are green and horizontal (when he changes his fishing
hours he moves left or right). The same reasoning allows us to show the
dynamic arrows for Bridget, they are blue and horizontal, because when
she changes her hours that moves the allocation point up or down.

DYNAMICS Refers to the study or process of change.



OUP CORRECTED PROOF - FINAL, 11/9/2021, SPi‘

Dynamics: Getting to the Nash Equilibrium

Figure 5.9 How players can get to the Nash equilibrium: a dynamic analysis.

Panel (a) shows the marginal costs and benefits of Abdul's fishing if Bridget fishes

12 hours. Panel (b) shows the dynamics of the choices in terms of the fishermen’s
marginal benefits and marginal costs. The horizontal arrows show the direction
Abdul will move if he is initially at the base of the arrow. The vertical arrows show
the same for Bridget. The inequalities involving marginal benefits and costs (mb,
mc) are the reason for the movement shown in the arrows (which are called

A's best-response
function
mb* < mc*

l ch < ch

B's best-response
function

“vectors”).

24 o Marginal benefit Marginal disutility 24

when h® =12 mcA = hA
mb* > mc*
=
B
(=
[
[ =4
g a 151
p A A A A e
2 124 mb* > mc h mb* < mc 3 12
o at 6 hours at 18 hours <
© 2]
] @
{=4
@
g b® > mc® t
wn
< mb* > mc*
T T T T T T T Y 0 T
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A's hours, h?

(a) Marginal benefits and costs when B fishes 12 hours

For example, in Figure 5.9 (a), if Abdul is fishing six hours the marginal
benefits of fishing more exceed the costs (the bracketed term on the left).
So in Figure 5.9 (b), the horizontal green arrows show that he will fish more.
Similar reasoning (in reverse) applies to the case where he is fishing, for
example, 18 hours. The extent by which the benefits differ from the costs
depends on how much fishing Bridget is doing. Figure (a) shows the case for
when she is fishing 12 hours. You can also work out how Bridget will adjust
her hours if she is fishing more or less than the amount indicated by her
best-response function.

You can see from the figure that unless the allocation is at point n
one or both of them will have an incentive to move (horizontally for
Abdul, vertically for Bridget) in ways that will lead them toward the Nash
equilibrium.

This explains why, if the Nash equilibrium shifted because of some change
in either a or 3, we would expect the two to alter their fishing hours to move
toward the new Nash equilibrium. It also explains, if enough time had passed
since the change to which they are responding, then we would expect both
Bridget and Abdul to be at (or very close to) the Nash equilibrium. We
now introduce a way that we can evaluate all of the possible equilibria of
this game by the standards of Pareto efficiency and the resulting level of
inequality.

A's hours, h*

(b) Dynamic analysis of A and B’s choices

M-CHECK They could have
moved away from the
equilibrium rather than
towards it, had their
best-response functions been
different. Whether and how
actors may get to an
equilibrium depends on their
best-response functions, and
the details of how they act
when they are not at an
equilibrium.

237
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M-NOTE 5.7 Numerical Nash equilibrium

In M-Note 5.4, we found the best responses for Abdul and Bridget given by
Equations 513 and 514. Using the method we outlined above and the same
parameter values (a =30 and B = %), we set Abdul's Nash equilibrium hours

of fishing (h*N) equal to Bridget's best-response function to find the Nash
equilibrium level of fishing time:

Abdul’s Nash equilibrium hours : h&N = 15— %hAN = Bridget's BRF

Collect terms Nt %hAN = i3
5\, an
2 -1
() =15
i 4 AN 4 BN
Multiply by z hAN = z 15=12=h (5.20)
As a result, we see that each will fish 12 hours at the Nash equilibrium. There-

fore they each obtain the following Nash equilibrium utility (by substituting
hAN and hBN into their utility functions):

uAN(hAN’hBN) — hAN (30 _ %(hBN + hAN)> _ %(hAN)Z

=12 (30 - %(12 + 12)) - %(12)2
= 216 —72 = 144 = uN

Each of them has a utility of 144 at the Nash equilibrium and the total welfare
(sum of utilities) is WN = uAN + uBN = 288,

CHECKPOINT 5.5 Dynamics In Figure 5.9 imagine the status quo is at the
right-angle roots of the two arrows in the lower right of Figure 5.9 panel (b).
How would each of the fishermen change their hours of fishing? Do the
same for the other three right angle roots of the arrows.

5./ EVALUATING OUTCOMES: PARTICIPATION
CONSTRAINTS, PARETO IMPROVEMENTS, AND
PARETO EFFICIENCY

Because the symmetrical interaction is just one of many possible rules of
the game that Bridget and Abdul might engage in, we need to go beyond
the Nash equilibrium for that game and find a way to evaluate all of the
possible allocations that they might experience.

To do this, as in Chapter 4, we use the indifference maps of the two
players superimposed on the same set of outcomes. Recall that in the
previous chapter every point in the Edgeworth box indicated an allocation
composed of a bundle of goods for Ayanda and another bundle of goods for
Biko. We will see that the same is true in this case if we plot an allocation
as the pair of fishing hours of the two, (h*,hP). We start with Abdul's
preferences.
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Because the utility of each depends on their own fishing time and the
fishing time of the other, that is, because

Abdul’s utility: ~ uA(h?,hP) (5.21)
Bridget’s utility: ~ uB(h*,hB) (5.22)

we can plot indifference curves with fishing time on each axis: Bridget’s
fishing time (hP) on the vertical axis and Abduls fishing time (h*) on the
horizontal axis.

We do this in panel (a) of Figure 5.10, where every point in the figure
is a particular allocation of fishing times (h*,h®). Using these allocations
we can calculate the utility that Abdul would experience were that alloca-
tion to occur. On this basis we can calculate Abdul’s indifference curves
based on his hours of fishing and Bridget's hours of fishing. Abdul prefers
curves labeled with higher numbers, uf >up >t (169 > 144 > 121). Notice
two things about the indifference curves:

Figure 510 A new look at Abdul’s constrained optimization problem for
selecting his fishing time depending on Bridget's fishing time. To illustrate the
construction of Abdul's best-response function, in panel (a) we consider Abdul's
decision about how many hours to work, given that Bridget has (hypothetically)
decided to work eight hours. The horizontal blue line is the constraint on Abdul’s
utility-maximizing process. In panel (b), we consider three hypothetical levels of
Bridget's fishing time. The horizontal lines represent Bridget's fishing time at each
of these levels, and are the constraint on Abdul's maximization process. One of
these horizontal lines is tangent to each of Abdul's indifference curves h® =8
tangent to uj* at point j, h® =16 tangent to w;' at point k, and h®N =12 tangent to
u2 at point n. Abdul's entire best-response function is made of points like j, n, and
k, for each of Bridget's possible levels of fishing hours.

1 ] A's best-response
function
16 - hlign=16 1
A
up =121
- 12 4 = k - hBN =12
= =
a A éa
5 b =144 5
2 2 s
0 8 3 < w Now=81
o A o
g
T T T | —— Y ™
6 8 13 0 112 13 15 18
A's hours, h* A's hours, hA

(a) Abdul making a choice constrained by Bridget's hours (b) Abdul's best-response function
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e The vertical dimension, or the effect of Bridget fishing more. Abdul's
preferred indifference curves are lower. This is because the less Bridget
fishes the better it is for Abdul.

e The horizontal dimension, or the effect of Abdul fishing more. If Bridget
is fishing at the “low” level indicated in the figure and supposing that
Abdul initially does not fish at all but considers fishing a little, he will
start by finding himself at successively higher indifference curves as he
fishes more, crossing the indifference curves labeled u’,:, and then u4 and
up to u)’,*. But if he spends too much time fishing he will then cross from
uj{* back down to indifference curve u; and again go back down to u;.

Another perspective on a best-response function

We can use the horizontal dimension of the figure to identify a point
on Abdul’s best-response function, associated with Bridget hypotheti-
cally fishing just eight hours. We take this thought experiment as a con-
straint on Abdul’s utility maximization. Remember Abdul prefers indif-
ference curves that are lower down (indicating Bridget fishing less). The
most preferred indifference curve that is feasible is the one tangent to the
constraint, at point j, which is therefore a point in Abdul’'s best-response
function.

It may help to think of his indifference map as showing the contours of
the shoulder of a hill, and Abdul as walking along a horizontal line at eight
hours toward point j, trying out different amounts of time he might devote
to fishing. This is exactly what he did in Figure 5.6, comparing the marginal
benefit and marginal cost of fishing more. At first he is climbing—crossing
contours indicating ever-higher altitudes—higher utility. When he fishes
six hours, he achieves utility u; =121, proceeding on to fish eight hours,
he achieves u} = 144, and finally fishing 13 hours, he achieves u}’.* =169. At
point j his path levels off and if he continues to increase his fishing time he
will descend to lower altitudes—lower utility—once more.

Figure 5.10 (b) illustrates how two additional points on Abdul’s best-
response-function are derived. The best-response function is constructed
by considering all of the possible levels of fishing that Bridget could hypo-
thetically do, and then reason as we did for point j.

Notice that Abdul’s best-response function intersects the indifference
curves where the indifference curves are flat. If the indifference curve is
flat, then the mrs must be zero. In M-Note 5.8 we show why this must be
true. In the right panel you can see that as Bridget’s fishing time increases
from eight to 16 hours, Abdul’s fishing time declines from 13 to 11 hours.
He identifies his best-response hours of fishing by finding the point on his
best-response function that corresponds to the number of hours Bridget
fishes.
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M-NOTE 5.8 Why is the best-response function made up of points

where the indifference curves are flat?

Abdul’s utility function defined over his and Bridget's hours of fishing is
uA(h®,hP). To find the slope of his indifference curves in (h*,h®) space, we
proceed as we did in M-Note 3.2. We totally differentiate his utility function
and set the result equal to zero:

du® = ub, dh® +ul,dh® = 0

dnB  —up,

dhA uﬁs
which, using Equations 515 and 516, becomes:

U _ —(a—BhP = (1+2B)h})

W, C o o
_ _RpB _ A
or, multiplying by __1 = O(BP‘B+ZB)PI (5.24)

The numerator of this expression is the marginal effect on Abdul’s utility of
fishing more, which for modest amounts of fishing time is positive. This is why
the indifference curve slopes upwards when he is fishing six or eight hours in
Figure 510.

Abdul’s best-response function gives the values of h* and h® for which the
derivative of Abdul’s utility with respect to his fishing time is equal to zero or:

uph, = o —Bh? —(1+2B)h* =0

Ifu"; =0, then the numerator of Equations 5.25 and 5.23 is zero, so the slope
of the indifference curve is equal to zero, which means that it is flat.

CHECKPOINT 5.6 The marginal rate of substitution In Figure 5.0, sup-
pose B is fishing 8 hours. Explain why, starting from a small number of A’s
fishing hours, as A increases his hours, his utility first increases and then
decreases. Why is his indifference curve horizontal at point j?

Fallback positions and the Pareto-improving lens

We have said that rules of the game other than symmetrical interaction will
lead to different Nash equilibrium allocations. As long as the interaction
between the two is voluntary—there are no “offers you cannot refuse’-we
can limit the possible outcomes by thinking about the alternatives that the
two would have, should they decide not to fish at all. Any allocation in which
they both fish and that makes either of them (or both) worse off than how
they would do if they did not fish at all will not occur for the simple reason
that they will not fish if they could do better by not.

Recall that if they do not fish at all, they both have a fallback option yield-
ing them a utility u, =vy,. This is their fallback position (like the allocation
z in the Edgeworth box of the previous chapter). But they only receive
their fallback if they do not fish, so the opportunity cost of fishing—what
they cannot have if they fish—is y,. In Figure 5.11 we show both Abdul’s and
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Figure 511 Abdul’s indifference curves and Bridget's indifference curves
showing their fallback levels of utility (their participation constraints), u2 and
ul. At their fallback positions, they are not fishing at all and have their fallback
utility u, =up =y, =112.

24 U5 =144
B's PC
214
uS=155.8
18 -
Pareto-efficient
2 51 curve
é S
3 12
=
2]
o 9]
6 - ud =112
34
\ =144
0 T T T T T T T I
0 3 6 9 12 15 18 21 24

A's hours, h*

Bridget’s indifference maps. We see from the numbering of the utility labels
on the curves that Bridget’s indifference curves give greater values the
closer they are to the vertical axis (as Abdul's did with the horizontal axis).
For each of them, one of their indifference curves is particularly impor-
tant: it is labeled w2 and u®. These two curves show all of the allocations
(h*,hP) that yield, for Abdul and Bridget respectively a level of utility equal to
the utility of their fallback position namely u, = y,. This is the participation
constraint for each of them: they will not participate in fishing unless they
can do at least this well. Any point between these indifference curves is a
Pareto improvement over their fallback position: in the Pareto-improving
yellow-shaded lens both are better off than their fallback option.

The Pareto-efficient curve

There is another important curve in Figure 5.11: the purple solid and dashed
Pareto-efficient curve. We know that Pareto efficiency requires that the
fishermen’s indifference curves be tangent, that is, for their marginal rates
of substitution to equal. You can see two of these tangencies in the interior
of the Pareto-improving lens. The other tangencies defining the Pareto-
efficient curve are not shown. The Pareto-efficient curve is made up of all
points representing allocations that satisfy the mrs* = mrsB rule:
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A B
N Uy Uy 5
mrst = — = — =mrs (5.25)
ud ub
hB hB

The figure clarifies the difference between Pareto improvements and
Pareto efficiency:

« The points on the purple Pareto-efficient curve that are indicated by a
dashed line outside the yellow Pareto-improving lens are Pareto efficient
but not Pareto improvements over the fallback no fishing option.

 The points in the yellow Pareto-improving lens that are not on the purple
Pareto-efficient curve are Pareto improvements over the no-fishing option
but not Pareto efficient.

CHECKPOINT 5.7 Understanding the parameters

a. Draw the lens of Pareto improvements over the no-fishing option, if the
fallback option of both improved to u, = 144.

b. Do the same if Abdul's fallback option improved (to 144) but Bridget's
remained unchanged.

5.8 A PARETO-INEFFICIENT NASH EQUILIBRIUM

We return now to the symmetrical interaction between Bridget and Abdul,
in which the Nash equilibrium is the allocation at the intersection of their
best-response functions. And we ask: Is that allocation Pareto efficient?

To answer, we combine two figures we have already introduced: Figure
5.11 showing the two fishermen’s indifference curves and Figure 5.8 showing
their best-response functions. The combination of these figures results in
Figure 5.12.

Figure 5.12 shows that the Nash Equilibrium is not Pareto efficient: at the
Nash allocation (point n) the indifference curves of the two intersect rather
than being tangent. So allocation n cannot be Pareto efficient.

How do we know that their indifference curves cannot be tangent at that
point that is, how do we know that

A B
u A u A

mrsh = 22 2 W — B (5.26)
ut, " ub
s Upp

The answer is that the Nash equilibrium is a point on both best-response
functions, defined by uﬁB =0 for Bridget's best response and uﬁA =0 for
Abdul’s best response. At their best responses each fisherman adjusts their
own fishing time to maximize utility so that these two terms will be zero. If
we substitute the zeroes for the marginal utilities in Equation 5.25, we find
the following:

A Pareto-Inefficient Nash Equilibrium

e REMINDER To understand
Figure 512 it will help to
remember that for Abdul
down is better (his
indifference curves have
higher utility the lower they
are) because the less Bridget
fishes the better it is for him.
Similarly, Bridget is better off
on the indifference curves
further to the left.
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Figure 512 The Nash equilibrium and the Pareto-improving lens. The
Pareto-improving fishing times (in which both fish less) are in the pale-yellow
lens. Notice that Abdul's indifference curve at the Nash equilibrium is flat, and
Bridget's at the same point is vertical (their marginal rates of substitution are not
equal). This being the case there must be a Pareto-improving lens and the Nash
equilibrium cannot be Pareto efficient.

B's best-response

15 +~_function
en_ .. | Pareto-efficient
h™ =12 curve
h% =10

B's hours, hB

A's best-response
' function

hi=10 hmN=12 15
A's hours, h*

« the first expression is now zero divided by uﬁﬁ so the slope of Abdul’s

indifference curve is zero; it is flat (as in Figure 5.12, and as we show in
M-Note 5.8); and

« the second expression is now uﬁA divided by zero, so the slope of Bridget’s
indifference curve is infinite; it is vertical (as in Figure 5.12 too).

Aflat line cannot be tangent to a vertical line, so the condition for Pareto
efficiency is violated and the Nash equilibrium is not Pareto efficient.

A view from a Pareto-inefficient status quo Nash equilibrium

We now imagine Abdul and Bridget, fishing 12 hours each as indicated by
the Pareto-inefficient Nash equilibrium. They realize they could both do
better. And they consider the options. Each fisherman might propose some
different allocation. To agree on an alternative level of fishing, the proposal
would have to implement a Pareto improvement. The Pareto improvement
would need to be over the Nash equilibrium, not over their no-fishing
fallback option. Remember that the Nash equilibrium is already better than
their fallback positions.

With allocation n the new fallback for the agreement, we now have a new
yellow-shaded Pareto-improving lens. There are two things to notice about
Pareto improvements over the Nash allocation:
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« both fishermen spend less time fishing and both are better off (have higher
utility than at the Nash equilibrium); and

* the new Pareto-improving lens is much smaller than the lens of Pareto
improvements over the no-fishing fallback option.

The reason why there exist allocations that are Pareto improvements over
the Nash is as follows.

* Reason 1: each of them would benefit a lot if the other were to fish less;
and

e Reason 2: at the Nash equilibrium each of them would experience very
little lost utility by themselves fishing a little less.

Reason 1 concerns each fishermen’s marginal utility with respect to the
other’s hours of fishing, which is negative in both cases because each
fisherman’s fishing time reduces the other’s productivity.

Concerning Reason 2, suppose that, at the Nash equilibrium level of the
fishing times, Bridget decided she would try to bribe Abdul to fish less. How
much would she have to give him to fish a tiny bit less? The answer is
“almost nothing” because at the Nash equilibrium, changes in his fishing
time have no effect on his utility. The reason is that the marginal benefits
of fishing a little more equal the marginal costs of fishing a little more (that
is how he chose that level of fishing to do).

So Abdul’s fishing a little less would not matter much to Abdul but it would
definitely benefit Bridget. A similar result is true for Bridget: Abdul could
bribe her to fish a little less for a tiny portion of his fish. This being the case
if they both could agree to fish less (and just forget about the bribes) they
would both be better off.

The conclusion is that Bridget and Abdul need not lament their sorry
condition at the Nash equilibrium. If a deal can be enforced—an agreement
to limit fishing, maybe along with a bribe—there’s a deal to be made that
benefits them both.

We turn now to considering changes in the rules of the game that might
reduce fishing times, keeping in mind that we are thinking about not just
two people, but an entire community of people—perhaps the entire world’s
population if we are considering coordination problems such as climate
change or the spread of epidemic diseases.

M-NOTE 5.9 The Nash equilibrium cannot be Pareto efficient

To show that the Nash equilibrium is not Pareto efficient we ask: if they could
agree each to fish an arbitrarily small amount less, then would they both be
better off? If the answer is “yes,” then the Nash equilibrium cannot be Pareto
efficient. We know that wf,, <0 and w?, <0, so each would be better off if

the other fished less. We also know that uﬁA =0 and uﬁg =0 because these

continued

A Pareto-Inefficient Nash Equilibrium
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e REMINDER In Chapter 4, we
gave the Impartial Spectator
Cobb-Douglas preferences
over the two players’ utilities.
Here we have the Impartial
Spectator sum the utilities of
the two fishermen, as the
Impartial Spectator did in
Chapter 3.

equalities define Bridget's and Abdul's best-response functions, and the Nash
equilibrium they are trying to improve on is a pair of strategies each of which
is a best response to the other.

So for any change dh” and dh®, representing an agreement to change their
fishing time, we can evaluate the change in each utility associated with change
in the fishing times of each.

dut = up), dh* + g, dh®
du® = up, dh* +up, dh®

Eliminating the terms equal to zero in the expressions above, namely those
involving uf, and uf, we have:

dut = up, dhP <0
du® = u?, dh* <0
or, rearranging

du?

quﬁ5<0
du®
W=u£A<O

Both expressions are negative: the utility of each would be enhanced by
an agreement to fish a little less. The Nash equilibrium allocation of fishing
times is not Pareto efficient.

CHECKPOINT 5.8 Pareto efficiency Explain why the Nash equilibrium
level of fishing hours is not Pareto efficient.

5.9 A BENCHMARK SOCIALLY OPTIMAL
ALLOCATION

To provide a benchmark or standard against which we might evaluate the
various rules of the game that might improve on the Nash equilibrium of the
symmetric interaction above, we will reintroduce the Impartial Spectator,
who we relied on for the same purpose in Chapter 4. The Impartial Specta-
tor wishes to determine fishing time and distribute fish so as to maximize
a social welfare function, which, because she values the utilities of the two
equally, is just the sum of the utilities of the two:

Total social welfare = Abdul’s utility + Bridget’s utility
W = u(hA, hB) + uB(h”, hB) (5.27)

She knows that the solution to this problem must be Pareto efficient,
because if it were not, then one of the two could be made better off without
worsening the condition of the other, so this could not be the optimum
for the Impartial Observer, who values the well-being of both. This means
that the socially optimal allocation must be somewhere along the Pareto-
efficient curve in Figure 5.12. But where?
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A socially optimal allocation

To answer the question, we transform the view of the problem in Figure

5.12, where the space in the figure is defined for hours of fishing, into a § geminpER This is exactly
new graph, Figure 5.13, which presents the same information in terms of hat the Impartial Spectator
the utilities of the two. The Pareto-efficient curve in Figure 5.12 appears in  did in the previous chapter,
Figure 5.13 as the dark-green curve that is the utility possibilities frontier. for example, Figure 4.5.

The negative of its slope is the marginal rate of transformation of Bridget’s

utility into Abdul’s utility. This provides the answer to the question: Along

the utility possibilities frontier, how much does Bridget’s utility have to fall

in order for Abdul’s to increase by one unit?

Figure 513 Feasible utilities, the utility possibilities frontier, and the Impartial
Spectator’s iso-social welfare indifference curves. Here we show the utility
possibilities frontier and feasible utilities for the Impartial Spectator. All points on
the frontier are Pareto efficient. The points above and to the right of the
fishermen’s participation constraints constitute the bargaining set, that is the
outcomes that are Pareto superior to their fallback options, u2 = uf = 112. The
Impartial Spectator's iso-social welfare indifference curves show her equal
valuation of the utility of the two and the negative of the slope of her iso-social
welfare curves is her marginal rate of substitution. The slope of her iso-social
welfare curves is —1 indicating that she values the two utilities equally. The
negative of the slope of the utility possibilities frontier is the marginal rate of
transformation of Bridget's utility into Abdul's. That is, it is the opportunity cost of
Abdul having more utility in terms of the utility that Bridget forgoes as a result.
The Impartial Spectator will therefore choose point i where mrs = mrt to
maximize social welfare given the constraint of the utility possibilities frontier.
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When Bridget has almost all of the feasible utility then it does not “cost”
Bridget much for Abdul to have a little more (the frontier is not very steep);
but the marginal rate of transformation rises (the curve steepens) as Abdul
gains more utility. The reason is that when Bridget has most of the utility,
she is working long hours (almost 15) and incurring a substantial disutility
of working time as a result. Taking account of both her reduced disutility
and her smaller catch, fishing a little less would not reduce her utility much.
But for Abdul fishing a little more would substantially increase his utility. So
when Bridget is doing most of the fishing (and gaining most of the utility) the
opportunity cost of increasing Abdul’s utility (in terms of Bridget’s forgone
utility) is small.

The Impartial Spectator’s values are expressed by her indifference curves
(the blue lines), their slopes, the negative of her marginal rate of substitu-
tion, are a constant, namely —1, because she values the utility of the two
equally.

The point z represents the fallback utilities of the two (namely 112), and
the yellow-shaded area is the set of feasible Pareto improvements over
this fallback position. You can see that the Impartial Spectator’s social
optimum point, i, is found where the highest feasible Impartial Spectator’s
indifference curve is tangent to the utility possibilities frontier (the frontier
of the feasible set). So this is another case of the mrs = mrt rule, but now
for the Impartial Spectator, rather than Abdul or Bridget.

Rules that implement the social optimum

We know that acting on the basis of their best-response functions Abdul
and Bridget overexploit the resource. They could both do better if they
adopted a different rule for deciding how much to fish. Before turning
to institutions that might implement such a new rule for their decisions,
let’s think about a rule that would exactly implement point i in the figure.
The Impartial Spectator reminds the two fishermen that the coordination
failure occurring at the Nash equilibrium occurs because when they chose
their fishing time they did not take account of the external costs that their
fishing imposed on the other fisherman. Rules that would avert (or lessen)
this coordination failure will get each of them to internalize these costs.

To find the optimum, point i in Figure 5.13, the Impartial Spectator
proposes the following rules that, if followed, will maximize her social
welfare function (Equation 5.27). We show in M-Note 5.10 how these are
derived.

h* = a —2Bh* — 2BhB (5.28)
hB = a—2Bh* — 2BhE

Focusing on the equation for Abdul, the socially optimal condition looks
very similar to Abdul’s best-response function when he was maximizing his
own utility, except for one big difference. We show Abdul’s best-response
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function again below as his own utility maximizing condition, Equation 5.29:

Marginal private costs = Marginal private benefits

A’s own u-maximizing condition ~ h* = a—2ph* —BhP  (5.29)

Comparing Equations 5.28 and 5.29 we can find the following:

Marginal social costs = Marginal private benefits

A’s social optimality condition ~ hA + Bh® = a — 2ph* — BhB (5.30)

we see that the difference is that there is an extra —Bh® in the socially
optimal condition (Equation 5.28). This is the negative external effect of
Abdul’s fishing on Bridget’s utility. In Equation 5.30 we have moved the
BhB term to the left-hand side of the equation, adding it to the marginal
private cost of fishing more (namely the disutility of hours of fishing, h?).
Together, these are the marginal social cost. So Equation 5.30, the condition
for Abdul’s fishing time to implement a social optimum, says the following:

marginal private cost + marginal external cost = marginal private benefit

The left-hand side is called the marginal social cost. The private cost
(marginal or average) is the cost that the decision maker bears as a result
of some action that he or she takes. The social cost is the private cost plus
any costs imposed on others as negative external effects. The Impartial
Spectator’s rule causes Abdul to act as if he is taking account of this
cost—treating the costs he imposes on Bridget no differently than his own
disutility of labor—when deciding on how much to fish.

Imposing the same condition on Bridget, the Impartial Spectator provides
arule where each fisherman internalizes the negative external effect of their
hours of fishing on the other. As a result, we arrive at the levels of socially
optimal fishing time for Abdul and Bridget, denoted by as hf and h?:

[of

) . . . . . . A _
Abdul’s socially optimal fishing time: h = 134 (5.31)
Bridget’s socially optimal fishing time: h? = 1+O{4 E (5.32)

Because 8 > 0, we see that each of the player’s Nash equilibrium levels of
fishing time are higher than the socially optimal levels:

PRIVATE COST The private cost (marginal or average) is the cost that the
decision maker bears as a result of some action that he or she takes.

SOCIAL COST The social cost is the private cost that the decision maker bears
plus any costs imposed on others as negative external effects.

e REMINDER In C